VALIDATION OF THE OPERATIONAL MERIS FAPAR PRODUCTS
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ABSTRACT

This contribution discusses the validation of the operational Medium Resolution Imaging Spectrometer (MERIS) Level 2 land product which corresponds to the biophysical variable of the Fraction of Absorbed Photosynthetically Active Radiation (FAPAR). The FAPAR value acts as an indicator of the presence and state of the vegetation and it can be estimated from MERIS data at both reduce and full resolution using a physically-based approach. The quality of the MERIS FAPAR products, derived from the MERIS Global Vegetation Index (MGVI) algorithm, capitalizes on the availability of three years of MERIS data over the full globe.

The validation exercises proposed here assess the accuracy and the quality of the MGVI product by 1) analyzing the estimates of theoretical FAPAR uncertainties (versus the algorithm formulae and instrument calibration performance), 2) comparing MGVI values to similar products generated by other independent sensors like the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) and the MODerate Resolution Imaging Spectro-radiometer (MODIS) with either co-located and quasi simultaneously acquired data or over the same regional area with temporally composited products, and finally 3) comparing these remote sensing products against ground-estimates of FAPAR which have been performed over specific land cover types during one seasonal cycle.

1. Introduction

The MGVI algorithm was developed to produce useful, quantitative, reliable and accurate information on the state of terrestrial vegetation using MERIS Level 1 data, i.e. Top Of Atmosphere (TOA) Bidirectional Reflectance Factors (BRFs). The operational constraints were to deliver a computationally efficient algorithm for documenting surface biophysical activity, applicable to every single acquisition date at any resolution over any land surface and vegetation type ([1] and [2]). The algorithm’s data inputs are the calibrated MERIS L1 data in the blue (442 nm), red (680 nm) and near-infrared (865 nm) bands as well as the illumination and observation angles. The methodology adopted to design this algorithm relies on physically-based radiative transfer models to limit the angular, atmospheric and soil background contamination effects. It first requires the design of an extensive set of geophysical scenarios of sensor-like data representing various land surface conditions. This data set, used as a training data set for the algorithm optimization and, in the first section for the evaluation of the theoretical uncertainties, has been established on the basis of surface radiation transfer models coupled with atmospheric models. This approach yields a large number of simulated radiance fields, which can then be sampled by a virtual instrument similar to the actual one in terms of the spectral and angular observation sampling schemes. The corresponding FAPAR values for the various simulated terrestrial systems are estimated simultaneously as part of the radiation transfer model outputs. More specifically, simulations are conducted with a plane-parallel structurally homogeneous canopy model [3] representing the land component; it is coupled with the Second Simulation of the Satellite Signal in the Solar Spectrum (6S) model [4] in order to represent the atmospheric effects. Since green vegetation strongly absorbs solar radiation in the red spectral region, and strongly scatters it in the near-infrared, these two bands are widely used to characterize land surfaces from remote sensing data. The reflectance in the blue band is sensitive to the aerosol optical thickness and is therefore used to decontaminate the red and the near-infrared bands from atmospheric effects. The decontamination from directional effects is achieved via a parametric angular model [5]. The design of the FAPAR algorithm, here the MGVI, is based on a two steps procedure where the spectral reflectances measured in the red and near-infrared bands are, first rectified in order to ensure their ‘decontamination’ from atmospheric and angular effects and, second combined together in a mathematical formula to generate the FAPAR value. Similar FAPAR algorithms have been developed for various optical sensors [6] and to provide an accuracy of about ± 0.1 on average for the daily FAPAR values.
The validation exercises proposed here aim at assessing both the accuracy and the quality of the MGVI product in three phases. In the first section, the theoretical accuracies due to the input data quality are first derived by estimates of FAPAR uncertainties using the algorithm formulae itself and instrument calibration information. We also show the expected differences between the FAPAR products derived from two sensors as function of their “inter-calibration” agreement.

The second section summarizes the results of comparisons between MVI values and similar products generated by other independent sensors like SeaWiFS and MODIS over one example of co-located and quasi simultaneously acquired data, as well as using higher level product, i.e. time composite products over Europe.

The third part shows time series of comparison between FAPAR derived from three sensors against ground-estimates of FAPAR which has been made over one type of land cover during one seasonal cycle. This last phase was derived from a careful analysis of the problem which ended up in the grouping of available field information into broad categories representing different radiation transfer regimes [8]. This greatly helps the interpretation of the results since it recognizes the various level of difficulties and sources of uncertainties associated with the radiative sampling of different types of vegetation canopies.

2. Assessment of the accuracies from FAPAR formulae using data inputs uncertainties

The MERIS FAPAR products are computed from uncertainties in the three spectral bands in the blue, red and near-infrared domains. The FAPAR uncertainty can be therefore assessed by deriving the algorithm formulae with respect to these reflectances as is expressed by Eq. 1.

\[
\Delta \text{FAPAR} = \frac{\partial \text{FAPAR}}{\partial \rho_\text{blue}} \Delta \rho_\text{blue} + \frac{\partial \text{FAPAR}}{\partial \rho_\text{red}} \Delta \rho_\text{red} + \frac{\partial \text{FAPAR}}{\partial \rho_\text{NIR}} \Delta \rho_\text{NIR}
\]

where \(\Delta \rho_\lambda\) is the relative accuracy of radiances at the top of the atmosphere for each band \(\lambda\). Eq. (1) can be re-written as follows:

\[
\Delta \text{FAPAR} = \frac{\partial g_0}{\partial \rho_\text{blue}} \Delta \rho_\text{blue,rectified} + \frac{\partial g_0}{\partial \rho_\text{red}} \Delta \rho_\text{red,rectified} + \frac{\partial g_0}{\partial \rho_\text{NIR}} \Delta \rho_\text{NIR,rectified}
\]

where the uncertainties in the red and near-infrared rectified channels are given by Eqs. (3) and (4), respectively.

\[
\Delta \rho_\text{blue,rectified} = \frac{\partial g_0}{\partial \rho_\text{blue}} \Delta \rho_\text{blue} + \frac{\partial g_0}{\partial \rho_\text{red}} \Delta \rho_\text{red,red,rectified} + \frac{\partial g_0}{\partial \rho_\text{NIR}} \Delta \rho_\text{NIR,rectified}
\]

\[
\Delta \rho_\text{red,rectified} = \frac{\partial g_0}{\partial \rho_\text{blue}} \Delta \rho_\text{blue} + \frac{\partial g_0}{\partial \rho_\text{red}} \Delta \rho_\text{red} + \frac{\partial g_0}{\partial \rho_\text{NIR}} \Delta \rho_\text{NIR,rectified}
\]

The mathematical formula to evaluate the derivative of \(g_0\) (polynomial formula to compute the FAPAR from the two rectified channels) with respect to the rectified red channel is given by Eq. (5)

\[
\frac{\partial g_0}{\partial \rho_\text{red,rectified}} = 2\left(1 - \rho_\text{red,rectified}\right)\left(-1\rho_\text{red,rectified} + 1\rho_\text{blue,rectified} - 1\right)
\]

\[
\frac{\partial g_0}{\partial \rho_\text{blue,rectified}} = \left((1 - \rho_\text{red,rectified}) + (1 - \rho_\text{red,rectified}) + 1\right)
\]

and the mathematical formula to evaluate the derivative of \(g_0\) with respect to the rectified NIR channel by Eq. (6)

\[
\frac{\partial g_0}{\partial \rho_\text{NIR,rectified}} = 2\left(1 - \rho_\text{NIR,rectified}\right)\left(-1\rho_\text{NIR,rectified} + 1\rho_\text{blue,rectified} - 1\right)
\]

\[
\frac{\partial g_0}{\partial \rho_\text{blue,rectified}} = \left((1 - \rho_\text{NIR,rectified}) + (1 - \rho_\text{NIR,rectified}) + 1\right)
\]

The derivatives of \(g_0\) (where \(g_0\), \(g_1\), \(g_2\)) correspond to the polynomial formulae to compute the rectified channel in the red (near-infrared)) with respect to the blue band, \(p_1\), and with respect to the red (near-infrared) band, \(p_2\), are given in Eqs. (7) and (8), respectively.

\[
\frac{\partial g_0}{\partial \rho_\text{blue}} = \frac{p_1 + 2p_1 (1 + p_1)}{2p_1 (1 + p_1) + 1 + 2p_1 (1 + p_1)}
\]

\[
\frac{\partial g_0}{\partial \rho_\text{red}} = \frac{p_1 + 2p_1 (1 + p_1)}{2p_1 (1 + p_1) + 1 + 2p_1 (1 + p_1)}
\]

In Eqs (5) to (8), the notation \(l_0\) corresponds to the coefficients in their intrinsic polynomial expression. The BRFs TOA simulated by the radiative transfer models, which have been used in the optimization itself, permit us to estimate the uncertainties of FAPAR using Eq. (1), as well as the expected differences between two JRC-FAPAR products.
derived from two different sensors as a function of their spectral band uncertainties, respectively.

2.1. Absolute accuracy of FAPAR as a function of MERIS spectral accuracies.

Figure 1 illustrates the absolute deviations of FAPAR, \( \Delta FAPAR \), in the 3-D spectral space of band uncertainties. Each panel corresponds to one uncertainty value in the blue band, \( \Delta \rho_{\text{BLUE}} \). The values which are mapped in the \( (\Delta \rho_{\text{RED}}, \Delta \rho_{\text{NIR}}) \) space correspond to \( \Delta FAPAR \) resulting from the average over all the simulated MERIS like data. The mean of \( \Delta FAPAR \) over all the simulations increases as the spectral band uncertainties increase, mainly with the one of the blue band. Among all the results, however, large variations occur and they depend on the canopy type as well as on the atmospheric conditions and angular situations. The panels in Figure 2 show this range of \( \Delta FAPAR \) when the uncertainties of at least two bands of MERIS increase from 0 % to 10 % as function of the third band uncertainty (6 panels correspond to 6 values of uncertainty). In this section, note that \( \Delta \rho \) denotes the relative error instead of the absolute value and we used \( \rho \times \Delta \rho \) in previous equations for computing \( \Delta FAPAR \). The top left panel, for example, illustrates how, on average, \( \Delta FAPAR \) varies as function of the uncertainties of the blue band (blue color), the red band (red color) and the near-infrared band (purple color) when the two others are assumed to be ‘perfect’, i.e. with \( \Delta \rho = 0 \). The error bar indicates the minimum and maximum values of \( \Delta FAPAR \) obtained from the training data set. The largest uncertainties of the three spectral bands are the largest the uncertainties in FAPAR are: this theoretically demonstrates how the calibration issues are important to ensure the quality of the product. These results show that the average value, \( \Delta FAPAR \), can be larger than 0.1 when 2 bands have relative uncertainty values of about 4-5 %. The blue band has more impact than the red and near-infrared bands for lower values of uncertainties (e.g., \( \Delta FAPAR \approx 0.1 \) if \( \Delta \rho_{\text{BLUE}} > 6 \% \) and \( \Delta \rho_{\text{RED}} = \Delta \rho_{\text{NIR}} = 2 \% \)). This result is easily explained by the fact that the blue band is imported twice in our algorithm for removal of the atmospheric effects.

![Figure 1](image1.png)

Figure 1: Average of \( \Delta FAPAR \) values as function of \( (\Delta \rho_{\text{RED}}, \Delta \rho_{\text{NIR}}) \) for 6 values of \( \Delta \rho_{\text{BLUE}} \).

![Figure 2](image2.png)

Figure 2: The 6 panels illustrate how the range of absolute deviation of FAPAR, \( \Delta FAPAR \), varies when the uncertainties of at least two bands of MERIS increase from 0 % to 10 % as function of the third uncertainty band in x-axis. The cross symbol correspond to averaged value of \( \Delta FAPAR \) over all simulations with the standard deviation ± \( \sigma \) in full column. Error bars indicate the minimum and maximum values in the ensemble.
2.2. Expected differences in FAPAR derived from SeaWiFS and MERIS as function of their blue band respective accuracy.

This sub-section summarizes the expected impacts, when comparing the FAPAR derived from two sensors, of their respective spectral uncertainty. For example, Figure 3 shows the scatter-plots generated when comparing the two JRC-FAPAR products derived from MERIS-like data and SeaWiFS like-data with various levels of uncertainty in the blue spectral band associated with each sensor. The data used in this plot correspond to the simulated top of atmosphere reflectances. The different colors indicate the level of uncertainties from 0 % (dark blue), 2 % (blue), 4 % (light purple), 6 % (orange) and 8 % (pink) in the blue band. The scattered points around the 1:1 line indicate large differences between the two FAPAR derived from the two instruments. The averaged values of the FAPAR differences between the two sensor’s FAPAR products over all the synthetic cases are reported in Figure 4 as function of the “inter-calibration” variation, represented as the difference between the two uncertainties $\Delta \rho_{\text{blue}}(\text{MERIS}) - \Delta \rho_{\text{blue}}(\text{SeaWiFS})$.

![Figure 3: Comparison between FAPAR derived from SeaWiFS (y-axis) and MERIS (x-axis) in case of same geometries of illumination and observations as function of $\Delta \rho_{\text{blue}}$ values from 0 % to 8 %](image)

In this exercise, only the blue spectral band uncertainties in both instruments are taken into account. Note also that both the geometries of illumination and observation are the same when using simulated data which is not the case with actual measurements. The results in the blue band illustrate that the differences between the FAPAR derived from the two instruments increase 1) when both FAPAR values are high (see Figure 3) and 2) when the inter-calibration differences are increasing. Additional results with the red and near-infrared bands are reported in [9]. They show that the FAPAR difference increases up to 0.05 when the difference 1) between the two red band uncertainties is about 10 %, i.e. $|\Delta \rho_{\text{red}}(\text{MERIS}) - \Delta \rho_{\text{red}}(\text{SeaWiFS})| \approx 10$ % and 2) between the two NIR bands uncertainties is about 12 %, i.e. $|\Delta \rho_{\text{nir}}(\text{MERIS}) - \Delta \rho_{\text{nir}}(\text{SeaWiFS})| \approx 12$ %.

3. Comparison between FAPAR products derived from three sensors

The comparisons between FAPAR products derived from various sensors aim at assessing the performance of the physically-based algorithms which have been optimized to provide the same biophysical quantities independently of the measuring systems. A panoply of FAPAR algorithms have been developed for SeaWiFS [10] and more recently for MODIS/TERRA [11]. Preliminary comparisons between products derived from MERIS and SeaWiFS have been presented in [12] and [13] and they reveal that the differences between instantaneous FAPAR values are, on average, less than 0.05.

![Figure 4: Averaged differences between FAPAR derived from MERIS and SeaWiFS in the case of same geometries of illumination and observations as function of the differences of uncertainties between MERIS and SeaWiFS blue bands.](image)

Here, as an example of comparison of daily (instantaneous) FAPAR products derived from actual MERIS and MODIS data, Figure 5 displays two maps of remapped FAPAR using a color scale varying from white, green to red for the value of FAPAR about 0, 0.5 to 1.0 over the Ouagadougou region [12.15°N, 1.35°E] on the third September 2002. The non-processed data for at least one of the two sensors have been masked (black pixels). They correspond to either shadowed, clouds contaminated or bare soil pixels. We also removed the points for which the solar (viewing) zenith angle values were higher than 60 (45) degrees. These thresholds correspond to the sun angle limit to maintain an appropriate accuracy in the atmospheric radiative transfer models and to the largest observation angle for
which the size of the pixel is larger than 2.0 km. The
panels in Figure 6 illustrate the comparison of FAPAR
derived from MERIS against the FAPAR derived from
MODIS. Both scatter-plot and histogram of differences
are plotted using data over the vegetated pixels only,
and the following statistics are reported for the
differences between FAPAR values derived from the
two sensors: \( \delta \) indicates its average over all pixels, \( \sigma \)
corresponds to its standard deviation, ‘Med’ is its
median value and \( r \) is the linear Pearson correlation
coefficient between the two data strings. The
 corresponding values are 0.0319, 0.0601, 0.0308 and
0.9412, respectively. A number of comparisons have
been performed over various regions and the statistics
results published in [9] are reported in Table 1.

When comparing FAPAR derived from MERIS and
SeaWiFS, the average value of \( \delta \), \( \sigma \) and
median over all images are close to -0.028, 0.089 and -0.031,
respectively. These results indicate that the differences
between FAPAR derived from the three instruments are
small but also that MERIS and MODIS are closest
together than with respect to SeaWiFS.

These comparisons have been made with daily data for
which high differences in both the atmospheric and
viewing conditions can partly explain the small
differences, especially over regions with marked
topography. The same comparison exercise was
replicated using monthly products over Europe.
The time composite algorithm applied for delivering
the monthly products has been first developed for the
SeaWiFS data using the framework of [14] when
FAPAR products were produced using the JRC processing chain (see [15]). A new time-composite for MERIS and MODIS have been developed to take into account the diversity in the information available in the Level 2 products (e.g. the pixel identification see [16]). The Level 3 products have also been remapped or aggregated into the EU-25 Lambert Azimuthal Equal Area (LAEA) projection at 2 km. Figure 7 displays, as an example, the monthly FAPAR map using a full month of MERIS data acquired in April 2003. The product has been processed at ESRIN using the Grid On Demand service (see http://eogrid.esrin.esa.int/) with the JRC codes.

Figure 7: FAPAR map for April 2003 derived using one month of MERIS data.

The results of comparisons between monthly products are shown in Figure 8 (Figure 9) when comparing MERIS and SeaWiFS (MODIS). The corresponding averaged difference, <\(\delta\)>, is about -0.0225 (0.0052) with correlation coefficients close to 0.9. The reported value of FAPAR in the monthly product is the most representative value during the period and therefore may come from different date. Scatter-plots show however a good agreement between the monthly products and the differences remain within the prescribed accuracy at ±0.1. The results between MERIS and MODIS are in better agreement than with SeaWiFS. They also illustrate that the time-composite technique for constructing Level-3 products enhances the consistency between three sets of FAPAR products over Europe.

4. Comparison against ground-based estimates over one site in Senegal.

The JRC-FAPAR products derived from the SeaWiFS instrument have already been extensively compared against ground-based estimation of FAPAR over various Earth Observation System (EOS) validation sites. These sites have been associated with various radiative transfer regimes to assess the sources of errors of the measurements and the results are published in [8]. Here, we present preliminary results with MERIS products at reduced resolution over one site, called Dahra North, located in Senegal [15.3675°N, 15.4434°E] in year 2002. The plot in Figure 10 presents three time series (dotted symbols) of the SeaWiFS (blue color), MERIS (red color) and MODIS (orange color) FAPAR products together with the ground-based estimations (square symbols) available over this site. Both the leaf angle distribution and Leaf Area Index have been measured by [17] for approximating the FAPAR using Eq. 9:

\[
\text{FAPAR} \approx 1 - \exp\left(-\frac{G(\mu_0)}{\mu_0} <\text{LAI}>\right)
\]  

Figure 9: Same as Figure 8 but using MODIS (y-axis).

where \(G(\mu_0)\) denotes the extinction coefficient which is computed by the Ross' function (G) as function of the leaf angle distribution. \(\mu_0\) denotes the cosine of the solar zenith and <LAI> corresponds to the Leaf Area Index over one pixel at about a resolution of 1km. The FAPAR values are very small over this semi-arid grass savannah but the signature of this vegetation
phenological cycle (both for the growing and decaying periods) are remarkably well identified by both the remote sensing and ground-based estimations. Moreover, the amplitudes, both maxima and minima, are in very good agreement with each other. The daily FAPAR products derived from the three sensors agree well together and with ground estimations, again within the specified accuracy of ±0.1.

5. Conclusions and perspectives

We found that there is a small bias between the FAPAR derived from MERIS (i.e. MGVI) and those derived from SeaWiFS when comparing daily regional products. This difference is however not systematic and depends on the geographical regions selected to perform the inter-comparisons. The difference between SeaWiFS and MODIS are of the same order of magnitude. The differences can be explained by the uncertainties at the level of radiances, since it has been shown in the first section that the differences of “inter-calibration” between SeaWiFS and MERIS can partly explain the differences on the products. The scatterplots show better agreements with monthly products (Level 3) because the outliers, that can be due to cloud and cloud shadows, have been removed and the differences are somewhat smoother. This illustrates that the time-composite technique for constructing Level-3 products enhances the consistency between the FAPAR products from various instruments. We also compared the FAPAR products against ground-based estimations over one type of vegetation and showed that the discrepancies between the three sensor’s products remain in the range of uncertainty expected when comparing against the ground-estimations of FAPAR. The validation of the operational MERIS level 2 land products should continue during the life time of the instrument in order to monitor its quality which also depends on the Level 1 data. The inter-comparison was essentially conducted here with the reduced resolution data. The use of full resolution MERIS Level 2 products is also required to consolidate the current results.

This type of work has also permitted us to assess the performance of the algorithm itself; different sensors provide a comparable biophysical product. The merging of the geophysical products coming from different sensors can be therefore achieved in order to provide more complete products to scientific communities regarding their spatial and temporal coverage. The time-composite technique is also very important in order to conserve the statistical distribution of daily values at various spatial and temporal resolutions.

Validation of the biophysical products is an essential task in order to provide their accuracies to the scientific communities aiming at the assimilation of remote sensing products. Comparisons with ground-based estimates and generation of global products would help to provide uncertainties associated to the spatial resolution of products. The comparison against similar products derived either from past, contemporary or future instruments would also permit us to assess any technical drift (like calibration) of sensors. However, the methodology adopted to perform in situ estimates has to follow well defined and well-documented protocols. Assessing the uncertainties remains the core of the validation problem.
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