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Future computing (for NWP and EO)

Martin Palkovic



My background and experience
https://www.linkedin.com/in/martin-palkovic-7803016/?originalSubdomain=uk

Imec Belgium

Data Transfer and Storage Exploration Methodology

ADRES processor (VLIW+CGA architecture)

IT4Innovations Czech National Supercomputing Center

Establishing national supercomputing centre (DC+HPC)

One of the largest Xeon Phi clusters in EU

Codasip

RISC-V with customised ISA extensions + LLVM

ECMWF

ECMWF new DC project in Italy + new HPCF

EUROPEAN CENTRE FOR MEDIUM-RANGE WEATHER FORECASTS

https://www.linkedin.com/in/martin-palkovic-7803016/?originalSubdomain=uk


European Centre for Medium-Range Weather Forecasts (ECMWF)

Inter-governmental Organisation, Established in 1975
 35 States (23 Member &12 Co-operating States)
 Headquarter in Reading, UK + DC in Bologna, Italy + Bonn, 

Germany (EU funded activities)

Operational Numerical Weather Predication (NWP) centre
 Research institute and a 24/7 operational service
 Twice daily generation of operational weather forecasts
 Assimilation of 60-80 million observations/day
 Archive of Petabytes of observations and forecast data

Computing services
 HPC facility globally one of the largest for NWP
 Cloud infrastructure for C3S, CAMS and WEkEO (DIAS) 

and the European Weather Cloud
 Climatological data : ~350 PB (daily growth of 250TB)
 Computational science and ML/AI



Challenges for computing in NWP and EO

• Heterogenous architectures and novel technologies

• Exponential increase of data

• Use of the cloud

• Use of AI/ML

• Remote working

• Federation of the resources 

EUROPEAN CENTRE FOR MEDIUM-RANGE WEATHER FORECASTS



Challenges for computing in NWP and EO 
• Backwards compatibility/familiarity with ISA
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