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RTTOV-MFASIS: simulated imagery in the visible..
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IFS FC+18h at 9 km (oper)
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IFS FC+18h at 2.5 km

RTTOV-MFASIS: simulated imagery in the visible..

Philippe Lopez
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Observations: per 12-hour assimilation cycle 

24 Billion
Incoming observations

500 Million
Pass pre-processing and ingested 

into ECMWF’s IFS model

30Million
Assimilated by IFS data assimilation

351 Billion
1km global IFS model simulation points
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HIGH-LEVEL SCHEMATIC OF NUMERICAL WEATHER PREDICTION (NWP)

NWP centre

• In an ideal world, forecasts would be produced instantaneously and use all 
observations that have been made up until that time, but

• Processing time; generating an analysis and forecast is computationally expensive
 By the time the forecast is completed, the observations that went into producing it may be 

several hours old (which is significant)
 Minimising the time spent on observation processing and data assimilation is crucial if we 

are to gain maximum value from the composition of all observations

Input: observations Output: forecasts

HPC
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FAULT TOLERANCE OF OBSERVATION PRE-PROCESSING ENGINE

Incoming files
(lots of 

formats)
SAPP

Standardised
BUFR

cut-
off 

time

ODBbufr2odb
BUFR pre-
processing

Failures have to be 
resolved on time 
critical path

As the only external input to the 
system, observations have unique 
opportunities to cause delays in 
forecast production

Continuous Observation Pre-processing  (COPE)
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~9km global grid 51 Ensemble members 20200913 00 UTC + 41 h

NOAA

Simon Lang & Irina Sandu

Data volume of the global ensemble state today 
~ 900GB per time step
Hourly data in a 15day forecast -> ~300TB
Time-critical production in 1 hour real time. 
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• 3 large (O(100PFlops))  supercomputers in Finland, Italy, Spain
• 5 smaller ones (size of Archer in UK) in Luxembourg, Slovenia, 

Portugal, Czech Republic, Bulgaria
• 1 high-end supercomputer (~1000 Pflops) by 2023-2024 tbd

The LUMI consortium includes the Swiss CSCS, 
building Alps ~300-500 Pflops by 2023

LUMI Finland, 
552/375 Pflops

Leonardo Italy: 
322/249 PFlops

The current proposal is to set aside a maximum of 10% 
of the Union’s access time for strategic initiatives.

MareNostrum 5
~200 Pflops

Courtesy P.L. Vidale
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NPES

Bottleneck : legacy 
thinning algorithm 
involves a global sort 
of the data on a 
single MPI task

Thinning

NPES NPES

Most current observation 
processing is inherently an 
embarrassingly parallel problem 
and scales easily

However, there are a few notable 
exceptions e.g. old thinning 
algorithm which requires a global 
view of the data.

The data assimilation algorithm(s) 
scale similar to the model, but may 
need careful adaptation to 
emerging HPC architectures

Fortunately, most current observation processing scales well on HPC

MW satellite quality control

Radiative transfer;
(calculation of observation 

equivalents)
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3-HOURLY ACCUMULATED RADIATIVE FLUXES AT THE TOP OF THE ATMOSPHERE

1.4 km 9 km 9 km w/o deep  

Seasonal simulations at 1km grid-spacing, which can explicitly resolve storms, associated with deep precipitating
clouds, the effects of the landscape on the atmosphere, the effects of ocean eddies on ocean heat transport and 
its interaction with ice-sheets. These may be used for future observing system simulation experiments (OSSE).

This research used resources of the Oak Ridge Leadership Computing 
Facility, which is a DOE office of Science User Facility supported under 
contract DE-AC05-00OR22725.

Wedi et al, James 2020

Global km-scale forecasts & projections
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MODIS aqua infrared channel
+ cloud radar cross sections from 
CloudSat

Ensemble of simulated satellite images 
from the IFS model with analysed cross-
section cloud profiles

Direct comparison in observation space

Example: EarthCARE mission preparation

Mark Fielding and Marta Janiskova

EarthCARE work was partially supported by the ESA funded project, Operational 
Assimilation of Space-borne Radar and Lidar observations for Numerical Weather 
Prediction (4000116891/16/NL/LvH) and the follow-on PEARL Cloud - Preparation 
for EarthCARE Assimilation of Radar and Lidar Cloud Observations - ESA ESTEC 
contract (4000128669/19/NL/CT).

DATA ASSIMILATION
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Digital 
Twins

Edge-computing
On-the-fly processing
Big ML/AI data pipelines
Hypercube data access
…

WORKFLOWS New horizons of machine learning, blurring the real and 
the physical(ly simulated) world 
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• New observing platforms available for high-resolution 
Earth-System models
o Constellations of small satellites
o IoT observations

 Large volume of lower quality data requiring 
advanced QC at scale

 Manage inhomogeneous distribution with high 
temporal frequency

• High resolution data assimilation
o Currently, we only assimilate around 5% of available 

observations with data heavily thinned to avoid 
spatially correlated errors between observations
 Using a higher percentage of the incoming 

observations
 Representing spatial error correlations will be more 

computationally demanding and likely involve non-
local communication patterns implying reduced 
HPC scaling performance

 Adapting to emerging HPC architectures is a 
challenge

MEOP
Courtesy: Phil Browne

ESA

Assimilation of scatterometer data
Courtesy: Giovanna De Chiara

OPPORTUNITIES & CHALLENGES
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CONTACT AND FURTHER INFORMATION
www.ecmwf.int/destine

Funded by the
European Union

• Huge explosion in observation numbers since 2000 
driven by satellite data, even bigger explosion of 
modelling (& ML training) data in DestinE

• Model adaptation to emerging HPC architectures 
challenging, observation processing has so far 
remained relatively affordable thanks to its inherent 
scalability

• Opportunities & challenges with advances in high 
resolution data assimilation, ML/AI technologies and 
new observing platforms with different characteristics 
(e.g. IoT)
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