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Summary 
 
This document is the streamlined ATBD for the GDP5 (Version 5 of the GOME Data 
Processor) Project.  This project was instigated at the end of the GODFIT (GOme Direct 
FITting) Phase B project in May 2007. GDP5 uses the GODFIT direct fitting algorithm for 
retrieval of total ozone column amounts – a departure from all earlier GDP total column 
retrievals, which were based on the DOAS concept. 

The initial Phase A of the GODFIT project was completed in January 2004 following an ESA 
review of three new total ozone algorithms funded under the AO/1-4235/02/I-LG ITT. 
GODFIT Phase A also encompassed a new improved DOAS-style algorithm called GDOAS, 
which became the basis for the operational GOME Data Processor (GDP) Version 4.0 
algorithm in 2004. Phase B of GODFIT was started in March 2005, and a number of 
improvements were reported in the Phase B ATBD issued in summer 2007. The GDP5 
ATBD is based in part on this Phase B documentation. The GDP5 project started soon after 
GODFIT Phase B was completed, and in its first phase, there were a number of new 
developments (in particular the practical implementation of a T-shifting scheme and the test 
of the NNORSY O3 climatology). The first version of the GDP5 algorithm was ready in 
summer 2009 following the decision to stick with the TOMS Version 8 O3 profile 
climatology. 

Following the Introduction (section 1), an overview of the algorithm is presented in section 2. 
Section 3 describes the forward model set-up, i.e. the choice (TOMS Version 8 vs. 
NNORSY) and usage of O3 profile climatology, the use of a shift parameter to adjust the 
temperature profile, the use of albedo closure terms, and the derivation of trace gas cross-
sections. Section 4 deals with the radiative transfer part of the forward modeling, i.e. the 
generation of optical properties and the simulation of earthshine radiances and analytic 
Jacobians using the LIDORT model. Section 5 describes the inverse model, in GDP5 a 
variation of the Levenberg-Marquardt method. Section 6 deals with ancillary algorithms – 
application of a semi-empirical molecular Ring correction developed for GODFIT, and the 
derivation and implementation of cloud parameters using the OCRA/ROCINN algorithms. 
Section 7 contains notes on practical aspects of the GDP5 algorithm, including the UPAS 
implementation and performance issues, plus configuration and state vector settings.  

The present document is a condensation of the internal full ATBD document for GDP5 – the 
latter contains a lot of additional material which is not strictly part of the final algorithm. 
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1.  INTRODUCTION 

1.1.  Historical overview; ozone instruments 
It is vital to maintain accurate global ozone records for trend analysis and climate change 
studies. The program for long-term global monitoring of total ozone amounts from satellite-
borne UV spectrometers is now entering a new phase following the launch of second-
generation remote sensing instruments and the development of more accurate total ozone 
retrieval algorithms. 

The GOME (launched on board the ERS-2 satellite [ESA, 1995] in April 1995) was in 
operations for 16 years (ERS-2 decommissioning in July 2011). Data has been sporadic since 
2003 due to problems with tape storage. The previous official total ozone product was 
generated via GDP Version 4.x, using a DOAS-style algorithm. See [van Roozendael et al., 
2006] for an algorithm description, and [Balis et al., 2007] for the 10-year validation. 

The TOMS total ozone record dates back to 1978, but has now ceased. In December 2006, 
contact was lost with the final instrument (EP TOMS) and the project has wound down. At 
NASA, the new-generation ozone sensor is the joint USA/Dutch/Finnish OMI (Ozone 
Monitoring Instrument) [Stammes et al., 1999, Levelt et al., 2006]. Launched on the EOS-
AURA platform in July 2004, OMI has been operating successfully for 8 years.  

In Europe, SCIAMACHY was launched in March 2002 on the ENVISAT platform (for a 
mission overview, see [Bovensmann et al., 1999]) and it provided 10 years of data until the 
contact with the satellite was lost in April 2012. The current official ozone product is based 
on the SDOAS algorithm; see [Lerot et al., 2009].  

The GOME-2 instrument was launched successfully in October 2006 on board the first 
METOP satellite [Munro et al., 2006]. The instrument is working nominally after 6 years of 
operation, and O3 total columns have been processed routinely using the GDP 4.x algorithm; 
see [Loyola et al., 2011]. 

1.2.  Background to GDP and the GODFIT algorithm 
The main operational Level 2 product from GDP (GOME Data Processor [Loyola et al., 
1997]) is the global distribution of total vertical column amounts of ozone. Ozone column 
retrieval for GOME has (until now) been done using DOAS-type algorithms, comprising 
spectral fitting for effective slant columns followed by AMF computations (chiefly from 
look-up tables) for conversions to vertical column amounts. Version 3.0 of the GDP 
algorithm was validated in 2002 and written up in 2004 [Spurr et al., 2005]. Partly as a result 
of this validation [Lambert et al., 2002] and partly from an error analysis [van Roozendael et 
al., 2002], it was recognized that a number of issues needed to be addressed in order to obtain 
an improved record of total ozone. 

In 2002, ESA sent out an invitation to tender (ITT) for a study on improved ozone algorithms 
for the GOME instrument. Three consortia were funded and all three studies came up with 
improved algorithms that were subsequently used to reprocess the entire 10-year GOME 
ozone record from July 1995. Off-line records were generated using DOAS-style algorithms 
by the University of Bremen Group [Coldewey-Egbers et al., 2005; Weber et al., 2005] and 
by the KNMI Group [Eskes et al., 2005]. 
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The third group, led by Michel van Roozendael (BIRA-IASB) and R. Spurr (then at SAO), 
developed a new direct fitting algorithm called GODFIT (GOme Direct FITting). The 
GODFIT Phase A also contained an improved DOAS-style algorithm called GDOAS. The 
ATBD for this part of the project is found in [R1]. 

In 2004, GDOAS was selected to become the GDP (GOME Data Processor) Version 4.0 
algorithm. GDP 4 has achieved accuracy at the “percentage level” compared to ground-based 
measurements. The 16-year GOME total ozone record has been re-processed with GDP 4.4. 
For a description of the GDP Version 4.0 GDOAS algorithm, see [R3] and [van Roozendael 
et al., 2006], and for the 10-year validation, see [Balis et al., 2007]. 

Direct fitting is a new-concept algorithm for total column retrieval based on a direct least 
squares inversion of radiances using on-the-fly radiative transfer simulations of both 
radiances and total column sensitivity functions. The heritage can be traced back to the 
analysis of ozone column measurements obtained from the continuous scan NIMBUS-7 data 
over the period 1979 to 1986 [Joiner and Bhartia, 1997]. Although not selected for the GDP 
4.0 reprocessing, the GODFIT algorithm was recommended for phase-B funding by the 
December 2003 ESA-convened ITT committee.  

The Phase B work was inaugurated in March 2005, and completed in May 2007. Particular 
attention was paid to high-latitude total ozone retrieval; Phase B was complemented by work 
done under the SAUNA validation exercise in spring 2006. A number of improvements and 
upgrades were made to the basic GODFIT algorithm, and a more thorough error analysis 
performed. For a description of this part of the project, see the ATBD [R2]. At the end of 
Phase B, GODFIT was selected for the next GDP upgrade to Version 5.0. 

A proposal to ESA for the GDP5 work was accepted in summer 2007, and this project is 
based on the implementation of GODFIT into UPAS and its installation therein. This phase 
also includes the validation of GDP 5.0 and the complete reprocessing of the entire GOME 
total ozone record. The joint consortium is led by D. Loyola of DLR, and features scientists 
from BIRA-IASB (M. van Roozendael, C. Lerot, J. van Geffen, J. van Gent, C. Fayt, J.-C. 
Lambert, J. Granville), RT Solutions Inc. (R. Spurr), DLR (D. Loyola, W. Zimmer, A. Doicu) 
and AUTH (M. Koukouli, D. Balis). C. Zehner is the ESA project manager. 

The present document is the ATBD for GODFIT in GDP 5.0; it is based in part on the 
GODFIT Phase B ATBD [R2]. The first draft was prepared in 2009 and the first issue was 
ready in 2011. 

1.3. GDP5 Project Overview; ATBD Scope 
The GDP5 project had three phases. Phase 1 was concerned with extensions of the GODFIT 
Phase B algorithm to deliver all options necessary for the operational implementation of 
GDP5 in the UPAS system. This has included as a new feature the T-shift implementation 
and testing, the full testing of the NNORSY climatology, the validation of NNORSY against 
TOMS-V8, and upgrades to the OCRA/ROCINN algorithms. Most of the work, including the 
further ozone climatology validation, was ready in 2009. 

Phase 2 was concerned first with the implementation and verification of the GODFIT 
algorithm within the UPAS environment at DLR. The first draft of this document was a 
deliverable upon completion of this phase in 2009. 
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Phase 3 includes the geophysical validation of the GDP5 operational product, involving 
multi-year comparison against ground-based network data and results from other satellites, 
and the reprocessing of the entire GOME data record. This phase was initiated in 2010. 

The project was extended in 2011 with the objective of computing the averaging kernels and 
including the NO2 results in the HDF5 output product. After reprocessing and validation of 
the complete data record, the GDP5 team found out degradation issues with recent GOME 
data due to the internal closure option. A final Delta-validation in 2011 showed that the use 
of external closure gives the best results. 

 

Following the algorithm overview in section 2, we discuss the forward model set-up in 
section 3, i.e. the choice (TOMS Version 8 vs. NNORSY) and usage of O3 profile 
climatology, the use of a shift parameter to adjust the temperature profile, the use of albedo 
closure terms, and the derivation of trace gas cross-sections. Section 4 deals with radiative 
transfer: generation of optical properties and the simulation of earthshine radiances and 
analytic Jacobians using LIDORT. The inverse model is described next in Section 5 and 
Section 6 deals with ancillary algorithms – application of a semi-empirical molecular Ring 
correction developed for GODFIT, and the derivation and implementation of cloud 
parameters using the OCRA/ROCINN algorithms. Section 7 contains notes on practical 
aspects of the GDP5 algorithm (configuration and algorithm settings, performance, UPAS 
implementation).  

Some details in this ATBD have not changed from the Phase B ATBD [R2], so there is some 
overlap in the documentation. Product Validation is the subject of a separate document to be 
released concurrently with this ATBD. 
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2. OVERVIEW OF THE GODFIT ALGORITHM 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Flow Diagram of the GDP5/GODFIT direct fitting retrieval algorithm. 
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The GODFIT (GOme Direct FITting) algorithm employs a classical inverse method of 
iterative least squares merit-function minimization. GODFIT is based on a linearized forward 
model, that is, a full multiple scatter radiative transfer simulation of GOME earthshine 
radiances and associated weighting functions with respect to state vector elements. These 
elements are the total O3 column, several albedo closure coefficients, a temperature shift, a 
Ring correction amplitude, and a wavelength registration shift, and other ancillary parameter. 
In contrast with the DOAS approach, there is no need for a separation of slant column fitting 
and Air Mass Factor conversion to obtain the vertical column amount. 

The main product is the O3 vertical column itself and the main error diagnostic is the solution 
variance of this retrieved parameter. The total column and other parameter errors emerge 
naturally from the chi-square minimization, thanks to the ability of the forward model to 
deliver Jacobians with respect to these parameters. The basic product is thus simpler than that 
for DOAS; there are no intermediate quantities such as slant column densities and AMFs. 

In order to obtain vertical column density (VCD) in DOAS, the AMF conversion requires 
knowledge of species profile. The profile should match the VCD, and in order to maintain 
consistency, it is better to compute the AMF and VCD iteratively. In GDP Version 3.0, an 
iterative scheme for AMF determination was introduced, along with a neural-network 
training scheme for fast extraction of AMF results [Spurr et al., 2005]. In GDP 4.0, all AMFs 
are calculated directly using LIDORT [van Roozendael et al., 2006]. 

The flowchart in Figure 1 gives an overview of the GDP5-GODFIT direct fitting algorithm. 
The algorithm is straightforward, with one major decision point. Following the initial read of 
GOME radiance and irradiance data, and the input of auxiliary data (topography fields, cloud 
information if pre-calculated, optional ECMWF temperature profiles), the cloud information 
(fractional cover from OCRA, cloud-top height and albedo from ROCINN) is then derived. 
The iteration counter is set (n=0), an initial guess is made for the state vector (total ozone 
amount, temperature shift, closure coefficients, etc.), and the a priori information is 
established. 

A unique ozone profile P(n)  is then constructed from the total column estimate C(n), using a 
1-1 column-profile map based on column-classified ozone profile climatology (either the 
TOMS Version 8 data, or the NNORSY data set). Next, pressure, temperature and height 
profiles are constructed; this is where the current value of the temperature shift is applied. 
Spectral reference data is then created for the fitting window (trace gas cross-sections, 
Rayleigh cross-sections and depolarization ratios). These set-ups depend on GOME-derived 
cloud information (fractional cover, cloud-top pressure). 

The algorithm then enters the radiative transfer step, in which optical properties are created 
and the LIDORT Version 3.3 model is called to deliver top-of-atmosphere (TOA) radiances 
I(n), and the associated ozone column, albedo, and T-shift weighting functions K(n), at each 
iteration step n. In direct fitting, all simulated backscatter radiances and weighting functions 
are calculated “on-the-fly” using LIDORT Version 3.3. These simulated quantities are then 
corrected for the molecular Ring effect. 

Next, the inversion module (variable-regularization Levenberg-Marquardt least squares, with 
line-searching) yields a new guess for the ozone column and other state vector fitting 
parameters. The iteration stops when suitable convergence criteria have been satisfied, or 
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when the maximum number of iterations has been reached (in which case, there is no 
established convergence and final product). Once the converged solution has been found, 
fitting parameter errors may be determined from the solution variance-covariance matrix; the 
results are then written to file. 

In DOAS algorithms, it is difficult to characterize thoroughly all error sources. Error studies 
on the slant column fitting have shown that there are some fortuitous cancellations of 
systematic biases [van Roozendael et al., 2002]. The GODFIT direct fitting technique is 
conceptually simpler, and offers a more logical approach to error handling.  

One of the things that emerged from early studies was the requirement for a more suitable 
treatment of telluric filling-in effects in ozone absorption bands due to rotational Raman 
scattering (RRS) by air molecules (the so-called molecular Ring effect). This is perhaps the 
single most important source of error in the older algorithms. In the GODFIT phase A work, 
a new empirical correction was developed for both the GODFIT and GDOAS algorithms; the 
GODFIT correction is a standard feature of the GDP5 algorithm. Also because of the GDP 
4.x work, several improvements were made to the cloud property retrieval required as a pre-
processing step in both the GDOAS and GODFIT algorithms. These improvements (in 
particular for the ROCINN cloud height and albedo retrieval) are described here. 

A good retrieval algorithm stands on the strength of its forward model, and GODFIT is no 
exception. The forward model must simulate the earthshine radiance spectrum, together with 
the sensitivities (Jacobians or partial derivatives) of this spectrum to atmospheric and surface 
parameters that are to be retrieved or are sources of model parameter error. Computers are 
now so powerful that the use of “on-the-fly” full radiative transfer simulations of radiances 
and Jacobians is a viable proposition from a data turnover standpoint. 

Figure 2. GODFIT (GDP5) and GDOAS (GDP4.1) validated against two northern hemisphere 
Brewer stations. 

GDP5 is a not just an upgrade of GDP4, it is a new concept. We give here one example of the 
GODFIT capability, to show that this algorithm really is an improvement over the GDOAS 
results obtained within GDP4.x. Figure 2 presents two validations against Brewer stations in 
the northern hemisphere, one for Hohenpeissenberg (mid-latitude) and the other for 
Sodankyla (arctic). In both cases, the residual cyclic (seasonal) signature is markedly 
improved, particularly for the Arctic station. 

          GODFIT 

          GDP 4.1 
 

        GODFIT

        GDP 4.1 
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3. FORWARD MODEL SETUPS 
3.1. Ozone profiles 

3.1.1. Introductory remarks 

In GODFIT, ozone total column fitting can be thought of as a stripped-down version of a 
nadir-view ozone profile retrieval algorithm. In a multilayer atmosphere, the forward model 
will require the specification of a complete ozone profile, and in GODFIT, the ozone profile 
is parameterized by a single quantity – the total column. Hence, GODFIT needs a unique 1-1 
correspondence between the ozone profile and its total column. A suitable form for this 
mapping was developed for GOME and first incorporated in GDP 3.0 [Spurr et al., 2005]. 

The use of total column as a proxy for the ozone profile was recognized a number of years 
ago by scientists at NASA, and column-classified ozone profile climatologies were created 
for the TOMS Version 7 [Wellemeyer et al., 1997] and more recently for Version 8 (V8) 
retrieval algorithms [Bhartia, 2003]. The TOMS Version 7 profile set was the baseline in 
GDOAS and GODFIT Phase A, while Version 8 became the GDP4.x and GODFIT Phase B 
baseline. The GODFIT atmosphere-layering scheme uses the TOMS V8 pressure gridding.  

Recently, new ozone climatology has been developed from a multi-year record of retrieved 
GOME ozone profiles, and the data set has become part of a neural network (NN) scheme for 
the extraction of ozone profiles. This is the NNORSY climatology [Müller et al., 2003; Kaifel 
et al., 2008]. GODFIT and GDOAS interfaces for the first version of the NNORSY 
climatology were developed in the Phase B work, but no NNORSY-based total column 
retrievals were performed, mainly due to some remaining limitations in the climatology itself. 
However, these limitations were subsequently resolved during the first phase of GDP5, and 
the NNORSY climatology has now been used for extensively testing its impact on ozone 
column retrieval.  

The choice of O3 climatology is an important decision for GDP5 operational implementation, 
and there have been a lot of NNORSY/TOMS retrieval comparisons. These are summarized 
in section 3.1.4; for a detailed comparison, see the Full-version ATBD and the various 
Progress Meeting minutes, After this lengthy comparison exercise, it was decided to stay with 
TOMS Version 8 pending further improvements in the NNORSY data set. 

Remark. A new implementation of NNORSY (based on the NIWA ozone profile database 
[Hassler et al., 2008] was presented at PM5 (18 September 2009) by A. Kaifel. Also 
presented at this meeting was a preliminary assessment of the NNORSY output from the 
BIRA team. 

3.1.2. The TOMS V8 ozone climatology 

The TOMS profile is a set {Uj} of partial columns in [DU]; the total column is C = jUj. For 

two adjacent profiles {
(1)
jU } and {

(2)
jU } with total columns C(1) and C(2) we define an 

intermediate profile with column amount C according to: 

)1(
)1()2(

)2(
)2(

)1()2(

)1(

)( jjj U
CC

CC
U

CC

CC
CU 






















 .              (1) 



 

16 | P a g e  
 

Doc. GDP5-ATBD-1
Date: 09.08.2012 
Page: 16 of 71 

DLR EOC IMF 
GDP 5.0 - Upgrade of the GOME Data Processor for 
                  Improved Total Ozone Columns 

This defines a linear profile-column map. Total column weighting functions are related to 
profile Jacobians by means of chain rule differentiation, and from Eq. (1), the partial 
derivatives with respect to the total column are: 

 )1()2(

)1()2()(

CC

UU
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CU jjj









.                           (2) 

This map allows us to interpolate smoothly between profile entries in the climatology; the 
shape will vary continuously. In effect, we are drawing on an ensemble of possible profiles of 
which the climatology is a sample. It is possible to define a quadratic map based on three 
adjacent profiles, and assuming gradient continuity instead of the piecewise step derivatives 
in equation (2). A 4-point Lagrangian (cubic) interpolation scheme was found to work well 
for the TOMS profiles, and this is the current default mapping for TOMS V8.  

The 11-layer pressure grid is based on scale heights. Latitude variation is incorporated by 
combining two sets of profiles with a cosine-latitude weighting. 

 
Figure 3. (Left) TOMS Version 8 high latitude profiles (partial column in [DU]). (Right) 
Intermediate profiles (dotted) for total columns at 10 DU intervals between climatology values. 

TOMS Version 8 profiles [Bhartia, 2003] are defined on the same pressure grid. Profiles are 
specified for 18 latitude bands from pole to pole (10 intervals), and for each month of the 
year. Latitude and time variations are treated using a bilinear interpolation scheme. Figure 3 
shows the ozone profile-column map for one set of 10 high-latitude TOMS V8 profiles. 

Adjustments are made to lowest Umkehr profile elements to account for the GOME scenario 
surface pressure or the ROCINN-retrieved cloud-top pressure. This adjustment assumes that 
the partial column in any layer is proportional to the logarithm of the layer pressure drop. 
This adjustment does not destroy the integrity of the column-profile map.  

3.1.3. Ozone profiles: the NNORSY data 

The CHEOPS (Climatology of Height-resolved Earth Ozone and. Profiling Systems for 
GOME)  project was designed to set up complete collection of GOME-dedicated profiles, as 
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retrieved over the entire length of the GOME data record using the NNORSY neural network 
algorithm [Müller et al., 2003; Kaifel et al., 2008]. However, there was a delay in the delivery 
of the data set, and it was impossible to use the data in time for the completion of GODFIT 
Phase B. This situation has changed for the GDP 5.0 project, and the NNORSY data became 
a serious contender for the operational choice of ozone profile climatology. 

Integration of the NNORSY climatology is straightforward. For given latitude, longitude, 
time, total column amount and choice of input pressure grid, a stand-alone subroutine will 
return the complete ozone profile on that grid. Thus, the profile-column map is an intrinsic 
feature of the data set. Profiles have been compiled for total columns ranging at least from 
150 DU to 575 DU, similar in scope to that for the TOMS V8 data set.  

The profile climatology computation is based on the use of tangent hyperbolic functions 
employing a series of neural network weights and biases created off-line as part of the NN 
training by the NNORSY team [Kaifel et al., 2008]. D. Loyola developed a module to remap 
the original NNORSY profiles to ensure that the integrated output profile is equal to the input 
total ozone; the profiles are additionally converted from number densities on a 61-level 
vertical grid to Umkehr layers in [DU] on the TOMS pressure grid. The NNORSY library 
contains additional climatologies (e.g. taking also temperature profile as input) that were not 
further tested in the framework of GDP 5. 

During the trials with NNORSY in GODFIT, a number of issues emerged. First, it was found 
that the original (or “Mode 0”) NNORSY-derived profiles were inconsistent. For an input 
total column C, the NN routine will generate a profile Uj, and it was then found that the ex 
post facto profile sum  jUC was sometimes significantly different to the original total 

column amount. It is then necessary to remap the profile by searching in the NNORSY 
climatology for a profile for the given location and time with the property that its integrated 
total column is equal to the amount C. A scaling factor CCf   is applied only when the 
NNORSY climatology fails to yield such a profile. In the latter case, we 
have CCfjfUjU    . This leads to the NNORSY remapped or “Mode 1” profiles. 

This remapping has some implications for scaling the profile derivative. For input column C 
delivering profile Uj, and profile derivative CUV jj  , it follows that 
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Upon investigation, it was found that the original profile derivatives CUV jj   were not 

properly computed. Although these “Mode 1” derivatives did not lead to any really 
significant differences in the total ozone product, the least-squares fitting convergence was 
much slower. A work-around solution for the NNORSY derivatives was implemented - these 
are now computed using a two-step finite difference scheme. That is, for column C resulting 
in (remapped) profile jP , profiles 

jP  are computed corresponding to columns CCC  , 

and the finite difference (FD) derivative is then 
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Use of this FD scheme is equivalent to the linear profile-column map as used for TOMS V8. 
Results were not sensitive to the choice of difference step C ; a default of 5 DU was used. 
This scheme generates derivatives with very similar shapes to those for TOMS; convergence 
is then similar to that for TOMS. 

3.1.4. NNORSY vs. TOMS V8 comparisons 

The first GODFIT comparisons were reported at PM2 in September 2008. Here, 4 different 
set of retrieved total ozone were compared with ground-based data, corresponding to 3 
NNORSY modes and the phase-B TOMS V8 baseline. The 3 NNORSY modes are: 

Mode 0:  Original NNORSY profiles.  
Mode 1:  Remapped profiles, i.e. the integrated profile equals input total ozone.  
Mode 2:  Remapped profiles with matched TOMS-V8 tropospheric content. 

“Mode 2” NNORSY profiles have a tropospheric/stratospheric adjustment designed to ensure 
that tropospheric content of all profiles matches that seen in TOMS Version 8.  

Validations were made for all pixels within a radius of 500 km from 114 ground stations (85 
in northern hemisphere and 29 in the southern) between 1996 and 2007. For GODFIT with a 
325-335 nm fitting window, ECMWF temperature fields were used without T-shift fitting, 
and the algorithm used internal albedo closure, with cloud parameters from FRESCO+.  

Time-latitude dependencies comparing NNORSY Modes with TOMS-derived total ozone 
were examined. Large differences at all latitudes were observed with NNORSY Mode 0. 
There was good agreement for Modes 1 and 2, with Mode 2 correction mainly affecting high 
latitudes. Similar results were noted for the seasonal-latitude dependency. For the time/SZA 
analysis, it was found that Mode 2 led to improvements with TOMS-V8 results at high SZA 
in northern latitudes, but agreements were poorer for high SZA in southern Polar Regions. 

 O3 climatology T° profile Effective cloud pars. 

Scenario 1 (PM2 baseline) TOMS v8 ECMWF OCRA/ROCINN 

Scenario 2 (PM3 baseline) NNORSY (mode 1) TOMS shifted OCRA/ROCINN 

Scenario 3 NNORSY (mode 1) ECMWF OCRA/ROCINN 

Scenario 4 TOMS v8 TOMS shifted OCRA/ROCINN 

Scenario 5 NNORSY (mode 1) TOMS shifted FRESCO+ 

Table 1. NNORSY/TOMS V8 comparisons: 5 scenarios. 

Comparisons with OMI total ozone were made using Version 8.5 of the TOMS total ozone 
algorithm applied to Collection 3 OMI data, where for each station and day, ozone columns 
from the two closest pixels are compared (maximum distance of 250 km, largest time 
difference of 5h). Season-latitude dependencies of the GODFIT/OMI ozone differences were 
examined. Again, Mode 0 comparisons were found unacceptable. For Mode 2 NNORSY, the 
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agreement with OMI was better except after September where differences increased at high 
latitudes in both hemispheres. TOMS V8 and NNORSY Mode 1 show similar agreement 
with OMI. Mode 1 was chosen as the NNORSY baseline.  

The second set of GODFIT comparisons were reported at PM3 in February 2009. This time, 
the focus was on NNORSY Mode 1 and TOMS V8. The main object is to test the two ozone 
data sets with and without (ECMWF) the temperature shift applied (see Section 3.2.3 for an 
example of T-shift testing). Cloud algorithms were also tested. The sampling sets are the 
same as those used in the first comparisons. 

Temperature and climatology impacts are contrasted and compared in Figure 4. Depending 
on the region, the new baseline (scenario 2) leads to total O3 columns in good agreement or 1-
2 % larger than the values derived with the old baseline (scenario 1). It is seen that the T-shift 
leads to higher values in the tropics and in ozone hole conditions. 

  
Figure 4. GODFIT comparisons for GOME total ozone from 1997-2007. (Left) Impact of 
temperature (ECMWF vs. T-shift) for the NNORSY mode 1 data. (Right) Impact of 
climatology for results using T-shifting. 

   
Figure 5. GOME-OMI comparisons for total ozone. (Left) Old baseline with ECMWF 
temperature and TOMS climatology; (middle) New baseline with NNOSRY Mode 1 and T-
shifting; (right) New baseline but with no ghost columns in ice mode. 

In Figure 5, we compare the new and old baselines (scenarios 1 and 2) against OMI results. 
Comparing the left and middle panels, we see that there is less structure with the new 
baseline. The question of overall bias is related to the choice of cross-sections (Section 3.3). 
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Note that with the new baseline (T-shift), there appears to be a systematic overestimation in 
ozone hole conditions. Investigations have shown that this is due in large part to the 
erroneous use of a ghost column over snow and ice surfaces (see the discussion in 4.1.2). In 
the right panel of Figure 5, we see the improvement when the ghost column is switched off 
over such surfaces. 

Remark. It is possible to add a great many more examples comparing TOMS V8 with 
NNORSY. A number of validation studies were done for these choices, both against the 
WOUDC network and the NDACC stations. Validation results were obtained by three teams 
working in concert, one at DLR (GOME data), another at AUTH (WOUDC validation), and a 
third at BIRA-IASB (NDACC validation). Detailed results can be found in the presentation 
material from Progress Meetings 2, 3 and 4. Different cloud options were also tested. We 
give just one example from this volume of work. Figure 6 validates the GODFIT algorithm 
against the WOUDC network for 10 years of data; differences are averaged into latitude 
bands. The plots are very similar, though the TOMS V8 results validate better in the 
Antarctic (left panel). 

     
Figure 6. WOUDC validation of GODFIT using TOMS Version 8 climatology (left), and using 
the NNORSY model 1 climatology (right). 

3.2. Pressure and temperature; the T-shift procedure 

3.2.1. P/T data sets: TOMS P/T baseline and ECMWF 

Pressure levels defined by the TOMS V8 climatology have been used to set vertical layering 
for the GODFIT forward model simulations; pressures are halved for each successive 
atmospheric boundary. The scale height is typically around 5.0 to 5.7 km. There are 14 levels 
in all. TOA was set at 0.03 hPa, with surface pressure allowed to vary according to suitable 
input values determined by geographical position.  

Temperature profiles are required for hydrostatic balance and determination of ozone cross 
sections. In GODFIT and GDP5, temperature profiles are always taken from an external 
source. In the GODFIT Phase A baseline, temperatures were taken from an auxiliary TOMS 
temperature data set defined on the TOMS V7 pressure grid; temperature profiles were used 
without interpolation. For TOMS V8 in Phase B, a latitude-zone monthly temperature 
climatology supplied with the ozone profiles [Bhartia, 2003] has been used. Here, one T-
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profile is given per 10° latitude bin and per month and the atmosphere is divided in 13 layers. 
Bi-linear interpolation in cosine latitude and time is performed for scenario adjustment. 

In these TOMS-based atmospheric setups, height levels are determined by hydrostatic 
equilibrium based on a reference height input (the surface topographical height). The 
acceleration due to gravity is allowed to vary with latitude and height according to the 
specification in [Bodhaine et al., 1999]. Layering is set up for clear sky and cloudy scenes, 
with the lowest layer adjusted to fit the boundary pressure (surface or cloud-top); height and 
temperature adjust linearly with the pressure logarithm. 

For this step of the physics setup, we need to assign for each GOME footprint, a surface 
height and surface pressure. We used the ETOP05 topographical database for surface height 
[ETOP05, 1988]. In GODFIT Phase A, surface pressures were either taken from the 
FRESCO [Koelemeijer et al., 2001] or ICFA [Kuze and Chance, 1994] auxiliary data 
product, or from ECMWF surface pressure analysis fields, or interpolated against the surface 
height using a standard atmosphere. In Phase B, surface pressure was either interpolated as 
before, or taken from ECMWF or from the FRESCO+ [Wang et al., 2008] auxiliary data. 

Given the temperature sensitivity of ozone absorption, it is desirable to use historical analysis 
fields from Numerical Weather Prediction (NWP) models, such as those from ECMWF data 
center (ERA-40). The ECMWF implementation was done at the end of GODFIT Phase A. 
ECMWF pressure and temperature fields are incorporated as a standard option in the Phase B 
and GODFIT software environments. One ECMWF profile is available every 6 hours with a 
spatial resolution of 3.75° X 5° (Lat/Long). Though the ECMWF profiles are specified at 37 
levels, temperatures are interpolated (linearly with the logarithm of the pressure) to the 
TOMS pressure grid. The current baseline is to select the spatially and temporally closest 
profile for each pixel.  

3.2.2. The temperature shifting algorithm 

The ECMWF dataset is regarded the most accurate available for temperature fields. However, 
it is desirable to adjust the temperature profile to better reflect the dependence of the ozone 
absorption signature on temperature. The GDOAS algorithm has a temperature adjustment, 
and here we show that a temperature shift adjustment can be defined for GODFIT.  

In DOAS-style algorithms, an “effective temperature” is determined as an adjustment factor 
from the use of two reference O3 absorption cross sections at two different temperatures in 
the fitting [Richter and Burrows, 2002; van Roozendael et al., 2006]. In GODFIT, we define 
an effective temperature from the input temperature profile, through weighting with the layer 
total ozone column amounts: 

 


n

nn

eff
U

UT
T .                  (5)  

Figure 7 (top left) shows orbit differences in GODFIT effective temperature using TOMS and 
ECMWF T-profiles. In Figure 7 (top right), the same orbit of effective temperature 
differences is plotted against the corresponding total ozone difference (ECMWF vs. TOMS). 
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There is a remarkable linear correlation; compared with ECMWF results, a difference of 10 
K in effective temperature results in a 3% change in total ozone. 

 

 

 
Figure 7. (Top left) ECMWF/TOMS effective temperature differences computed for one 
GOME orbit. (Top right) The same differences plotted against relative total ozone. (Bottom 
left) Effective temperatures estimated from TOMS and ECMWF temperature profiles in direct 
fitting and effective temperature adjusted during DOAS fit for one GOME orbit. (Bottom right) 
Total O3 relative differences for the same orbit between the DOAS and Direct fitting methods. 

In Figure 7 (lower right), ECMWF temperature profiles for one orbit lead to values for the 
total O3 amount that are generally 1-2 % lower than those obtained with TOMS temperature 
profiles (other things being equal). Note also the negative offset in total ozone compared with 
GDOAS results. In Figure 7 (lower left), the corresponding absolute effective temperatures 
show negative bias compared with the DOAS effective temperature result. These plots 
strongly suggest the value of developing an adjustment procedure for temperature profiles in 
the direct fitting, and we now describe this adjustment for TOMS V8 and NNORSY. 

Given an ozone profile consisting of layer Umkehr columns }{ nU , n = 1....NL (the number of 

layers) depending on input total column C, and a corresponding set of temperatures {tn} 
specified at associated pressure levels }{ np , n = 0,.... NL. We assume these temperatures have 

already been registered (that is, suitably interpolated using the hydrostatic balance equations) 
on the (TOMS) pressure grid. We allow the temperature profile to be written  
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 nnn St   .                              (6) 

Here, S is a shift amplitude which is treated as a free parameter to be retrieved, and n is a 
pre-specified temperature shape function.  

Column air density and its partial derivative with respect to the T-shift S are then given by: 
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Here, dn is the layer height thickness and R is a constant related to Loschmidt’s number. The 
air density is required for the computation of IOPs (inherent optical properties) which are the 
inputs to the LIDORT radiative transfer model. [IOP setup is discussed below in section 4.1]. 
Since we are retrieving S, LIDORT must also produce Jacobians with respect to S, and for 
these we require the linearized derivatives of the IOPs – hence the need for the air density 
derivative. For trace gas absorption, ozone cross-sections n are also dependent on the T-shift 
S. Indeed, for a parameterized quadratic temperature dependence based on a set {0,1,2} of 
cross-sections, we have (*=273.15 K): 
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Again, the T-shift derivative in Eq. (8b) is necessary for the linearized IOP setup. It is 
straightforward to write down a derivative if linear or Lagrangian interpolation is used for the 
temperature dependence of the cross-sections.  

The baseline default is to use a constant shape function 1n  applied to all temperatures 

within a specified altitude range in the atmosphere. This range might be the whole 
atmosphere itself. A second idea uses a concept called shift triangulation. It is known that the 
largest sensitivity to temperature occurs at the ozone number density maximum. This level is 
different for each column-classified profile. In shift triangulation, we assume for each profile 
that the shift tails off linearly in both directions from the peak maximum value S, decreasing 
to zero at height zu above the peak level, and zero at height zb below the peak level. This 
shape function is: 
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Equation (9) defines the shift factor entries inj  used in the foregoing analysis; S is the “shift 
maximum” - a free parameter.  For the jth column-classified profile we assign peak height 

jpz , to be that boundary level p of the input altitude grid for which the corresponding layer 
contains the largest partial column of ozone (evaluated at zero temperature shift). The limits 

uz  and bz  may be chosen by examination of the effect of temperature changes on ozone 

profiles. Typically bz  can be taken as the surface level, while uz  might be 35-40 km. 

       
Figure 8. (Left) retrieved T-shift parameters for one GOME orbit. (Right) Effective 
temperatures for the same orbit, with and without retrieved T-shifts. 

3.2.3. Retrievals using the T-shift in GODFIT 

Here we present some results for the GODFIT retrieval of ozone, with and without the T-shift 
parameter added to the state vector as an ancillary retrieval parameter. Results for a single 
orbit have shown that the T-shift is very weakly dependent on any a priori value; in other 
words, the fitting is robust. Figure 8 shows that in general, only small shift adjustments are 
obtained for ECMWF profiles, larger values are apparent for TOMS profiles. 

 
Figure 9. (Left) total ozone differences for one orbit (as in previous figure), comparing results 
against a non-shifted ECMWF baseline. (Right) T-shift linear correlation with ozone 
differences, for the same data set. 

As far as the impact on total ozone is concerned, Figure 9 shows that the T-shift procedure 
applied to TOMS temperature profiles generally leads to small differences with respect to the 
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ozone columns derived using ECMWF temperatures without the application of a T-shift. 
Thus, ozone columns derived using the T-shift process are consistent, no matter the choice of 
a priori profile. This is an important remark, as it means that the ECMWF profiles are not 
required as a sine-qua-non for accurate total columns. Indeed, the use of ECMWF profiles for 
temperatures is questionable; there are a number of concerns about bias in the retrieved 
ozone, quite apart from questions over the use of an external database in the retrieval. Figure 
9 (right panel) also demonstrates the quasi-linear correlation between T-shift and total O3 
differences. The quality of the fit using the T-shift is just as good if not better than that 
obtained using the Phase-B baseline (ECMWF, no shift). 

 
Figure 10. (Left) 24-orbit comparisons of effective temperature differences (left) and total 
ozone differences (right), with TOMS–unshifted (blue) and TOMS T-shifted (red) results 
compared against the un-shifted use of ECMWF profiles.  

Next, we present some results for a wider sample (24 orbits in 1999). Figure 10 compares all 
results for this sample, showing ozone differences for TOMS (with and without the T-shift), 
and for shifted-TOMS against un-shifted ECMWF. The improvement in total ozone results 
with the T-shift is apparent. 

 
Figure 11. Effective temperatures for one orbit, comparing DOAS results with three GODFIT 
results as indicated. GODFIT used the DM cross-sections (see next section). 
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Finally, we return to effective temperatures, comparing GDOAS adjusted values with results 
from GODFIT, with and without T-shifting for TOMS, and without shifting for ECMWF 
(Figure 11). There is a persistent high offset (10 K) for GDOAS results compared with those 
obtained with un-shifted ECMWF. Note again the good agreement (apart from this offset) 
when comparing T-shifted TOMS in the direct fitting mode with GDOAS values. The DOAS 
approximation (using the Beer-Lambert law) neglects the wavelength dependency of the 
photon path length. This shortcoming leads to a misfit of ozone absorption structures, which 
incidentally appears to be compensated by an overestimation of the effective temperature. 

GDP5 baseline. Uniform shape function (same shift at all levels), with initial value S = 0. 

3.3. Trace gas cross-sections 

3.3.1. Ozone cross-section data sets 

In Phase A of GODFIT and in the subsequent work with GDOAS in GDP 4.0, ozone cross 
sections were taken from the GOME FM 98 data sets for ozone [Burrows et al., 1999] and 
NO2 [Burrows et al., 1998]. In the Huggins bands range, the baseline used re-sampled data 
which included the solar I0 correction [Aliwell et al., 2002], and which were pre-shifted (the 
pre-shift was optimized at +0.016 nm). For more discussion on these data sets, see [Orphal, 
2003]. The re-sampling of cross-sections is treated in more detail in section 7.2.3. 

Cross-section uncertainties are still a crucial source of retrieval error in DOAS and no less so 
in direct fitting retrieval algorithms. Hitherto in ozone algorithms, the choice of ozone cross-
sections has focused on the older Bass/Paur laboratory data from the 1980s [Bass and Paur, 
1984] versus the use of GOME [Burrows et al., 1999] or SCIAMACHY [Bogumil et al., 
2003] flight model data. The latter data sets are both derived from instrument measurements 
taken by the respective instrument in its pre-flight calibration phase.  

Recently, it has become clear that newer high-resolution laboratory data (the so-called 
“Daumont-Malicet [DM]” cross sections [Daumont et al., 1992; Malicet et al., 1995]) give 
lower uncertainties than those from flight model data. See for example the investigation by 
[Liu et al., 2005]. The DM cross sections were introduced in GODFIT Phase B. The 
following sensitivity analysis indicates that DM should be chosen as the baseline for GDP5.  

At the IGACO May 2009 meeting, discussion focused strongly on the evaluation of the DM 
data set, in comparison to the current standard (Bass/Paur). NASA and ESA are both inclined 
to switch to DM as the new cross-section baseline for TOMS Version 9 and GDP 5 
respectively. More laboratory data is required: at the meeting, it was noted that there is a need 
for a large scale project dedicated to improving spectroscopy for atmospheric chemistry 
satellite missions. 

3.3.2. Ozone cross-sections: Sensitivity studies 

 First, we look at DOAS total ozone. Use of the DM data gives rise to high quality fits for 
GOME and SCIAMACHY, and to a good consistency for both instruments in terms of 
effective temperature as fitted in the DOAS method. This is clearly seen in Figure 12, where 
DOAS effective temperatures are computed for GOME and SCIAMACHY overpass data 
during the SAUNA campaign. Effective temperatures agree closely with the DM data – this 
is not the case with Bass and Paur, and the flight model data sets. 



 

27 | P a g e  
 

Doc. GDP5-ATBD-1
Date: 09.08.2012 
Page: 27 of 71 

DLR EOC IMF 
GDP 5.0 - Upgrade of the GOME Data Processor for 
                  Improved Total Ozone Columns 

In addition, O3 columns based on DM data are in good agreement with reference values 
obtained from GDP 4.0 with effective temperature forcibly constrained to the ECMWF value. 
For GOME, these reference values are obtained with the FM98 data [Burrows et al., 1999] by 
fitting the temperature, whereas for SCIAMACHY spectra, they are obtained using the FM 
data [Bogumil et al., 2003] with a +3% scale factor. Figure 13 illustrates the good agreement 
between these reference values and DM-based O3 columns with ECMWF-constrained 
effective temperatures. [The -2% scale factor applied to SCIAMACHY O3 cross-sections 
other than [Bogumil et al., 2003] is required due to the presence of intensity offsets in the 
Level 1c v6 extracted irradiance and radiance spectra]. 

 
Figure 12. Effective temperature adjusted in the DOAS fit for GOME and SCIAMACHY 
pixels in the Sodankylä area during the 2006 SAUNA campaign. Results are computed for all 
available O3 cross-section data sets, and compared with the ECMWF GODFIT result. 

 
Figure 13.  Total O3 relative differences between results issued from various O3 cross-section 
data sets by forcing the effective temperature to the ECMWF value and the reference values 
(details in the text) for GOME (left panel) and SCIAMACHY (right panel) pixels in the 
Sodankylä area during SAUNA campaign. 

For GDOAS in GOME, the DM/FM98 bias is clear. Using FM 98 data leads to O3 columns 
3% lower than the columns derived using the DM data. Using the DM data can still lead to 
differences between the GDOAS and GODFIT results, as there is still a bias between the 
effective temperature adjusted in DOAS and the more realistic ECMWF temperatures. This 
could possibly be the result of a misfit effect related to the approximate Ring correction 
scheme used in the DOAS part of the inversion (this is currently under investigation). 
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Returning to Figure 11, it would appear that in GDOAS, the ~10K effective temperature 
offset should produce ozone columns on average 3% higher than expected. However, the 
GDOAS use of the GOME FM 98 cross sections leads to total ozone values ~3% lower than 
those obtained using DM data. The two effects compensate; a typical fortuitous happenstance 
for DOAS. In GODFIT, there is a bias in the retrieved effective temperature when using 
FM98, suggesting that the T-interpolation used in FM98 is not accurate enough. There is no 
such bias observed with the DM data. Fitting residuals based on the FM 98 and DM cross-
sections are similar in magnitude. 

The above results  indicate that the use of DM cross-sections in direct fitting not only reduces 
bias but also improves the mean consistency with past GDOAS results (and therefore with 
correlative data).  

3.4. Albedo closure 
Scattering from tropospheric aerosol is very difficult to decouple from surface reflectivity in 
the UV ozone range considered here (315-340 nm). In DOAS, slant column fitting, all 
broadband radiative effects (all aerosol effects along with surface reflection and molecular 
scattering) are filtered out using a low-order polynomial. This filtering is an external closure; 
given the highly simplified forward model assumption inherent in the Beer-Lambert 
extinction law, the resulting fitted parameters have no physical interpretation. In the AMF 
computation, aerosols are then reintroduced in an ad hoc manner; there is no real justification 
for this, and they become a hard-to-quantify source of error. 

3.4.1. Internal closure 

In GODFIT GDP5, it is possible to use an internal or an external closure for the surface 
albedo. For the internal closure, tropospheric aerosol scattering and absorption and surface 
reflectivity are brought together in an internal albedo closure term that is fitted internally in 
the sense that coupling between the surface and tropospheric scatterers is treated properly in a 
full multiple scattering context. Direct fitting makes a simultaneous determination of an 
effective wavelength-dependent albedo in a molecular atmosphere, thus avoiding introduction 
of a lot of extraneous (and highly uncertain) aerosol information into the modeling. Assuming 
the surface albedo R() is a 3-parameter quadratic function of wavelength , we write: 

2
02010 )1()1()(  R ;                                 (10) 

This allows us to define Jacobians with respect to fitted parameters 0, and: 
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 RKK  ; )()1()( 01
 RKK  ; )()1()( 2

01
 RKK             (11) 

where KR() is the LIDORT albedo weighting function output. We assume first guess values 
, and an initial value for 0 is taken from a suitable database (see section 2.3.3). 
Sensitivity results in phase A have shown that the use of albedo closure makes the algorithm 
insensitive to the presence of aerosols, even with absorbing aerosols in the lowest layer. 

GODFIT uses the independent pixel approximation for partially cloudy scenes. Clouds are 
treated as Lambertian reflecting surfaces (CRB), with cloud albedo and cloud-top height 
derived from the ROCINN cloud pre-processing algorithm (section 6.2.3). The use of an 
internal closure becomes problematic for strongly cloud-contaminated scenes (cloud fraction 
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> 0.85) using the CRB model, because of the lack of signal from the surface and lower 
atmosphere below cloud-top. The solution in this case is to ignore any surface contributions, 
treating the scene as fully cloudy (cloud fraction 1.0) with the cloud-top treated as a reflecting 
surface characterized by the internal albedo closure. In this case, the first parameter in Eq. 
(10) is the retrieved cloud-top albedo. 

In addition, it has been shown that the surface albedo closure becomes unstable under snow 
and ice conditions. The cloud fraction delivered by the OCRA algorithm (section 4.1) is 
unreliable in this case, as OCRA cannot really distinguish between snow/ice and clouds. To 
remedy this, a “snow/ice mode” has been introduced in OCRA/ROCINN: this mode is 
activated when the UV surface albedo UV > 0.2 (UV is taken from a dedicated albedo data 
set – see below section 3.4.3). In this mode, the cloud fraction is set to 1.0, and the cloud-top 
albedo and the cloud-top height are the retrieved "scene" albedo and height respectively. See 
also the discussion on the snow/ice mode in section 4.1.2. 

3.4.2. External closure 

In GODFIT Phase B and GDP5, there is now an option to use an external albedo closure 
term. This was absent in Phase A, though it has always been required for DOAS algorithms. 
The main motivation is due to the new requirement for the GODFIT system to ingest data 
with significant radiometric calibration uncertainty or even with unknown radiometric 
calibration; this applies particularly to ground-based data. 

The external closure works in a similar manner to that in DOAS, except that a full radiative 
transfer simulation replaces the Beer-Lambert model. First, the LIDORT simulation is 
performed with a fixed albedo A0; there is no Jacobian with respect to this variable. Then the 
molecular Ring correction is added to the LIDORT output – call this result the corrected 
LIDORT radiance ILC(;A0). The simulated TOA radiance is then written: 

 )();()( 0  RAII LCsim                 (12) 

We take the polynomial R() in this equation to be quadratic as in Eq. (10) above, with 
external fitted parameters 0, and having the following weighting functions: 
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

                    (13) 

Note that this external closure is applied after the molecular Ring correction, but before the 
addition of undersampling. 

GDP5 baseline. The original intention was to use internal closure for operational processing. 
However, there have been some calibration and degradation issues with recent GOME data 
before the ERS-2 decomissioning in summer 2011. Following the final Delta-validation to 
test the closure choice, it was found that the use of external closure gives the best results 
overall. This is therefore the baseline. 

3.4.3. Albedo data sets 

The static surface albedo climatology used in GDP 3.0 [Matthews, 1983; Bowker et al., 1985] 
has been replaced in GDP 4.x and GODFIT with a dynamic albedo data set derived from 
accumulated satellite reflectance data. In GODFIT Phase A, the GOME Lambertian 
equivalent reflectivity (LER) data set of albedos prepared from 5.5 years of reflectivity data 
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[Koelemeijer et al., 2003] was used. In GDP 4.x and now in GDP5, this data is combined 
with Nimbus-7 TOMS LER values (N7-TOMS) prepared from 14.5 years of data from 1978 
[Herman and Celarier, 1997], and valid for 340 and 380 nm.  

The GOME LER data has monthly and yearly entries on a 1x1 latitude/longitude grid, at 12 
different wavelengths spanning the GOME range; the N7-TOMS data is also monthly. We 
use GOME LER data at 335 and 380 nm, and N7-TOMS LER data at 380 nm; the desired 
combination albedo is a() = s()aTOMS(), with scaling is s() = aGOME()/aGOME(), 
and  = 335 nm for total ozone fitting [Boersma et al., 2004]. In this way, the strengths of 
both data sets are combined: the long duration of the TOMS record (1978-1992) and the 
spectral information (11 wavelengths) of the shorter GOME record (1995-2001). 

For the snow/ice mode activation in OCRA/ROCINN, we use the “UV albedo” data set from 
[Tanskanen, 2004]. This is a global UV range climatology with fine spatial (1x1) and 
temporal (daily) resolution and realistic high-latitude values. It has been created from the 
TOMS 360 nm reflectivity time-series data (NIMBUS-7) by application of the “moving time-
window” method [Tanskanen et al., 2003]. 

3.5. Other atmospheric constituents 
Nitrogen Dioxide. In GDP5, NO2 is considered as an interfering trace species and it has been 
modeled in the GODFIT algorithm. Number density profiles were taken from climatology 
prepared from stratospheric HALOE data [Lambert et al., 2000]. GOME FM 98 NO2 cross-
sections [Burrows et al., 1998] are appropriate, with temperature interpolation done linearly. 
The climatology is used as a first guess for the total column, if this is considered worthy of 
fitting. In this case, the easiest way to define the profile-column map is to ensure that the 
profile scales equally at all levels when deriving a total column Jacobian; profile shape will 
not change. Thus, the retrieval parameter is the profile-scaling factor, not the actual column 
itself (the latter can be restored easily enough). 

It is possible to use data from a chemistry model (for example, the GEOSCHEM 3-D 
chemistry model) to develop parameterized tropospheric profiles of NO2 to be grafted 
smoothly on to the stratospheric HALOE data. This is important for the extension of 
GODFIT to visible wavelength windows and minor trace species. However, the GODFIT 
baseline for validation testing does not include NO2 as an interfering species in the total 
ozone direct fitting algorithm, as there have been some issues with the T-shift fitting in the 
presence of NO2. This baseline also applies to GDP5 - no NO2 in the fitting. 

Other trace species. Although the focus is on ozone, the GODFIT algorithm has the 
capability to retrieve other trace species absorbing in the UV and visible. In particular, this 
includes the species BrO, HCHO and OClO in the UV-B range and in the range below 320 
nm, SO2 can be retrieved additionally to ozone. As with NO2, the retrieval is based on a 
profile-column map that is essentially a uniform scaling of a given profile of the trace species 
in question. It is worth noting again that retrievals of NO2, BrO, HCHO and OClO have so 
far been done using DOAS options within GODFIT. 

The situation with SO2 is a little different. The atmosphere is not optically thin at 
wavelengths below 320 nm at the beginning of GOME Band 2a. Although DOAS-style 
fitting for SO2 and O3 in this region has been done with GOME data (see for example 



 

31 | P a g e  
 

Doc. GDP5-ATBD-1
Date: 09.08.2012 
Page: 31 of 71 

DLR EOC IMF 
GDP 5.0 - Upgrade of the GOME Data Processor for 
                  Improved Total Ozone Columns 

[Thomas et al., 2005]), it has been shown that retrieval accuracy for SO2 is seriously 
compromised because of the Beer-Lambert assumption. GODFIT offers the possibility to 
circumvent this problem with the use of full radiative transfer simulations of backscatter 
radiances. A combined direct fitting of SO2 and O3 columns is currently under investigation. 

Aerosols. There is limited information on aerosol properties to be gleaned from column 
ozone retrieval in the UV (absorbing aerosols are an exception in that their presence can be 
detected, but even here it is sometimes difficult to derive their optical properties). As noted 
already, the baseline for GODFIT is to dispense with explicit knowledge of any aerosols in 
the fitting, and perform RT simulations in a Rayleigh atmosphere with an adjustable surface 
albedo closure polynomial. However, aerosol data are required for any investigation of 
aerosols as sources of model parameter error. In GODFIT, we take the MODTRAN aerosol 
data sets [Kneizys et al., 1989] as a reference; these provide aerosol loading and optical 
properties. All aerosol inputs are linearly interpolated to the clear sky and cloudy sky height 
grids; aerosol scattering distributions were assumed to follow the Henyey-Greenstein phase 
function law. 
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4. FORWARD MODEL RADIATIVE TRANSFER 
4.1. Forward model: Optical property setups 

4.1.1. Atmospheric optical property inputs 

In GDP5, the simulation of earthshine radiances and parameter Jacobians is done using the 
multi-layer multiple scattering radiative transfer code LIDORT version 3.3 ([Spurr, 2008] 
and references therein). Like the DISORT discrete ordinate scattering code [Stamnes et al., 
1988; Thomas and Stamnes, 1999], LIDORT is a pure scattering code: it does not distinguish 
individual atmospheric distributions. LIDORT requires as input a set of inherent optical 
properties (IOPs) of the atmosphere. The atmosphere is assumed stratified, with a number of 
optically uniform sub-layers. The total phase function is assumed to have a Legendre 
polynomial expansion in the cosine of the scattering angle; the phase function is normalized 
to 4.  

The IOP inputs for each layer n are the total extinction optical thickness n, the total layer 
single scatter albedo n, and the set of Legendre expansion coefficients ln for the total phase 
function. In GDP5, the IOPs are constructed from atmospheric profiles of temperature, 
pressure, air density and trace gas distributions and knowledge of Rayleigh (molecular) 
scattering parameters plus trace gas absorption cross-sections. [Aerosol loadings and optical 
properties are ignored; see the discussion on internal albedo closure in the previous section]. 

The two free parameters are the total column C and the T-shift S. In hydrostatic equilibrium, 
the air column density Ap in layer p will depend on S through the formula in section 3.2.2. For 
both the TOMS and NNORSY implementations, ozone partial columns Un depend only on C, 
and temperature-dependent ozone cross sections 3O

p  depend only on S. The Rayleigh 

scattering coefficient Ray  will be determined from a standard formula (both GODFIT and 
GDOAS use the recent formulation as given in [Bodhaine et al., 1999]); there is no 
dependence on C and S. We can then write: 
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For molecular (Rayleigh) scattering, the phase function has a cos2dependence on scattering 
angle , with 3 phase function Legendre moments  
where the depolarization ratio is taken from [Chance and Spurr, 1997]. 

The GODFIT forward model requires partial derivatives of the TOA radiance with respect to 
the parameters C and S. Since the choice of C uniquely determines a partial column profile 
{Un}, and the choice of S determines the air density and ozone cross-section profiles, then we 
will require a set of linearized IOP inputs to LIDORT for the generation of Jacobians with 
respect to these parameters. Differentiating equations (14) and (15), we find: 
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In the Rayleigh-only case (no clouds/aerosols), there are no derivatives of lp  (this is not the 
case for an atmosphere with clouds or aerosols). Linearized IOP inputs may be defined for 
other model parameters (such as the aerosol profile) that are sources of uncertainty in the fit; 
for examples appropriate to ozone modeling in the UV, see [van Oss and Spurr, 2002]. 

4.1.2. Surface and cloud setups; the IPA and CRB 

For all LIDORT calculations, the other major input to LIDORT is the ground surface optical 
property. The GODFIT/GDP5 default assumes a Lambertian surface characterized by a total 
albedo R, but a full BRDF formulation for surface reflectivity has been written into the 
LIDORT code and can be used for sensitivity and error study. Lambertian surface albedo 
weighting functions have been part of LIDORT from the outset. The GODFIT 
implementation was discussed in section 3.4. Further details on surface property weighting 
functions (including BRDFs) may be found in [Spurr, 2004]. 

The GODFIT and GDP5 baseline is to use the independent pixel approximation (IPA), in 
which TOA radiance in a partially cloudy scenario is simulated as a linear combination of 
backscatter from clear and fully cloudy scenes, weighted by the effective cloud fractional 
cover fc. Additionally, clouds are treated as Lambertian reflecting boundary (CRB) surfaces. 
While it is well known that the IPA+CRB is not a realistic treatment of partially cloud-filled 
scenarios, it should be remembered that most ozone is above cloud-top level. Clouds are 
therefore a first-order correction to the basic ozone retrieval.  

Cloud optical properties (in GDP 4.4 and GDP5) come from the OCRA/ROCINN algorithm 
Version 2.0 [Loyola et al., 2009]. OCRA provides the cloud fraction, with cloud top albedo 
and height obtained through ROCINN (see Section 6.2). In this approximation, clouds are 
treated as Lambertian reflectors. However, it has recently been shown that the use of a 
clouds-as-layers scheme (treating clouds as Mie scattering water droplets) in UPAS GDP4.x 
total ozone retrieval can lead to improved total ozone products. 

It is well known that the use of a ghost column (climatological ozone below cloud-top) in the 
DOAS total ozone algorithms can lead to a significant overestimation of the total column.  In 
addition, there is a vertical ozone intra-cloud correction (VIC) to the ghost column that has 
been implemented in UPAS. This is an empirical correction designed to allow for intra-cloud 
ozone absorption [Loyola, 2007]. It has been shown that the use of this correction virtually 
eliminates any cloud dependency in the DOAS total ozone product. 
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A separate “ghost column” calculation is not needed in GDP5/GODFIT (except for snow and 
ice mode, see below), since the unique column/profile map ensures that the tropospheric part 
of the profile column below cloud-top is automatically adjusted in the fit. Consequently, the 
VIC is not applicable to GODFIT. Instead, we define effective OCRA/ROCINN products as 
follows. If X is the cloud-top albedo (CTA) and Y the cloud fraction (CF), then the effective 
values are: 

YCF

XCTA
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
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*

   for  X > 0.8; 

8.0

.

8.0

*
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XY
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


       for  X ≤ 0.8                   (18) 

One other thing deserves to be noted here. For scenes that have been designated as snow- or 
ice-covered, the cloud algorithm cannot distinguish between the ground and the cloud. Thus 
in “ice mode”, the cloud fraction is set to 1.0, and ROCINN retrieves the effective scene 
albedo and reflecting surface height. Because of the highly reflecting surface, the effective 
light path in the cloud is enhanced by multiple reflections, and there is a danger of ozone 
column overestimation if the ghost column is used. The use of a ghost column for the ice 
mode was disabled in GDP 4.x, and following some ozone-hole studies with GODFIT, the 
ghost column was also omitted in this mode. 

4.2. Forward model: LIDORT scattering code 

4.2.1. Introductory remarks on LIDORT and VLIDORT 

The linearized discrete ordinate radiative transfer code LIDORT is the radiative transfer 
scattering model for GODFIT forward model simulations. The original Phase A algorithm 
was based on earlier “pseudo-spherical” versions of this model [Spurr 2002], while in Phase 
B, a single scatter correction was used additionally for the outgoing line-of-sight, based on 
LIDORT Version 2.2+ [Spurr, 2003]. The key innovation for GODFIT was the development 
of an analytic total column weighting function. Recently, LIDORT has been given a number 
of performance enhancements, and the latest version (3.3) is based on the specification in a 
recent review paper [Spurr, 2008]. 

In ozone profile retrievals, the polarization correction applied to Level 1 data is an important 
source of error; the inclusion of polarization in the RT simulations is also an important 
consideration. Polarization correction look-up tables for the RT simulations for OMI and 
GOME ozone profile algorithms have been created [Hasekamp et al., 2002, Liu et al., 2005]. 
However, in a DOAS fitting with narrow windows in the range 325-335 nm, the polarization 
signature is subsumed in the low-filter external closure polynomial; polarization is neglected 
in AMF RT calculations. In GODFIT, the polarization default is the same – any polarization 
effects are subsumed by the albedo closure treatment. 

However, it is desirable to look at polarization effects in more detail, for two reasons. First, it 
is possible in direct fitting to use windows with wavelengths down to 312 nm at the 
beginning of GOME Band 2a, and this would require inclusion of polarization effects. 
Secondly, neglect of polarization is an important source of forward model error (the scalar 
approximation can give up to 10% errors under favorable conditions [Mischenko et al., 1994; 
Lacis et al., 1998]). 
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GODFIT partner Robert Spurr has developed a complete linearized vector discrete model 
VLIDORT [Spurr, 2006]. This is the counterpart to the scalar LIDORT code, and VLIDORT 
Version 2.2 has all the capabilities of its scalar counterpart LIDORT Version 3.3; VLIDORT 
can be executed in scalar (intensity-only) mode and is then identical in function to LIDORT. 
For the most up to date implementation, see [Spurr, 2008]. 

In 2006, the GODFIT environment at BIRA-IASB was extended to include an interface to 
VLIDORT and it is now possible to make a complete scalar/vector forward model error 
characterization for the algorithm. In addition, VLIDORT was used to generate reflectance 
templates for the ROCINN version 2.0 cloud-property retrieval algorithm; this development 
is reported in section 5.2.3. VLIDORT is not part of GDP5 in UPAS; there is only an 
interface for LIDORT Version 3.3 (see section 6.7 for more details on the UPAS 
implementation). 

4.2.2. Solving the RTE in LIDORT 

The RTE for unpolarized light of intensity I in a single layer is 
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We use x for optical thickness measured downwards from the top of the layer.  = {  is 
the directional variable where  is the cosine of the polar angle,  is the azimuth angle 
between planes containing incident and scattering beams, and P is the phase function for 
scattering from direction ' to . The integral term in the source function is the multiple 
scatter contribution (diffuse radiation), and the primary scattering of direct sunlight is 
proportional to flux F. The solar direction is  = {-  with angles defined at the bottom 
of the atmosphere; the factor  in the primary scatter attenuation is an average secant 
determined by ray tracing through a spherical-shell atmosphere (the pseudo-spherical 
approximation), and T is the solar beam transmittance to the top of the layer.  

The first step in the solution of Eq. (19) is the expansion of I and P in terms of a Fourier 
series in the cosine of the relative azimuth . In the resulting equation for the Fourier 
component Im(x,, the multiple scatter integral is replaced by a summation using a double 
Gauss-Legendre quadrature scheme. This results in a set of 2N coupled linear differential 
equations for the discrete ordinate intensities Im(±j), where N is the number of quadrature 
streams in the half-space and ±j, j = 1…N are the discrete ordinate polar directional cosines 
with quadrature weights aj, j = 1…N: 
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The homogeneous equations in Eq. (20) are solved by standard eigenvalue methods [Stamnes 
et al, 1988], while the particular integral due to the solar beam source term is determined 
either by exponential substitution [Thomas and Stamnes, 1999], or by Green’s function 
methods [Siewert, 2000; Spurr, 2002].  

Solutions for all layers are then fixed through the application of three boundary conditions: 
(1) no downwelling diffuse radiation at TOA; (2) a surface reflection condition at the lower 
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boundary linking upwelling and downwelling intensities there; and (3) continuity of the 
radiation field at all intermediate layer boundaries. This results in a sparse linear matrix 
algebra problem AX = B for the unknown vector of integration constants X; solutions are 
found using the LAPACK numerical packages. This completes the discrete ordinate solution. 

To obtain the field at arbitrary direction , we “post process” the solution by means of the 
source function integration technique [Chandrasekhar, 1960]. Here, we substitute the discrete 
ordinate solution into the original RTE and (depending on which level in the atmosphere we 
require the intensity) integrate over layer optical thickness values. For TOA radiances: 

 
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where p are the integrated layer source terms for layer p, exp(p/) is the line-of-sight 
attenuation factor for cumulative optical depth p, and Isurf is the upwelling radiation at the 
bottom of the atmosphere (n layers; total optical thickness n). Isurf  follows directly from the 
surface boundary condition. Summing the Fourier azimuth cosine series then completes the 
solution; an accuracy criterion is applied to limit the number of Fourier terms. 

4.2.3. Jacobian output from LIDORT 

The discrete ordinate RT solution is analytically differentiable [Spurr, 2002]. We may carry 
out an explicit differentiation of the compete radiation field (both the discrete ordinate 
solution and the post-processed result) by repeated applications of the chain rule to each of 
the component parts of the solution, always expressing the answers in terms of the basic set 
of linearized IOP inputs. 

First, differentiation of the discrete ordinate homogeneous and particular solutions may be 
done in a straightforward manner [Spurr, 2002]. Differentiation of the boundary value 
problem yields A.dX = dB + dA.X for the derivatives dX of the integration constant 
vector. This is essentially the same as the original linear problem: the inverse matrix has 
already been determined, and only the right hand source vector is different. It is possible to 
follow through the source function integration completely by explicit differentiation and 
repeated applications of the chain rule as before. In this manner, the weighting functions can 
be determined exactly and analytically with no additional numerical computation. Further 
details of the linearization and differentiation of the discrete ordinate solutions may be found 
in [van Oss and Spurr, 2002].  

Older versions of LIDORT were written to deliver a set of profile Jacobians; a column 
weighting function would then be created externally from the following chain-rule sum: 
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Version 2.5 of LIDORT was written for the phase A GODFIT study - this performs the 
summation in Eq. (2.17) internally, and is much more efficient. This version of LIDORT is 
designed to output bulk property weighting functions (derivatives with respect to whole-
atmosphere properties such as total column amounts. In this regard, the T-shift Jacobian is 
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also a bulk property weighting function. All later versions of LIDORT have a dual profile and 
bulk property Jacobian facility. 

Finally, we note that for the albedo Jacobian, the layer discrete ordinate homogeneous and 
particular solutions have no dependence on the surface. Thus for the surface property 
Jacobian, we start with the linearized boundary problem and then work through 
differentiation of the post-processed solution. 

4.2.4. Sphericity corrections 

The use of the pseudo-spherical (P-S) approximation (solar beam attenuation treated for a 
curved atmosphere, but scattering remains plane-parallel) in the RT theory is essential for 
dealing with solar zenith angles in excess of 70-75 [Dahlback and Stamnes, 1991]. This is a 
standard feature of many RT models; for a discussion of the LIDORT and VLIDORT 
implementations, see for example [Spurr, 2008]. The P-S treatment is sometimes called the 
incoming sphericity correction for the solar beam. In the P-S approximation, scattering is 
assumed to take place along the nadir, with solar and line of sight viewing angles unchanged. 

We now consider an outgoing sphericity correction. In a curved atmosphere, both solar and 
viewing angles vary along the line-of-sight path from the bottom of the atmosphere to the 
satellite. For atmospheric layer n traversed by the line-of-sight path, the upwelling radiance at 
the layer-top is (to a high degree of accuracy) given by: 

)()()()()( 1 nnnnnnn T  


  MΛII .            (23) 

Here, )( nI is the radiance at the layer bottom, )( nT  the layer transmittance along the line 

of sight, and )( nn Λ  and )( nn M  are the single- and multiple-scatter layer source terms 

respectively. The transmittance and layer source terms are evaluated with geometry n  at the 
bottom of the layer. Equation (23) is applied recursively, starting with the upwelling intensity 

)( SURFSURF I evaluated at the surface, and finishing with the intensity field at top of 
atmosphere (n 0). The transmittances and single-scatter layer source terms may be 
determined through an accurate single scatter calculation allowing for changing geometrical 
angles along the line of sight.  

To evaluate the multiple scatter sources, we run LIDORT in “multiple-scatter mode” 

successively for each of the geometries from SURF  to 1 , retaining only the appropriate 

multiple scatter layer source terms, and the surface upwelling intensity )( SURFSURF I . This is 
the full outgoing sphericity correction. To implement this, we need NL separate calls to 
LIDORT for a total number of layers, and this is much more time consuming that a single P-S 

call with geometry SURF  (this is the default in the absence of a line-of-sight correction).  

However, since scattering is strongest near the surface, the first LIDORT call (with 

geometry SURF ) is the most important. Thus, a simpler line-of-sight correction is to assume 
that all multiple scatter source terms are taken from this first LIDORT call; in this case, we 

require only the accurate single scatter calculation to complete 

TOAI . This approximation is 

known as the “poor man’s” sphericity correction; it requires very little extra computational 
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effort compared to a single call with the regular P-S geometry. The sphericity correction can 
also be set up with just two calls to VLIDORT made with the start and finish geometries 

SURF and 1 ; in this case, multiple scatter source terms at other geometries are interpolated 
at all levels between results obtained for the two limiting geometries. 

Accuracies for these types of outgoing sphericity corrections were investigated in [Spurr 
2003] for the scalar code; results for VLIDORT are similar. In general for line-of-sight view 
angles not too far from zenith (30 or less), the regular P-S approximation gives sufficient 
accuracy, but for wider off-nadir viewing the outgoing sphericity correction is necessary 
[Caudill et al., 1997; Spurr 2003; Rozanov et al., 2000]. Thus for regular cross-track GOME 
viewing (maximum swath 960 km), the P-S approximation is accurate enough, but for the 
GOME polar view mode [ESA, 1995] and for other instrument such as GOME 2 (swath 1920 
km) [Munro et al., 2006] and OMI ([Levelt et al., 2006], swath width 2600 km) the outgoing 
correction is necessary. 

GDP5 Default. Both GDP4.4 and GDP5.0 have LIDORT Version 3.3 as the baseline. This 
has the “poor man’s” sphericity as an automatic procedure. The model first makes an 
accurate single scatter calculation along a curved line of sight, taking the BOA (bottom of 
atmosphere) geometry as the starting point. Note that the single scatter computation uses a 
fine-layer subdivision of the coarse layering structure of the atmosphere in order to integrate 
the RTE; the default is to use 2 subdivisions, as this gives sufficient accuracy for GOME. 
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5. INVERSE MODEL  
5.1. GODFIT Phases A and B: Optimal Estimation 

GODFIT GDP5 is a direct fitting technique, using iterative non-linear least squares 
minimization with some degree of regularization. There are many variants for this kind of 
inverse function, and in GODFIT Phase A/B, the familiar “optimal estimation” methodology 
was used, with loose a priori constraints on the state vector elements. However, some faster 
alternatives were investigated during the first phase of the GDP5 project, and variant of the 
Levenberg-Marquardt least squares algorithm with line searching was selected and 
implemented for operational use in GDP5, and this algorithm is discussed in section 5.2. 
First, we summarize the optimal estimation method [Rodgers, 2000] for GODFIT Phase A/B. 

Classical least squares fitting minimizes a chi-square merit (or cost) function. In an ill 
conditioned retrieval problem, the number of fitting parameters exceeds the number of pieces 
of independent information that can be extracted from the fit. We deal with this by adding a 
regularization term to the cost function. Thus:  

)()())(())(( a
1

aa
12 XXSXXXYSXY TT   FF mym .            (24) 

Here, we have the measurement vector of TOA radiances Ym, the state vector X, the forward 
model radiance simulations F(X), and the error covariance matrix Sy.. Xa is the a priori state 
vector, with Sa the corresponding covariance matrix. For a forward model with non-linear 
dependence on atmospheric parameters, the fitting is non-linear least squares (NLLS), 
proceeding iteratively via a series of linearizations about the atmospheric state at each 
iteration step: 
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Ki = dF(Xi)/dXi is the matrix of Jacobians, Dy is the matrix of contribution functions, and Si+1 
is the solution covariance matrix. The latter is the main diagnostic output. The iteration stops 
when one or more convergence criteria are met. The computation proceeds efficiently when 
one uses an SVD (singular value decomposition) on the (scaled) matrix Jacobians; for details, 
see for example [Van Oss et al., 2002]. In terms of the singular values n resulting from this 
decomposition, the DFS (degrees of freedom for signal) indicator is: 
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DFS is a useful measure of the number of independent linear combinations of state vector 
elements that can be retrieved. If NP is the dimension of the state vector, then DFS = NP when 
the measurement completely determines the state. 

We express the optimal estimate in terms of a true value, plus errors [Rodgers, 2000]: 

yyεDXXIAXX  ))(( atruetrue .            (27) 

(25) 
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The matrix A = DyK is the set of averaging kernels and it is an indicator of the sensitivity of 
the retrieval to the true state. The second term in (27) is the smoothing error. The remaining 
error y can be divided into three components as follows. 

Measurement errors. The measurement error due to random noise contributions is me  = Dyy 
and this generates a solution covariance contribution Snoise = DySyDy

T which contributes to the 
overall retrieval solution covariance matrix. 

Model parameter errors. The retrieval error due to this source of uncertainty is par  = 
Dybb, where b is the sensitivity (Jacobian) of the forward model to parameter b, and b 
is the error on b. If the error is random with covariance Sb, then the associated solution 
covariance contribution is Sparam = DybSbb

TDy
T, which contributes to the overall retrieval 

solution covariance matrix. The estimation of these errors is greatly helped when the forward 
model is able to deliver Jacobians b in an efficient and accurate manner (LIDORT has this 
capability). Model parameters can be any atmospheric variables that are not fitted (cloud 
fraction and cloud top pressure, cross-section amplitudes, temperature profile entries, etc.). 

Forward model errors. Here the retrieval error due to this source of uncertainty is given 
byfwd  = DyF, where F is the forward model error due either to incorrect physical 
assumptions in the model (neglect of polarization, omission of RRS) or to a certain level of 
mathematical approximation in the RT solutions (number of stratifications, number of 
discrete ordinates in the diffuse scattering quadrature approximation, plane-parallel 
scattering, etc.). This is a systematic error. 

5.2. GDP5: Levenberg-Marquardt and Line-search 

At DLR, several inversion methods were made available for GDP5 retrieval; these use 
Tikhonov regularization (constant and variable) over a series of iterations, and apply the so-
called line-search algorithm at each iteration step [Doicu et al, 2004; Doicu et al., 2007]. 
Specifically, the method selected for GDP5 is related to the Levenberg-Marquardt algorithm, 
through minimization of the following functional at the kth iteration step: 

22
)()()( kkkk xxLyxGx  F /             (28) 

Here, Lk is a constant and invertible square matrix acting as a constraint, and the factor k is a 
regularization parameter which determines the strength of this constraint contribution to the 
functional. Forward model )(xG  is linearized about its value )( kk xFF   according to 

)()( kkk xxKFxG  , where )( kk xKK   is the weighting function matrix. Setting the 

first derivative of the Taylor series of )(xkF  around kx  to zero yields the next guess: 
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Here, subscript T again denotes matrix transpose. Eq. (29) allows us to find the search 
direction kp (a vector with unit modulus), and the step length k . 

Given that the functional is minimized for a certain neighborhood around kx  in state vector 

space defined by the length k , we can set up a whole series of minimum values 
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kiki pxx  defined by a series of step lengths ),0( ki   . We then search this series for a 

special jx such that jiij  ),()( xx FF . This is the “line-search” procedure. 

Although the line-search algorithm can in principle produce faster convergence through a 
smaller number of iterations, it can also lead to additional computational effort, since the line-
search routine (and by default, the forward model) is usually called for all wavelengths in a 
given fitting window. However, performance gains can be achieved by application of line-
search at a reduced number of wavelengths, and this was established for GDP5 by means of a 
sensitivity study. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 14. Examples of performance testing for inverse functions. (Left panel) comparison of 
GODFIT (BIRA) optimal estimation with LVMR_VR (GDP5 default) with and without 
previous pixel ozone value as first guess. (Right) fitting window optimization with GODFIT 
(no previous pixel); for windows, see text.  

For the sensitivity investigations, 24 GOME orbits from 1999 were processed with GODFIT, 
using the NNORSY climatology (mode 1). Results from a number of trial inversion 
techniques and a variety of line-search wavelengths were compared with results both from 
the current operational GDP4.1 data and the original GODFIT inversion method. Within the 
325.5 to 335.5 nm fitting window, the “line-search” wavelengths were chosen either at 
equidistant spacing or at values around maxima of the Huggins bands absorption cross 
sections. It was found that: 

 When decreasing the number of wavelengths in the line-search algorithm, the number 
of calls to the forward model is lowered and the total processing time is reduced. 

 Regularization with line-search can enhance speed of ozone column retrievals by up 
to 20 % without loss of accuracy. 
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 Accuracy and speed of processing depend not only on the choice of wavelengths for 
the line-search, but also on the inversion technique applied and the use of constant or 
variable regularization.  

The sensitivity studies demonstrated that the Levenberg-Marquardt method with variable 
regularization (LVMR_VR) using 3 line-search wavelengths grouped closely around the 328 
nm Huggins bands maximum gave the most satisfactory results. Results were found to be 
almost identical to those from the older GODFIT (optimal estimation) algorithm, while the 
processing time was lowered by 10%-15%.  

Additional sensitivity studies were performed using LVMR_VR for accuracy and speed 
optimization. These studies included: (1) the influence of compiler options; (2) the use of 
external LAPACK libraries; (3) the use of the previous pixel total ozone value during orbit 
processing; and (4) the choice of fitting window. In general, the LVMR_VR speed can be 
increased by 4% (on average) due to optimized compiler options including the external 
library, 10% due to the total ozone previous pixel value as first guess, and up to 10% using a 
reduced fitting window. Thus, at least 14% and potentially 24% in processing time can be 
saved when applying LVMR_VR. 

Figure 14 (left panel) shows results for one orbit for the previous pixel sensitivity test. Total 
ozone columns (here called VCDs or vertical column densities) are plotted for 5 retrievals, 2 
with the original GODFIT optimal estimation inversion, 2 with the LVMR_VR algorithm and 
1 with GDP4.1. Differences to the GDP 4.1 DOAS results are plotted below the main graph. 
Times and numbers of pixels processed are shown at the top right. The improvement with the 
LVMR_VR algorithm using the previous pixel is clear. 

Figure 14 (right panel) is a sensitivity test for fitting window optimization, using the original 
GODFIT inverse model. 3 reduced fitting windows were considered: (1) 327.5 to 328.5 nm; 
(2) 326.5 to 329.5 nm; (3) 325.5 to 330.5 nm (half number of original grid points). Results 
are contrasted with the 88-point full window result. For (3), accuracy is better than 1 % 
compared to original BIRA result, and the mean decrease in orbit processing time is 49 %  for 
optimal estimation and 44 % for LVMR_VR, over the 24 orbits treated in the study. A more 
systematic investigation for fitting window optimization is planned. 

5.3. Averaging Kernel 

In optimal estimation, the averaging kernel A is defined as the product of the contribution 
function matrix (Dy in Eq. (25)) and the Jacobian matrix K. It is a measure of the departure of 
the estimator from the truth and the dependence on a priori settings. The trace (diagonal sum) 
of A is the "degrees-of-freedom-for-signal" (DFS) for the retrieval; this is the same quantity 
as in Eq. (26). A priori regularization is essential for an ill-posed problem such as ozone 
profile retrieval from GOME measurements; the DFS (degrees of freedom for signal) for 
ozone in this inverse problem is typically 4.5-5.5 for a state vector with a 11-layer ozone 
profile [Liu et al., 2005]. 

For the GDP5 total column retrieval, the problem is well-posed. Here, ozone is represented in 
the state vector as a single element for total vertical column amount. Accordingly, the 
averaging kernel matrix reduces to a vector that indicates the sensitivity of the retrieved total 
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column to changes in ozone concentration in different layers. The total column amount 
defines a unique profile with the column-classified TOMS climatology. 

One way to establish this averaging kernel vector uses a DOAS-based approach for an 
optically thin absorber [Eskes and Boersma, 2003]. Here, AK vector values are approximated 
as the ratios of layer air-mass factors (AMFs) to the total AMF. For the determination of 
layer AMF values, we make one final call to LIDORT to generate a vector of profile layer 
Jacobians K* for the ozone profile corresponding to the final total column. Layer AMFs are 
calculated at one wavelength for the optically-thin absorber case - this may not be accurate 
enough for absorption in the ozone Huggins bands. This procedure is independent of the 
inverse algorithm (either optical estimation or line-search Levenberg-Marquardt) used to 
retrieve the total column. 

A better approach, and the one selected for GDP5, is to calculate the averaging kernel using a 
sum over all spectral points - this requires profile weighting functions to be calculated at 
every wavelength in our Huggins band window. As with the DOAS-based approach, we must 
call LIDORT to derive the ozone profile layer Jacobians K* using that TOMS V8 ozone 
profile corresponding to the final retrieved value for the total column. In the off-line GODFIT 
algorithm using optimal estimation inversion, we use an external profile data set (either the 
NNORSY climatology [Kaifel et al., 2008], or the DOC climatology [Weber et al., 2005]) to 
supply the a priori profile and covariance required for the calculation of the contribution 
function matrix Dy in equation (25). For the operational line-search Levenberg-Marquardt 
inversion, the contribution function matrix is defined in the same way, but now the constraint 
term is provided by the Tikhonov regularization (c.f. Eq. (29)). The averaging kernel is then 
given by A = Dy K

*. 



 

44 | P a g e  
 

Doc. GDP5-ATBD-1
Date: 09.08.2012 
Page: 44 of 71 

DLR EOC IMF 
GDP 5.0 - Upgrade of the GOME Data Processor for 
                  Improved Total Ozone Columns 

6. ANCILLARY ALGORITHMS 
6.1. The Molecular Ring effect 

6.1.1. Introduction  

The Ring effect (the filling-in of Fraunhofer solar spectral features and telluric absorption-
band signatures due to rotational Raman scattering) induces a small-amplitude distortion in 
the earthshine spectrum [Grainger and Ring, 1962]. It is normally dealt with by applying an 
additive correction to the radiance. In the Huggins bands, the telluric component is 
significant, and the Ring effect distortion is large enough to seriously compromise the fitting 
accuracy [Sioris and Evans, 1999]. In DOAS-type algorithms, Ring structures are commonly 
dealt with by using pre-calculated Ring spectra, usually defined as (logarithms) of the ratios 
of radiances with and without rotational Raman scattering (RRS). Amplitudes for one or 
more selected Ring spectra (Fraunhofer and/or telluric effects) are included in the state 
vector; Ring scaling parameters are “pseudo absorbers”. A zero-order RRS calculation can be 
carried out on the Fraunhofer reference spectrum at a fixed temperature [Chance and Spurr, 
1997]; the resulting Ring spectrum is often sufficiently accurate for use as references in 
DOAS-type fitting of (minor species) trace gas columns. For total ozone, GDP versions up to 
and including 3.0 have only used a single Fraunhofer Ring spectrum.  

The lack of a molecular Ring correction for GOME total ozone retrieval was recognized as 
one of the most important sources of error [van Roozendael et al., 2002]. This was remedied 
in all three recent algorithms [van Roozendael et al., 2006; Eskes et al., 2005; Coldewey-
Egbers et al., 2005] arising out of the ESA ITT. At that time, the new Ring correction for the 
GODFIT Phase A was developed for both GDOAS and direct fitting, and the full descriptions 
first given in the GODFIT Phase A ATBD are still valid. In the Phase A work, the accuracy 
of the empirical Ring correction method was characterized by performing closed-loop tests 
using look-up tables of simulated radiances calculated with and without inelastic rotational 
Raman scattering (RRS). In Phase B, new work has focused on the use of the LIDORT-RRS 
RT model (including inelastic RRS treatment), not only for the validation of the empirical 
correction to be used operationally, but also for the provision of look-up tables to be used in 
the operational algorithm as an alternative to the empirical correction 

6.1.2. Empirical Ring correction in GODFIT  

The correction is based on a simplified forward model of the intensity I() at the satellite; this 
includes an explicit contribution due to RRS, as described by the following equation: 

    RRS
OO

RRS
RingOO EIEPEII 33033

0 ).(exp).(.).(exp).()(    .           (30) 

The first term on the right-hand side describes elastic scattering and follows directly from the 
Lambert-Beer law, with I0() the solar intensity, P a low-order polynomial, and O3 and EO3 
the ozone absorption cross-section and effective slant column respectively. The Ring effect is 
modeled by the second term. We may consider several approximations. First, the Raman light 
is assumed to be produced close to the surface, with a spectral shape given by a source 
spectrum for Raman scattering I0

RRS(). This source spectrum only treats the spectral 
smoothing effect of RRS on the solar intensity. In practice, it is calculated by convolution of 
a GOME irradiance spectrum using rotational Raman cross sections appropriate to inelastic 
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scattering into the wavelength of interest. The fractional intensity of Raman light (the ERing 
parameter) is freely adjustable; this may vary considerably and will depend on parameters 
such as cloud coverage, cloud altitude and surface albedo. Ozone absorption (the term 
O3().EO3

RRS) is then treated consistently, assuming that Raman photons produced at the 
surface and/or above clouds travel upward to the satellite. Ozone absorption taking place in 
the incoming light is assumed to be fully smeared out in the inelastic process. 

 

Figure 15.  Regular ozone absorption cross-section at 241°K (blue line); cross-section after 
smoothing by the RRS process (red line). 

In the direct-fitting algorithm, we replace the elastic Beer-Lambert term in equation (30) by a 
full LIDORT sun-normalized radiance calculation: 
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The term 
RRS
O3  represents the effective optical density of ozone in the Raman light along the 

line-of-sight path from the surface (where RRS is assumed to take place) to the satellite. To a 
first approximation, this term can be evaluated from a simple geometrical consideration: 

)sec( 033   vertical
O

RRS
O .                     (32) 

With this equation, we recognize that ozone absorption in the Raman light can be represented 
with sufficient accuracy by means of a simple geometrical enhancement factor (this is 
generally valid for a stratospheric absorber such as ozone). We also neglect the possible 
impact of ozone absorption that takes place in the incident beam before the generation of 
Raman photons, since O3 absorption structures are expected to be largely scrambled in the 
RRS process. The latter approximation is valid for most observations. However, for large 
solar zenith angles (> 85°), ozone absorption in the incident beam is much stronger and its 
impact more noticeable. To deal with this, the following more accurate definition has been 
used with GODFIT: 
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where () is the geometrical enhancement factor of the incident beam (taking into account 

the Earth’s sphericity),  is the solar zenith angle, 0 the viewing zenith angle, and 
RRS
O3  an 

ozone absorption cross-section for Raman scattering representative of the ozone absorption 
cross-section after smoothing by the Raman process. The two ozone cross-sections as used in 
equation (33) are illustrated in Figure 3.1. 

6.1.3. The LIDORT-RRS model and RRS correction factors 

The empirical approach still relies on the fitting of a Ring correction factor. A more 
physically realistic approach is to correct calculated earthshine radiances for the effects of 
rotational Raman scattering (RRS) by using a proper radiative transfer simulation of inelastic 
scattering. This approach has been implemented in GODFIT code (but not in UPAS GDP5). 

The RT approach uses a look-up table of RRS radiance correction factors calculated using the 
LIDORT-RRS model [Spurr et al., 2008].). Correction (or “filling”) factors are defined as 
relative differences between backscatter radiances calculated with RRS and without RRS 
(elastic). In GODFIT, RRS corrections for a range of solar and viewing geometries are 
classified as functions of physical parameters such as surface albedo and total O3 column. A 
related method has been developed for the weighting-function DOAS algorithm [Coldewey-
Egbers et al., 2005]; their LUT is based on the SCIATRAN model [Vountas et al., 1998].  

LIDORT-RRS is first-order in Raman scattering; for a given wavelength , direct beam and 
diffuse field photons are Raman scattered once into and out of this wavelength. For UV 
Huggins bands, the distribution of Raman Anti-Stokes and Stokes transitions is about ±2 nm 
from excitation wavelength ; further details on Raman spectroscopy can be found in 
[Chance and Spurr, 1997]. Diffuse source terms for radiation that is to be Raman scattered 
are computed using zero-order (elastic) radiative transfer calculations (based on Rayleigh 
scattering) at  and all Raman-shifted wavelengths. Discrete ordinate solutions in LIDORT-
RRS are entirely analytic, and the model is able to generate output at arbitrary viewing 
geometry and optical depth. LIDORT-RRS is fully compatible with LIDORT Version 3.3: it 
has pseudo-spherical treatments of attenuation for the incoming solar beam and the outgoing 
line-of-sight path, plus an exact single scatter correction procedure.  

In addition to a monochromatic calculation of inelastic scattering, the LIDORT-RRS model 
has a fast-track “binning realization”. This is based on instrumental solar irradiance spectra – 
fluxes are defined for wavelength bins set by the instrument pixel resolution (about 0.105 nm 
for GOME in the UV), and all Raman cross-sections occurring within a given bin are 
summed. For instruments such as GOME or SCIAMACHY, the binning calculation is much 
faster than an equivalent monochromatic calculation for spectral regions in the UV 

LIDORT-RRS is now available in Version 2.2 which includes a full profile, total column and 
surface Jacobian facility. This RT model has been installed in the GODFIT environment at 
BIRA-IASB, and will be used to perform on-the-fly direct fitting retrievals of O3 and SO2. In 
the binning realization, LIDORT RRS is about 4 times slower than LIDORT. 
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Figure 16. An orbit of GODFIT results comparing the empirical Ring correction procedure with 
the LUT correction ( top and middle panels), and the LUT correction with an on-the-fly 
LIDORT-RRS simulation (lower panels). (Top left) Total ozone columns, (top right) column 
differences, (middle left) fitting RMS residuals, (middle right) internal closure (retrieved surface 
albedo), (lower left) total ozone column, and (lower right) RMS differences. 

In GODFIT, the RRS corrections LUT is classified as follows; by solar zenith angle (20 
values from 15 to 88), by line-of-sight zenith angle (7 values from 0 to 55), by relative 
azimuth angle (5 values from 0 to 180), by albedos (7 values: 0.0, 0.05, 0.1, 0.2, 0.5, 0.8, 
1.0), by ozone profile (TOMS V7 or V8 profiles), and by pressure of the lowest boundary (11 
values from 1013 hPa to 100 hPa). All LIDORT-RRS calculations were done for a Rayleigh 
atmosphere; the binning realization with a GOME solar spectrum was used throughout. 
Although solar zenith angle and albedo are the major dependencies, lower boundary pressure 
is important because the bulk of inelastic scattering takes place in the lower troposphere. 
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Filling corrections were computed at 220 wavelength points between 315 and 335 nm. 
Interpolation from the LUT is done linearly (table entries are dense enough).  

Up till the present, derivatives of these Ring corrections factors with respect to ozone column 
or albedo are determined from finite differences (these will be replaced by the analytic 
derivatives from Version 2.2). Results so far show that the use of look-up tables corrects for 
most of the RRS signal in the GODFIT fitting residuals. Initial results have shown that the 
quality of fit is not better than that obtained with the use of the empirical RRS correction. 
This may be due to intrinsic uncertainty introduced when interpolating between look-up table 
values, or inaccuracies due to the presence of clouds; the interpolation process is currently 
under further investigation . 

This is seen clearly in Figure 16, where some initial results have been compiled for one orbit 
using the empirical approach to Ring correction (“SAO correction”  in the figure) versus the 
LUT-derived correction. Ozone results compare well (Figure 16, top left panel), with 
differences generally in the 1-2% range. [The large differences for high SZA are due to an 
artifact in the LUT treatment, which has now been removed]. In the middle left panel of 
Figure 16, the RMS is slightly higher (there is one less parameter to fit). Finally the effect on 
surface albedo is generally positive (middle right panel) – clearly the empirical correction 
parameter is correlated to the fitted internal closure parameters that constitute the surface 
albedo (negative values are common here because of the lack of aerosol in the modeling). In 
the lower two panels, we compare the LUT results with an on-the-fly LIDORT-RRS 
calculation of the Ring correction for this orbit. It is clear that the LUT representation is 
doing a good job. However, there are some effects (probably cloud related) which need 
further investigation, as can be seen from the RMS differences. 

Another option for the GODFIT direct fitting is to use a combination of the LUT and 
empirical approaches. The LUT correction is first applied to the LIDORT simulation of 
radiance, and then the remaining Ring signal is fitted using the empirical spectrum. Another 
possibility for combination is to use an exponential fit for a Ring spectrum amplitude, akin to 
the method used in the weighting-function DOAS algorithm [Coldewey-Egbers et al., 2005]. 
Both options are currently under consideration.  

6.2. Cloud Pre-processing 

6.2.1. Introductory remarks 

All versions of GDP up to and including Version 3.0 have used the ICFA algorithm [Kuze 
and Chance, 1994] for cloud pre-processing in the IPA (independent pixel approximation). 
ICFA retrieves the effective cloud fraction fc from O2 A Band fitting of transmittances, but 
takes effective cloud-top pressure qc from the ISCCP data base [Schiffer and Rossow, 1983]. 
In Phase A, GODFIT was programmed to ingest ICFA data. The FRESCO O2 A Band least 
squares algorithm [Koelemeijer et al., 2001] is based on GOME reflectivity measurements in 
and around the O2 A band; FRESCO supplies fitted values of fc and qc, plus errors on these 
two parameters. Results from the original FRESCO application to GOME data were supplied 
as data input to GODFIT in Phase A. ICFA and FRESCO assume a fixed cloud-top albedo of 
0.8. However, the old Phase A options were replaced by OCRA/ROCINN. 
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For Phase B of the GODFIT work, the OCRA/ROCINN cloud algorithm version 1.0 first 
used in GDP 4.0 was employed to generate cloud properties. Version 2.0 of the algorithm 
was compiled successfully in the GODFIT environment in 2006. OCRA is an optical sensor 
cloud detection algorithm that uses the PMD devices on GOME to deliver geometric cloud 
fractions for GOME scenes. ROCINN takes the OCRA cloud fraction as input and uses a 
neural network training scheme to invert GOME reflectivities in and around the O2 A band. 
ROCINN version 2.0 [Loyola et at., 2009] retrieves cloud-top pressure and cloud-top albedo. 
Also in Phase B and subsequently in the sensitivity studies for GDP5, FRESCO was replaced 
by its upgrade called FRESCO+ [Wang et al., 2008]. 

In the next two sub-sections, the descriptions are for the most part taken from the GDP 4.0 
paper [Van Roozendael et al., 2006], but the use of VLIDORT to generate reflectances based 
on full polarization scattering of light is new. In section 6.2.4, we report on sensitivity tests 
on total ozone from OCRA/ROCINN compared with other algorithms used for GOME and 
SCIAMACHY (FRESCO+, OCRA/SACURA). 

6.2.2. OCRA algorithm 

The basic idea in OCRA (Optical Cloud Recognition Algorithm [Loyola and Ruppert, 1998]) 
is to break down each optical sensor measurement into two components: a cloud-free 
background and a residual contribution expressing cloud influence. The key to OCRA is the 
construction of a cloud-free composite invariant with respect to atmosphere, topography and 
solar and viewing angles. For a given location (x,y), we define a reflectance factor (x,y,) 
measured by the PMDs of GOME at wavelength  for the ground cover projection of the 
image. This reflectance is translated into normalized rg-color space via the relation: 
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If M is the set of n normalized multi-temporal measurements over the same location (x,y), 
then a cloud-free (or minimum cloudiness) pixel rgCF in M is selected with the brightness 

criterion wrgwrg kCF  for k = 1,..,n, where w = (1/3,1/3) is the white point in the rg 
chromaticity diagram. A global cloud-free composite is constructed by merging cloud-free 
reflectances CF() (corresponding to rgCF) at all locations. The geometric cloud fraction is 
determined by examining separations between RGB reflectances and their cloud-free 
composite values: 
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Scaling factors  ensure that the cloud fraction is mapped to [0, 1], while offsets  account 
for aerosol and other radiative effects. A detailed description is given in [Loyola, 2000]. 

6.2.3. ROCINN algorithm 

ROCINN [Loyola, 2004] is a relatively new algorithm based on O2 A band reflectances from 
GOME: it delivers cloud-top pressure and cloud-top albedo. It assumes the IPA; cloud 
fraction cf derived from the OCRA algorithm is a fixed input to ROCINN. For a scattering 
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atmosphere, reflectances in ROCINN version 2.0 are calculated by the LIDORT or 
VLIDORT RT model using line spectroscopic information for the O2 A band (taken from the 
HITRAN 2004 database [Rothman et al., 2005]), before convolution with the instrument 
function. Forward model reflectance is then: 

),,,()1(),,,()( zasfzacfsim ssRcccRcR                 (36) 

Here, R denotes the convoluted reflectance to cloud-top or surface for path geometry  
(solar and line-of-sight zenith and azimuth angles), wavelength , surface albedo sa and 
cloud-top albedo ca, and lower boundary heights sz (surface) and cz (cloud-top). Quantities sz 
and sa are the surface height and albedo, taken from a suitable database and assumed known. 
ROCINN aims to retrieve cloud-top height cz and the cloud-top albedo ca. Reflectivity 
calculations based on Eq. (36) are used to create a complete data set of simulated reflectances 
for all viewing geometries and geophysical scenarios, and for various combinations of cloud 
fraction, cloud-top height and cloud-top albedo. High-resolution reflectances are computed 
for the range 758-772 nm at every 0.002 nm before convolution. 

In ROCINN, the forward model function is represented by the set S = {(Xi ,Yi)} for i = 1,…,s. 
Inputs X are the parameters { cf, , sa, sz, ca, cz}. The outputs Y are the simulated radiances 
{Rsim()}. To generate an inverse data set, we first add normal distributed Gaussian 

measurement noise  to the simulated radiances:  simRR . We may now generate the 
inverse data set S* = {(Xi

*
 ,Yi

*)} for i = 1,…,t, where now the input set X* comprises the 
parameters {Rsim(),cf, , sa, sz} and the output is now Y* = {ca, cz}, the unknown cloud-top 
albedo and cloud-top height. A neural network NNINV is finally trained with the inverse data 
set S*, giving the result: 

),,,),((},{ zafsimINVza sscRNNcc                  (37) 

For more details on the use of neural networks to solve inverse problems, see [Loyola, 2004]. 

GOME is not able to distinguish between cloud cover and snow/ice surface conditions, as the 
instrument does not possess infrared channels. Furthermore, GOME is not sensitive to 
optically thin cirrus clouds. Despite these caveats, it is worth remarking that the cloud 
fraction is retrieved under all surface conditions; for snow/ice scenarios, OCRA will return an 
overestimate of the cloud fraction. Similarly, the cloud-top height and cloud-top albedo are 
retrieved for all pixels flagged as partially or fully cloudy.  In GOME scenes for which 
OCRA has overestimated (underestimated) the cloud fraction, ROCINN will compensate by 
underestimating (overestimating) the cloud-top albedo and slightly overestimating 
(underestimating) the cloud-top height.  For high surface albedo pixels, ROCINN can also be 
run in a newly-implemented snow/ice mode, in which the cloud fraction is set to 1, and the 
retrieved cloud-top albedo and cloud-top height are then regarded as effective values. 

The ROCINN version 1.0 algorithm as used in GDP 4.0 was based on the use of 
transmittance-only reflectivity calculations, with molecular and aerosol scattering neglected. 
In 2005, a new set of templates were created using the LIDORT model (no polarization) with 
Rayleigh scattering in a 35-layer atmosphere with a single temperature/pressure profile. Two 
tables for reflectances to cloud-top (9 heights, 6 albedos), and surface (6 heights, 5 albedos) 
were prepared. The albedo dependence was established using the LER (Lambertian 
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Equivalent Reflectivity) formulation, and the first three Fourier components of the sun-
normalized intensity fields were calculated and saved. For the initial runs, the table 
classifications were the same as those used for transmittance-only tables. 

In 2006, the tables were upgraded using the VLIDORT model, to include polarization effects 
in the calculation of reflectances in an atmosphere with absorption and Rayleigh scattering. 
Classification for the cloud-top tables was extended to albedos as low as 0.3, and the highest 
cloud-top height was extended from 11 km to 14 km. Some 2,772,000 reflectance spectra 
were calculated for the template database; extra entries arise because of azimuth dependence 
in the scattering results. The wavelength range was also optimized to 758-771 nm.  

The GODFIT Phase B implementation is similar to that in GDP 4.0, but is now called 
OCRA/ROCINN Version 2.0 as it is based on VLIDORT simulations. To reflect actual 
conditions, the surface albedo is taken the LER data set, while the surface height is taken 
from the ETOPO5 data set, with the template tables interpolated differently for these two 
quantities. This version 2.0 has been re-coded in plain C (formerly in C++) and developed 
into a stand-alone library with flexible porting (tested to date on Intel and GNU compilers). 
Version 2.0 comes with full documentation, and is designed to respond to GOME 
measurement types (nominal 1.5 or 6-second pixels, etc.). 

6.2.4. Validation of OCRA and ROCINN algorithm 

A verification of OCRA and ROCINN was described in the GDP 4.0 paper [van Roozendael 
et al., 2006]. These algorithms were verified by comparison with ATSR-2 data, obtained 
simultaneously with GOME (both instruments are on board ERS-2). ATSR has a much 
smaller field of view (pixel resolution ~1.1 km), so GOME narrow-swath orbits were 
selected. Cloud fraction and cloud-top height are determined from ATSR-2 data using 
infrared brightness temperature algorithms and the instrument’s stereo viewing capability. 
ATSR-2 measurement data for one year (April 1998 to March 1999) were used in the 
verification (331 orbits) [Siddans et al., 1999]. OCRA/ROCINN and FRESCO results were 
compared with this data set. Cloud-top albedo was not available from ATSR-2.  

This ATSR-2 comparison confirmed the results reported in [Tuinder et al., 2004] where 
several algorithms for retrieving cloud fraction using GOME data were compared against 
synoptic surface observations: in this work, OCRA had a mean difference of  10% 
compared with synoptic data, compared to FRESCO (19.7%) and ICFA (38.9%). For 
cloud-top height, the ROCINN, FRESCO and ATSR-2 algorithms gave similar results for 
this study. Heights from the ROCINN algorithm show reduced scatter against ATSR-2 values 
compared with FRESCO. Both ROCINN and FRESCO tend to underestimate the cloud-top 
height. ROCINN is smoother and more stable than FRESCO and has fewer outliers. In 
general, these ATSR-2 comparisons show that OCRA/ROCINN gives better results on 
average than those from FRESCO. Differences in fraction and cloud-top height are smaller, 
and standard deviations of these differences are lower. For more details, see [van Roozendael 
et al., 2006]. 

Here we report on comparisons that are more recent. An inter-comparison of GOME and 
ATSR cloud-top heights was performed for the ROCINN and the SACURA algorithms 
[Rozanov et al., 2006]. Here it was found that ROCINN was on average 0.5 km below ATSR, 
with SACURA 0.6 km above. Comparisons were restricted to high cloud-cover scenes. Cloud 



 

52 | P a g e  
 

Doc. GDP5-ATBD-1
Date: 09.08.2012 
Page: 52 of 71 

DLR EOC IMF 
GDP 5.0 - Upgrade of the GOME Data Processor for 
                  Improved Total Ozone Columns 

fractions from OCRA and MERIS were compared in a study by [Casadio et al., 2006]. In 
addition to the ATSR results, an extensive set of comparisons were made with cloud 
properties measured by OCRA/ROCINN and those measured by MSG (Meteosat Second 
Generation, data provided by Werner Thomas). For OCRA/ROCINN Version 1.0, the results 
were presented at the IGARSS 2006 conference. More recent MSG comparisons have been 
done with OCRA/ROCINN Version 2.0 [Loyola et al., 2009], based on a larger sample set. In 
the histograms shown in Figure 17, we compare the performance of the OCRA/ROCINN 
versions against MSG, for cloud fraction and cloud-top height. The improvement in cloud-top 
height is noticeable (mainly the result of more representative reflectance templates in 
ROCINN). Results from the MSG comparisons are summarized in Table 3. 

   

Figure 17. MSG and OCRA/ROCINN comparisons of cloud-fraction and cloud-height. 

  Cloud 
Fraction 

Cloud-Top 
Albedo 

Cloud-Top 
Height [km] 

Number of Pixels 30802 15649 (t>5) 
20633 (t>3) 23944 

OCRA/ROCINN 1.0 -0.08 ± 0.28 0.09 ± 0.10 -0.63 ± 1.46 

OCRA/ROCINN 2.0 -0.05 ± 0.29 0.07 ± 0.09 -0.44 ± 1.26 

Land (Version 2.0) -0.01 ± 0.26 -0.08 ± 0.09 -0.59 ± 1.33 

Sea (Version 2.0) -0.11 ± 0.31 -0.06 ± 0.08 -0.31 ± 1.19 

Table 3. MSG and OCRA/ROCINN comparisons of cloud-fraction and cloud-height. 

6.2.5. Total ozone sensitivity to cloud inputs 

Clouds have a significant influence on the retrieved ozone total column. In both the GODFIT 
direct fitting and GDOAS algorithms, the LIDORT-simulated intensity field and the Ring 
correction factor depend on the three cloud parameters (cloud fraction, cloud-top height and 
cloud-top albedo). In Figure 18 (taken from [van Roozendael et al., 2006]) the effect of errors 
in cloud fraction from OCRA on the ROCINN parameters cloud-top height and cloud-top 
albedo is shown, along with the effect on the GDOAS-retrieved total ozone column itself. 
The top (bottom) row of three panels shows normalized histograms for errors induced by a 
10% overestimation (underestimation) of cloud fraction. A 10% increase of the cloud fraction 
induces ~5% decrease for the cloud-top albedo and a ~5% increase for the cloud-top height. 
The ROCINN algorithm compensates a possible cloud-fraction overestimation by 
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underestimating the cloud-top albedo and overestimating the cloud-top height. Thus the net 
effect of combined OCRA/ROCINN uncertainties is to maintain the level of ozone total 
column error to the ±0.5% level. 

Next, we report on some more recent studies comparing total ozone results for GOME 
obtained by the OCRA/ROCINN and FRESCO algorithms, and for SCIAMACHY obtained 
by the OCRA/SACURA and FRESCO algorithms. The cloud parameters from FRESCO 
(version GO-v4) and from OCRA/ROCINN (version 1.0) were compared for 24 GOME 
orbits from 1999. OCRA derives cloud fractions larger than FRESCO while the cloud top 
albedos issued from ROCINN are generally weaker than the FRESCO ones. However, the 
products of these two parameters (the cloud radiance fraction) derived from both algorithms 
are in good agreement. ROCINN derives higher clouds than FRESCO and it was shown that 
the total O3 relative differences retrieved with FRESCO or OCRA/ROCINN (-2% to 5%) are 
mainly explained by the cloud top pressure differences (Fig. 19). Obviously, the total ozone 
is mainly affected by cloud top pressure differences for cloud radiance fraction not too low (> 
0.2). For pixels in the FRESCO ice mode, the total O3 relative differences retrieved with 
FRESCO or OCRA/ROCINN depend also on the OCRA cloud fraction as this FRESCO 
parameter is set to unity in this mode. A similar behavior was observed for SCIAMACHY 
when comparing OCRA/SACURA to FRESCO, except that cloud fractions from FRESCO 
and OCRA are much better correlated for this instrument. For low values of cloud fraction, 
correlation between cloud top heights from FRESCO and SACURA is poor.  

 
Figure 18. Normalized histograms for errors induced by a 10% overestimate of OCRA’s cloud 
fraction (top panels) and a 10% underestimate of cloud fraction (lower panels). Relative errors 
for cloud-top albedo (first column), cloud-top height (middle column) and total ozone (last 
column) are shown. A 10% increase in cloud fraction induces a ~5% decrease of cloud-top 
albedo and ~5% increase of cloud-top height. The net error on total ozone stays at 0.5% level. 



 

54 | P a g e  
 

Doc. GDP5-ATBD-1
Date: 09.08.2012 
Page: 54 of 71 

DLR EOC IMF 
GDP 5.0 - Upgrade of the GOME Data Processor for 
                  Improved Total Ozone Columns 

It has been shown that the adjustment of surface albedo in the internal closure mode of 
GODFIT can lead to convergence problems for pixels with cloud fraction higher than 0.85. In 
Phase A, such convergence problems were avoided by re-setting all perceived cloud fractions 
higher than a certain threshold (nominally 0.85) equal to this value. Unfortunately, this 
procedure did lead to unphysical surface albedos in the retrieval procedure for pixels with 
such high cloud fractions. For such pixels, it is better to implement a “Fully cloudy” mode in 
which the cloud-top albedo is adjusted rather than the surface albedo; this assumes a cloud 
fraction equal to one. In this mode, an ozone ghost column should be then added to the 
retrieved column. 

 
Figure 19. Correlation between total ozone relative differences derived with OCRA/ROCINN 
or FRESCO and the cloud top pressure differences issued from these two cloud algorithms. 

 
Figure 20. Illustration of the correlation between the surface albedo and the cloud fraction 
derived by OCRA for GOME. 
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It was also shown that there is a correlation between the GOME OCRA cloud fractions and 
the surface albedo (Fig. 20). This figure indicates that OCRA derives cloud fractions that are 
too large for scenes with high surface albedo, thus probably leading to overestimated O3 
columns. For clear-sky scenes, surface albedos adjusted in the internal closure mode are in 
very good agreement with surface albedos specified in climatologies. However, for cloud-
contaminated pixels, fitted albedo values depend strongly on cloud parameters. Finally, using 
this internal closure mode leads to total O3 relative differences lying between 0 and 2% 
compared to columns retrieved with the external closure mode. These differences are 
considerably reduced for high FRESCO cloud fractions but not at high OCRA cloud 
fractions. 

It is well known that the CRB (clouds as reflecting boundaries) assumption leads to 
overestimation of total column ozone in DOAS algorithms. In particular, the DOAS vertical 
column density depends on the climatological "ghost" ozone column below cloud-top, and 
there is no consideration of the effect of intra-cloud scattering on ozone. This situation has 
been partially remedied in GDP 4.x, where an empirical intra-cloud ozone correction has 
been added to compensate for CRB-induced bias [Loyola, 2007]. Although in GODFIT the 
whole ozone column is fitted directly, and there is therefore no dependence on ghost column 
climatology, the CRB assumption is still a source of error. 

An intra-cloud correction has also been developed for the GDP5 baseline. The intra cloud 
correction to the ozone column icV may be written as follows: 

 0)1)(( cic RVfGV  .                  (38) 

Here, f is the cloud fraction, Rc is the cloud-top albedo, and 0  is the cosine of the solar 

zenith angle at the ground. G(V) is the ozone ghost column below cloud cloud-top, depending 
uniquely on the final value of the retrieved total ozone V through the profile-column 
mapping. The corrected total ozone column is then: 

 iccorr VVV  .                        (39) 

Recently, GDP 4.x has been given an alternative clouds-as-layers (CAL) scheme with clouds 
treated as plane-parallel layers of scattering particulates (water droplets or ice crystals). The 
CAL scheme depends upon the cloud optical depth, cloud top and bottom heights. Water 
droplet cloud optical properties are taken from Mie calculations with lognormal particle size 
distributions; AMFs in the UV Huggins bands are insensitive to the distribution parameters. 
Reprocessed results using the GDP 4.x CAL scheme show an improvement in total ozone 
validations for moderate to high solar angles in particular. Although the CRB scheme is the 
current baseline for GDP5, it is expected that the CAL scheme will be implemented in the 
near future. 
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7. THE GDP5 GODFIT ALGORITHM 
7.1. Retrieval state vector for GODFIT in GDP5 

7.1.1. Baseline sets of fitting parameters 

The baseline state vector in GDP5 depends on the options chosen for the algorithm. These are  

1. the choice of ozone profile climatology; 
2. the choice of external or internal albedo closure;  
3. the option to include a temperature shift in the fitting; 
4. the use of a LUT for dealing with Ring effect interference 

For a Ring correction using the empirical formulae, a fitting amplitude is required for the 
additive Fraunhofer Ring spectrum. This “Ring reference spectrum” is the same as that used 
in GDP 4.0, namely the convolution of Raman cross-sections with a high-resolution 
Fraunhofer spectrum [Chance and Spurr, 1997]. This term is not present if the LUT Ring 
correction option is being used. An undersampling correction was introduced in GDP 3.0 to 
compensate for GOME’s sampling slightly below the Nyquist criterion [Slijkhuis et al., 
1999]. The undersampling spectrum is additive; we use the GDP 4.0 default. The 
implementation of a shift fitting parameter for the measured earthshine spectrum is discussed 
below.  

Table 7.1 summarizes these options. The default number of closure parameters has been set at 
3, regardless of the external or internal choice of closure method. The T-shift option applies 
equally to TOMS or NNORSY profiles. The first column (light green) is the GDP5 default. 

GODFIT OPTIONS 

TOMS V8 O3 profiles NNORSY O3 data 

 

Ring (fitted)  Ring (LUT) Ring (fitted) Ring (LUT) 

Total ozone DU 1 1 1 1 

Closure 3 3 3 3 

T-shift retrieval 1 1 1 1 

Ring Fraunhofer 1 n/a 1 n/a 

Earthshine Shift 1 1 1 1 

Undersampling 1 1 1 1 

TOTAL 8 7 8 7 

Table 7.1. Summary of fitting parameters for GDP5/GODFIT direct fitting. 

Total O3 Closure 1 Closure 2 Closure 3 T-shift Ring Shift U-sampling 

Previous 
1.0 (external) 

R335 (internal) 
0.0 0.0 0.0 1.0 0.0 0.0 

Table 7.2. GDP5 default, initial settings 
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First-guess values for the GDP5 default are shown in Table 7.2. As noted in Section 5.2, the 
total O3 first guess in the operational GDP5 algorithm is taken from the previous pixel value. 
If this previous value is not available for some reason, the initial total ozone column is taken 
from a zonal averaged climatology based on many years of TOMS data (J. Gleason, private 
communication). For external albedo closure, the first parameter is set to an initial value of 
1.0; other initial albedo parameters are zero. [For internal albedo closure, an initial value for 
the first albedo parameter is extracted from the GOME LER database at 335 nm]. Initial 
values of the under-sampling amplitude, earthshine -shift and T-shift are zero. 

NO2 is an interfering species in the UV, but its optical thickness for absorption is small 
compared with O3, and tests have shown that the inclusion of a total column of NO2 (in [DU]) 
as an additional fitting parameter does not influence the O3 result in any significant way 
(Phase A, Final Report, for more details). 

7.1.2. Earthshine shift 

Since we are dealing with sun-normalized radiances, we have opted to work on the spectral 
grid of the GOME solar irradiance spectrum supplied with every orbit. There is of course a 
wavelength registration mismatch between irradiance and radiance spectra, arising mainly 
from the solar spectrum Doppler shift. This mismatch (shift) varies across an orbit due to 
changes in the instrument temperature.  

In GODFIT Phase A, the initial direct fitting was done using a pre-set shift of 0.08 nm (an 
average value for the Doppler shift) to each earthshine spectrum (re-sampling is always done 
by cubic-spline interpolation). This was further refined by carrying out a preliminary fit for 
the earthshine shift (values range between 0.07 and 0.09 nm across an orbit) before entering 
the main GODFIT iteration.  

In GODFIT Phase B, the implementation of an earthshine spectrum shift was introduced in 
line with the usual procedure in DOAS: the earthshine spectrum shift is fitted as part of the 
retrieval procedure, and the shift value is then an element in the state vector of retrieval 
parameters. This allows us to manage the wavelength mismatch between the solar reference 
grid and the radiance spectrum. This is the GDP5 default. 

7.2. Configuration settings for GDP5 

7.2.1.  Forward model settings 

Atmospheric profiles are created on a 13-layer vertical grid with 11 pressure levels specified 
by the TOMS ozone climatology, and 2 additional pressure levels (0.05, 0.02 mb), with 
pressure zero at a pre-defined TOA level (65 km). The default choice for ozone profiles is 
now TOMS Version 8, with TOMS temperature climatology being used in conjunction with 
the T-shift procedure. The Daumont-Malicet ozone cross-sections with zero pre-shift have 
been selected. NO2 is not included in the fit, and is not modeled in the radiative transfer. 
Internal closure has been used for the surface albedo, with 3 closure parameters to be fitted. 

For LIDORT usage, we use 8 discrete ordinate streams for the multiple scatter integrals, and 
2 fine-layer sub-divisions for the outgoing sphericity single scatter calculation. All 
calculations are done for a Rayleigh scattering atmosphere. Geometrical input to LIDORT is 
specified at the bottom of the atmosphere. 
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For every GOME footprint, local angles for the solar and viewing planes must be extracted 
from the Level 1b geolocation information. In an ideal world, simulated radiances should 
really be integrated over the footprint readout time – for a 1.5-second GOME forward scan in 
regular nadir-viewing mode, the line of sight zenith angle has changed by some 20. In 
GOME level 1b data, viewing and solar angles are given at three points across the footprint 
(beginning of scan, center and end of scan). Forward calculations are most often done using 
only the center-scan geometry, but we have found that greater accuracy can be obtained using 
three scan geometries. In GDP the parabolic weighting (1:4:1) was used to approximate the 
scan integration. This choice has some impact on performance (see below). Studies for the 
GOME ozone profile algorithm have shown that this integration over scan angle can be 
approximated by a 2- or 3-point quadrature with little loss of accuracy. 

7.2.2.  Inverse model configurations 

In GODFIT, the forward model delivers the necessary analytic weighting functions in an 
efficient manner. LIDORT generates the total ozone, T-shift and (internal) albedo closure 
Jacobians. The weighting function with respect to the Ring amplitude is easy, since this is 
just a scaling of the radiances; similarly the undersampling Jacobian is just the reference 
spectrum itself, since its contribution is linearly additive. Jacobians for external closure 
parameters are also straightforward. The earthshine shift involves a spline resampling of 
measurements, and this is easy to differentiate. 

In GODFIT Phase B, optimal estimation (OE) software based on similar code for ozone 
profile retrieval [van Oss et al., 2002] was implemented. Although the GODFIT inverse 
problem is not ill conditioned, it was found that the a little regularization helps to stabilize the 
retrieval – the a priori constraints are deliberately made very loose, so that the precision is 
not compromised in any serious way by a priori smoothing. A priori variances were set (by 
hand) at very high levels and assumed to have no cross-correlations. The a priori vector is 
taken to be the initial state vector. The level of a priori was chosen so that the DFS diagnostic 
was always close (to within 0.01) of the number of parameters in the fit. 

In GDP5, the optimal estimation was replaced by the LVMR_VR (Levenberg-Marquardt 
with variable regularization) and line-search algorithms, as noted in section 5.2. Here no 
special consideration applies to the level of regularization, and the optimal choice of three 
wavelengths for the line-search algorithm was noted above in section 2.5. For operational 
orbit processing, the default is to use the previous pixel result as the first guess for the ozone 
total column. 

The major diagnostic is the solution covariance matrix, with diagonal entries indicating the 
individual fitting parameter variances. RMS and chi-square are useful single number 
diagnostics. For iteration convergence, we looked at the relative change (between iterations) 
in 2 and the relative change in the total ozone column (the first of the fitting parameters). We 
adopted a 0.1% criterion for the change in total ozone (the same value is used for the 
convergence of iterative AMFs). Convergence is rapid in the vast majority of cases (2 to 4 
iterations). 

7.2.3. Re-sampling issues 
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The GOME earthshine and solar spectra are produced by the GDP level 0-to-1 algorithm by 
means of the Level 0-to-1b extractor [Aberle et al., 2002; Slijkhuis et al., 2004]. Wavelength 
calibration of the level-1 spectra was improved selectively through application of window-
dependent pre-shifts to parts of the solar spectrum before each orbit of data is processed. 
These pre-shifts are established by cross-correlation with a high-resolution solar spectrum 
[Chance and Spurr, 1997] over limited wavelength ranges covering the main fitting windows 
(325-335 nm for O3, 425-450 nm for NO2 in the visible, and 758-772 nm covering the O2 A 
band as used in the ROCINN algorithm). This procedure was used in GDP 4.0 [van 
Roozendael et al., 2006]. There have been other attempts to improve wavelength calibration 
[van Geffen and van Oss, 2003]; see also [van der A et al., 2002] for a discussion of the 
effects of using recalibrated GOME data on ozone profile retrieval accuracy.  

 

Figure 21. Improvement in fitted ozone cross-section wavelength shifts resulting from an 
additional post Level 1 wavelength cross-correlation. (Upper panel) fitted shifts derived using the 
original extracted Level 1 data; (lower panel) fitted shifts determined after the additional 
wavelength cross-correlation (“UPAS XCORR”) applied to Level 1 data. Results are shown for 6 
orbits as indicated. 

Pre-shifting of ozone cross-sections is required to compensate for inaccuracies in the 
wavelength calibration of the GOME FM 98 data. Following a recommendation from the 
GDP 3.0 geophysical validation campaign [Van Roozendael et al., 2002], O3 cross-sections 
are now corrected for the so-called solar I0 effect [Aliwell et al., 2002], and have been 
implemented in GDP 4.0 and GODFIT/GDP5 with a pre-shift of +0.016 nm. The same value 
applies to NO2 cross-sections. This value was determined from a series of test retrievals in 
which the ozone cross-section shift was optimized as part of the DOAS procedure itself. This 
exercise removed a systematic positive bias of 1.5 % in GDP 3.0 total ozone, and also a bias 
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in the DOAS effective temperature [Van Roozendael et al., 2006]. Figure 21 (taken from this 
paper) shows the improved stability in the choice of ozone cross-section shift due to this 
calibration enhancement.  

In GODFIT, there has been no pre-convolution of reference spectra, at least outside of any 
wavelength registration using the high-resolution Kitt Peak spectrum [Chance and Spurr, 
1997]; the one exception is the high-resolution Daumont-Malicet ozone cross-section data 
set. For GODFIT Phase B, undersampling and Fraunhofer Ring spectra were taken from GDP 
4.0 data sets.  

7.3. The GODFIT software package 

7.3.1. Overall capability 

Phase-A GODFIT algorithm had two modes – the direct fitting and GDOAS options. Direct 
fitting was confined to total ozone, and DOAS-style retrievals were restricted to total ozone 
and nitrogen dioxide. The Phase A algorithm was designed to deal with only GOME 
measurements. GDOAS was incorporated in GDP 4.0 and higher variants. Members of the 
present GODFIT team have been involved with the use of GDOAS as part of the 
development of operational algorithms for the GOME-2 project. For this and other reasons, 
the GODFIT Phase B tool has the ability to ingest and process data from the GOME-1, 
GOME-2 and SCIAMACHY instruments. It can also generate synthetic data for closed-loop 
retrieval testing. A contract change notice from ESA allowed the GODFIT team to participate 
in the SAUNA campaign in March-April 2006, and for this, GODFIT was given the 
capability to process ground-based measurements from instruments involved in this campaign 
(DOAS and direct fitting options are available). The ground-based facility has proven useful 
in other validation contexts. 

The initial GODFIT Phase A algorithm was written at SAO (Smithsonian Astrophysical 
Observatory) in 2003 in FORTRAN 77 on a Sun Unix workstation, and was transferred to 
PCs with Linux and Windows-based operating systems at BIRA in June 2003. The Phase A 
algorithms were then tested on whole orbits of GOME data, and linked to the validation 
software at BIRA. With the exception of the OCRA/ROCINN Version 2.0 development, all 
phase B work was done at BIRA. This includes the implementation of the T-shift scheme, the 
Ring correction LUTs, the earthshine shift fitting, new reference data sets, and the integration 
of the OCRA/ROCINN package. The whole package was re-organized and given a strict 
exception handling procedure. In particular, all input configurations, whether Level 1b 
GOME data or auxiliary FRESCO or ICFA data or variables to be assigned from the input 
configuration file, are initialized, then read from file as necessary, and then checked before 
the algorithm can proceed. LIDORT has its own error handling structure, which is 
incorporated in the larger whole. 

7.3.2. Performance issues 

In GODFIT, forward model simulations of basic radiances and weighting functions are done 
from scratch. For GDP 4.0, the entire 10-year record of GOME total ozone was reprocessed 
without the use look-up tables for fundamental RT calculations of air mass factors. Doing RT 
simulations from scratch is the time-consuming step, and this depends on the two 
discretizations used in LIDORT – the number of vertical layers and the number of discrete 
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ordinate streams. For a 13-layer Rayleigh-only atmosphere with 8 discrete ordinates in total 
(this is the baseline), a single LIDORT call will return the backscatter radiance and 
column/albedo weighting functions in a small fraction of a second. 

 
Figure 22. Resampling for a day of GOME orbits. Percentage differences between total ozone 
with and without optimal resampling as indicated. 

Based on these considerations, we make the following estimates based on the requirement 
that the data granularity is one orbit. We assume an orbit has ~2000 footprints, 90% of which 
are partially cloudy (requiring dual cloud/clear sky computations); there is a 10 nm fitting 
window containing ~90 spectral points. Further, we take an average of 3.5 iterations for the 
fitting, and assume the use of all three footprint geometries. Then we find that there are 
almost 4 million forward model calls to LIDORT during the processing of an orbit granule. 

Based on these numbers and on timing tests done at BIRS-IASB in September 2008, it takes 
about 3 minutes to process an orbit using the GDOAS algorithm, and about 40 times longer 
to process using direct fitting GODFIT. This is a reflection of the greatly increased number of 
LIDORT calculations. This is an order of magnitude slower. 

For GOME forward scan pixels, forward calculations are done using only center-scan 
geometry in order to save computing time. The associated small loss of accuracy for these 
pixels is acceptable. On the contrary, in GODFIT, all three geometries are needed to maintain 
sufficient accuracy for backscan pixels.  

At the 6th progress meeting in Brussels (17 December 2009), it was decided to omit regular 
backscan pixels in the forthcoming GDP5 reprocessing in early 2010; this represents about a 
40% saving in computer time. [In the past, there has been no significant use of backscan 
results]. However, larger integration time pixels over Polar Regions will be processed in 
addition to the usual 3 forward scans, The GDP5 default will use single center-scan geometry 
throughout. 

One way to improve the performance is to reduce the sampling by means of spectral 
smoothing. GODFIT has software to resample radiance and irradiance spectra, but this 
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requires a degradation of the resolution of radiance and irradiance spectra, and reference 
cross-sections as well. Smoothing is convolution with a Gaussian function (the half width is 
the controlling parameter), and for the sampling, a sampling step size is the other control 
parameter. The half-width and the sampling step must satisfy the Nyquist/Shannon theorem. 

An initial choice of optimal resampling has a half-width of 0.5 nm for the Gaussian, and a 
sampling step of 0.33 nm. Using these values, Figure 22 compares ozone results for a day of 
GOME orbits, without and with resampling using these two parameters. In general, we find 
that the impact is negligible at low and intermediate SZA, but clearly the resampling should 
not be used at higher SZA. For this example, processing time was reduced by not more than a 
factor of 3. Further work is required to establish limits here, and the exercise needs to be 
repeated with the T-shift option turned on. This issue has also been discussed in a recent 
paper from the 2008 QOS Symposium [Lerot et al., 2010]. 

Performance has been an issue in the choice of the ozone profile climatology. We have 
already seen an aspect of this in section 2.1.3 (Figure 2.3). There, it was noted that use of the 
“Mode 1” NNORSY profiles led to consistently larger iterations required for least-squares 
convergence in the inverse model. This is due to the lack of variability in the NNORSY 
derivative profiles (Figure 2.3, lower right) as delivered by the NNORSY extraction software. 
In September 2008, the calculation of NNORSY derivatives was changed to a finite 
difference method, with results now much more closely resembling the TOMS profile 
derivatives (Figure 2.3, lower left), and with concomitant performance now becoming very 
similar to that obtained using TOMS Version 8 profiles. 

7.3.3. Algorithm verification 

There are two main algorithm checks. The first is to make sure that LIDORT is delivering 
analytic Jacobians in the correct manner. We use finite difference estimates for this task, in 
which one parameter (the column or albedo) is changed by a small amount and the resulting 
change in simulated intensity is divided by the small parameter change to get a finite 
difference estimate of the derivative. A dedicated “weighting function check” module has 
been written for this task. 

The second verification is the “quasi-perfect” or “closed-loop” retrieval test. We first run the 
algorithm in non-retrieval mode to produce simulated radiances that are then converted to 
synthetic level 1b GOME data through the addition of measurement noise. Then we run the 
algorithm again, this time in retrieval mode, using these synthetic data as measurement input. 
Measurement noise may be added by hand or by means of an instrument model. If this is the 
only source of error, then the retrieval should return the “truth parameters” that were used in 
the first place to generate the synthetic data. The algorithm has a full capacity for this kind of 
closed-loop testing. [Closed-loop testing on the molecular Ring correction was done off-line]. 

7.4. The UPAS Installation 

7.4.1. UPAS implementation issues 

A schematic of the GDP UPAS environment is shown in Figure 23. The GDP has now been 
given the GDP5 capability in addition to existing features. The transition to LIDORT Version 
3.3 was completed in UPAS in autumn 2008, and was first tested on the GDP4 algorithm. 
Excellent agreements for ozone AMF values were obtained between results calculated using 
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Version 3.3 and the older Version 2.5. As part of the GDP5 implementation, a C++ interface 
for LIDORT was developed in 2009, and has now been completed and tested in the GDP4 
setting. GDP also has configurations for several inverse methods, and one of these has been 
chosen for GDP5 (section 5.2). 

Currently, UPAS runs on 5 eight core machines in parallel without essential slowdown, 
reading/writing products via NFS. GODFIT performance on this system should be the same 
as UPAS single processor performance (factor 40). The current single UPAS GDP4 
performance: 70 seconds for one GOME-1 orbit (including extraction); the estimated 
performance for GDP5 ~0.85 orbits per minute (~ two months for 65,000 orbits). 

The UPAS nightly build chain ensures continuous code quality and is completed at the time 
of writing. Basically, if there is a new SVN revision of UPAS, the chain should check it out, 
compile it, and process some products. It is implemented on the build host of the operational 
version, and it checks for errors, and will keep statistics about processing time and memory 
consumption. The chain can also be used to build branch revisions for comparison purposes, 
and to build past revisions for verification of specific code parts. 

 

 
Figure 23. Outline of GDP5 in UPAS. 

A number of possible performance enhancements for LIDORT are under consideration for 
the reprocessing in 2010. It is estimated that a 45% improvement can be obtained by 
optimizing the single scattering correction (SSCORR_OUTGOING) module inside LIDORT. 
A further 33% gain comes from optimizing LAPACK BLAS routines (by threading for multi-
core architectures and using CUDA/OpenCL acceleration). Other smaller levels of 
optimization can be applied to the eigenvalue routine ASYMTX, and to the initialization in 
BVP_MATRIX_INIT. In the longer term, LIDORT should be re-designed with accelerators 
and multi-core processing in mind.  

UPAS now has the ability to handle clouds treated as scattering layers (CAL) as well as the 
more traditional clouds as reflecting boundaries (CRB) method. CAL and CRB results have 
been compared extensively for GDP4. GDP5 will use CRB as the default. 
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7.4.2. Level 1 issues 

Although the Level 1 product has been standard for GOME for many years, there have been 
some changes in the last years which are worth noting here. In particular, there has been a 
change-over to angle definitions at the bottom of the atmosphere (BOA). In addition to the 
usual trios of solar zenith angles, viewing zenith angles and relative azimuth angles defined at 
the spacecraft and at TOA, these angles are now specified at BOA in the extracted Level 1b 
product. Also newly specified is the topographic height. Secondly, additional cloud 
information from OCRA/ROCINN has been added: in addition to the cloud fraction, cloud-
top albedo and cloud-top height (and errors in %), we now have cloud-top pressure and cloud 
optical thickness, the latter derived from a look-up table inversion [Loyola et al., 2009], and 
an indication of cloud type (based on the ISCCP classification). 

Thirdly, the degradation correction has been improved. Instead of an interpolating 
polynomial is time, the new correction is based on a look-up table of polynomial coefficients 
versus time, and uses the Savitsky-Golay algorithm for interpolation. Fourthly some unstable 
calibration lines have been removed. For details, see [Coldewey-Egbers et al., 2008].  

The latest Level 1 product is an input to the GDP5 GODFIT algorithm: GDP L1 version 4.00 
from 1995 to 2003 and GDP L1 version 4.03 from 2003 to 2011. 

 

7.4.2. Documentation and Imagery 

GOME documentation (including this report) and imagery can be found at 
http://atmos.eoc.dlr.de/gome 
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