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Introductory Note

Workshop Proceedings contain /Ullpapers on which presentations were based,
including those that were submitted but not presented. A few papers are
missing. Wehave therefore published only their presentation slides.
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Programme

EEOS Workshop 13-15 December 1994

Monday 12th December

18.00-20.00: Registration
at the registration desk in the Sala Ambasciatori, Grand Hotel Helie Cabala
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at the registration desk in Sala Ambasciatori, Grand Hotel Helie Cabala
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Welcome by Mr F Roscian, Head of ESA-ESRIN Establishment
Logistics and Workshop set-up (L Fusco)
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DANTE)
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Telecom Italia)
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Panel 1
EUROPEANDATANETWORKS

Rapporteur : Rupesh Paul

Objectives & Expectations

In the framework of the preparatory activities of the EEOS, it is considered important
to survey and consult with Member States on the current status and future plans
related to European Data Networks. In this context the overall objectivesof Panel 1
was firstly, to identify existing and planned national and trans-national data
networks and EO services in Europe, and secondlyto introduce the basic concepts of
emerging high performance communication technologies . With these objectives in
mind the Workshop (WS)was organised into specialist sessions e.g. Keynote (session
A) and Networking trends (sessionB). Whereas, topicsR&DNetworks in Europe and
European Information Initiatives were covered by sessions C and sessions D,
respectively.

Main expectations from this workshopwere to obtain a series ofpreliminary and
general indications ofthe state oftelecommunicationsnetworks and technologies;
networks for R&Dand other infrastructures; European Union's regulatory directives
to liberalise technologiesand markets and its special initiatives under the Fourth
Framework Programme. With these expectations in mind various experts were invited
to present their viewpoints and to comment in the sessionsmentioned above.

Someofthe theme messages whichhave emergedfrom the presentations are given
belowin order to highlight their relevancewith respect to the general expectations
from the Workshop.Whereas particular conclusionsare reported in the aptly named
last chapter :

DGXIII regulatory directives can be ofhelp in exerting someleverage with respect
to pricing ofcertain technologies .

Certain integrated broadband networking initiatives ofthe EU under the Fourth
Framework Programme can provide somespecial networking infrastructure in
someofthe Member States where they are being experimentedwith.

In the European context there exist several technologieswhich are available and
usable now . Beyondthe existing technologiesthere are other emergent, high
performance technologies where there are still openissues to be resolved .

National networks for Research &Developmenthave extensive and well developed
infrastructures which are available today. Pan - European networks for R&Dlag
somewhat behind their national counterparts but they are progressingwell.
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Inspite of the EU efforts to de-monopolise infrastructures, it appears that the PTTs
will continue to keep their monopoly on leased lines higher than 2 Mbit/s, well
beyond the deadline of 1998. Since Open Network Provision (it stands for the EU
policy framework for equal conditions for open and efficient access to and use of public
telecommunication networks and services) is not envisaged to cover these high speed
lines, their pricing might be strictly controlled by the PTTs. Consequently, the rate of
development of some of the emerging technologies, which use very high speed leased
lines for interconnection, might be retarded.

PTTs and PTOs have jointly embarked on Trans-European Backbone , Transmission
and Fibre Optic Leased Line projects which will further consolidate their monopolistic
dominance by offering one-stop shopping for all or nothing, in several EU countries.

Regulatory Aspects of the European Union

Some of the main pillars of these aspects which could certainly influence the EEOS
plans are summarised and commentedupon :

• liberalisation ofthe telecommarket and services
the framework for harmonisation, and OpenNetwork Provision (ONP) .•

In line with the liberalisation policies mentioned above several equipment and
services have already been de-monopolised.For the interest of the EEOS the following
can be cited :

• both the Public Data Services and Resale of non-voice lines became legally open
businesses in 1993.

• Satellite ServiceProviders will be open to competition as ofMarch 1996.
• The basis for ONP is to create conditions for open and fair competition to

guarantee non-discriminatory and equality ofaccess to telecomservices throughout
the Member States. In particular, there are directives for specific services e.g.:
leased lines (see also leased lines), Packet Switched Data Services (PSDS) and
Integrated Services Digital Network (ISON). These three directives were adopted
in June 1992 and each one aims at the availability of a minimum set of services
throughout the Union.

From the EEOS point of view the above three services, under the ONP, can provide
some leverage in terms of availability and pricing in many countries where they can
be adopted selectively as access or some form ofbackbone network.

There are other potential candidates for ONP Framework Directives for which studies
have been carried out and report published in July 1994, e.g. new types of access
network, including intelligent network functions and network management,

14



Broadband networks and Mobile services. A decision will be taken sometime for
applying ONP to these areas.

The ONP Framework Directive also set out the establishment of a mutual recognition
regime of declaration and/or licensing procedures for telecom services in order to
remove internal barriers to trade in services within the Union. This directive is
currently being discussed with the European Parliament and Council .

Fourth Framework Programme :High Performance Networking Initiatives

There are a number ofEU initiatives under way in RACE (Research in Advance
Communications in Europe) programme covering the field of Integrated Broadband
Communications (IBC).

Beyond RACE there is Advance Communications Technologies and Services (ACTS),
which represents a major effort to support pre-competitive R&D in the context of
trials in the field of telecoms during the period of the Fourth Framework Programme
of scientific research and development ( 1994 - 1998 ).

BINET is a project for linking four R&D centres in Portugal & Spain using ATM
technology. In the EEOS networking context such a project can be used as a high
speed hub for interconnecting to these R&Dcentres for data interchange.

SUNRISE is another projectwhich uses VSATtechnologyto link up someofthe less
favoured regions of Greece, Italy, Portugal & Ireland. This project can be used to
implement the EEOSaccesslinks from these countries.

There is yet another project called STEN (Scientific Trans-European Net) to
interconnect different locations in Portugal, Spain and Switzerland using satellite
links, which could give EEOS an extra set of access points and user interconnections
from these countries via a separate non-terrestrial means.

In the Trans-European Networks covering the field of integrated broadband
communications there is the TEN-IBCproject which involves all the parties e.g. users
manufacturers, serviceproviders cooperating to implement a trans-European network.
In line with its recent emphasis in existing network trends rather than begin new
ones, the European ATMpilot project set up independently by telecom operators is
seen as the basis for linking EU Member States into an initial broadband
infrastructure. There are other objectives set up in TEN project which, can provide
EEOS with a readily available system of infrastructure for interconnecting various
national networks into this broadband backbone . For example , after initial field trial,
expansion ofbroadband services at transmission speeds up to 2 MbitJs,34MbitJsand
155MbitJsfor interconnecting LocalArea Networks and, later on expanding them to

3
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small-to-mediumsized towns and cities. Such infrastructures couldbe equally useful
for EEOSuse.

There is also an important study project, started in November 1994, called
EuroCAIRN which has been assigned to the organisation DANTE (Delivery of
AdvancedNetwork Technologyin Europe). This project is for carrying out a study
which includes a survey of requirements, an examination of available technologies,
and developmentof an implementation plan for a high speed backbone service for
research overwholeofEurope.

Available Networking Technologies :

The available technologies of today are mainly narrowband including Packet
Switching, Leased Lines (upto 2 Mbps), Euro-ISDN, VSAT. As the evolving
technologiesmove towards broadband which covers Frame Relay, Broadband ISDN,
and SwitchedMulti.megabitData Services(SMDS),and to be based onAsynchronous
Transfer Mode(ATM)platform.Such evolution in network technologiesis in parallel
with evolutionfrom PlesiochronousDigital Hierarchy (PDH) to SynchronousDigital
Hierarchy (SDH) multiplexing technology.In this report we will examine them in
this evolvingorder.

Packet Switching (PS)

This is the most diffuseddata switching technologyavailable throughout the world.
It is available both nationally via Packet Switching Data Networks (PSDN) and
internationally as well . Tariffs vary from one country to another; the service can,
however,be made available at a short noticeby telecomoperators.

Its main limitations are that it is a low-speedtechnologyfor transferring packets of
data using lowspeed lines and virtual path (VP)connections.Its slownessderives also
from the fact that data corrections take place at every node and corrected
retransmission takes place beforethe packets are movedto the next node.Equally X-
25 (as CCITTgeneric standard number for PS it's known the world over) cannot
satisfy sudden and bursty computer to computer traffic due to its bandwidth
limitations and inherent latency . It is not suitable formultimedia traffic .
It is not suitable as access line other than for low speed usage only. However,
packet switching can be employedas a stand-by for certain data links in certain
countrieswhere it may be the onlytechnologyavailable.
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Leased Lines

A very high percentage of network interconnects,cross-connectsand access for data,
voiceand video is transported using leased lines. Thereforeleased lines(which are not
technologies)are essential elements for any network whether it is private, public or
for research and development.

A minim.umset of five leased lines have been stipulated under the Open Network
Provision (ONP) of the EU which should be offered under harmonised usage
conditionsand tariff principles to all the MemberStates. These are :

• two (ordinary& special quality) analogue leased lines for voiceband
• 64 KbitJs digital
• 2 MbitJs digital (unstructured)
• 2 MbitJs (with error-check) digital.

There are other leased lines e.g. 144KbitJs,n* 64Kbits/s,higher order 34Mbits/s and
140 MbitJsfor which standards are being producedby ETSI, although it is not the
Commission'sintention to add them to the minimumset listed above.

Loweringof someleased line prices wouldplay a catalytic role towards the emergence
of Broadband Backbone. Put simply, it means that if the pricing of higher order
(above 2 MbitJsand upwards to 140 MbitJs)leased lines are carefully tailoured then
we might be able to see the broadband being developed sooner than it would be
otherwise.

ISDN (Integrated Services Digital Network)

Integrated Services Digital Network is intended to cover a range of voiceand data
services and provide end-to-end data and voice traffic simultaneously on the same
links via the same exchanges.Although it has been available for sometime,it has not
becomeprominent due to lack ofmarketing and it is onlynow starting to emerge. It is
now available in a very large number of European countries and is being deployed
rapidly all over.

Main benefits from using a connectionmode service like ISDN is that it offers a
service that is priced on usage basis . Using a number of ISDNlines (basic rate is 144
KbitJs)in an aggregated manner, it can provide equally higher bandwidth up to the
primary rate.

ISDN- based technologies are advantageous for using as access lines only in those
countries where they are competitivelytariffed against leased lines ofsimilar speed.

17
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The main advantages are that:

• users can utilise multiple lines by bundling the basic rate ones
i. e. increase in bandwidth

• usage is paid for only during the duration of transmission ,and
• rapid connectivity using PDN ( Public Data Network ) is possible.

VSAT (Very Small Aperture Satellite)

Today this satellite-based technology can offer one of the most cost-effective ways to
transmit one-way or two-way to remote locations.

Although it is a very well established technology in the U.S.A., it has been very slow
to develop in Europe, not simply due to the merits of the technology in doubt, but
rather due to numerous regulatory and other obstacles placed by governments and
telecom operators. European Union liberalisation is scheduled for March,1995 which
will help overcome some of these obstacles.

Main advantages of this satellite-based technology are that it can support different
groups of users, it is boundary (international) transparent, cost-predictable and single
technology which can be used all across Europe :

• one-way VSAT: from one point-to-multipoint (for EO data directly from remote
sensing stations to multiple sites where databases reside)

• two-way VSAT: interactive data transmission with additional
broadcast,data/video/audio

• one-way video, two-way audio .

For EEOS, VSAT could provide a cost-effective solution. It costs less than leased lines;
it is readily available in all the European countries ; it can be set up pretty quickly.
However it does have some transmission delay drawback which should not be
overlooked. It can be used, nevertheless, to connect different inaccessible parts of
Europe where terrestrial lines are not feasible .

Frame Relay

A frame-based technology is much more efficient in providing bandwidth-on-demand
and can transport data much faster than the ubiquitous X-25. It is now available, to
different extents, in 17 European countries. Although it is not so abundant in some
southern European countries, nonetheless it has managed to become a viable
technology within a few years .

18
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The reason for the rapid growth of Frame Relay lies in its capacity to interconnect
Local Area Networks (LANs). It can handle also sudden demand for large amounts of
bandwidth for short periods of time. This feature known as bandwidth admission
helps optimiseutilisation and controlcongestiondue to peaks and troughs oftraffic.

There are still some very important issues to sort out before EEOS starts to use
Frame Relay even in someof the countries where this has been available for a couple
of years : a) clear pricing and tariffs ,and b) Quality of Service (Q o S) options.With
regard to the pricing policy, it is as yet unclear how a customer is to be charged :
based on, either accessline speedor bandwidth utilisation or partly on both ofthem.
Provided these issues are satisfactorily dealt with, then Frame Relay can be the
contender in the 2 Mbit/s league of line access and international conectionsin someof
the EU countries. It can serve equally for interconnecting EEOS LANs.

Like many other technologyforums Frame Relay has its own non-profit, worldwide
organisation. It supports marketing and education activities and produces
implementation agreements.

Emerging High Performance Networking Technologies :

ATM (Asynchronous Transfer Mode)

Basically it can be regarded as a multiplexing technologyi.e. very simply a technique
for sharing the capacity of a communication channel amongst its users. ATM's
strength lies in its ability to providevery high bandwidth instantaneously for 'bursty'
traffic while allowing other traffic to use the bandwidth between bursts. This
characteristics makes very efficient use of network capacity for a wide range of
communication services, especially data communications between computers, which
can be very bursty. It has other features whichmake it evenmore attractive:

• scalable : the same cellscan be sent at megabit or gigabit speeds
• predictable : since all cells are ofthe same length, a switch can schedule ahead and

guarantee delay ( important for voice& videotransfers )
• selectable: data, voice& videoservicesi.e. Multimedia.

There are someATMtrials currently being carried out and it is also on offerin a few
countries. But wider public offeringsof ATMhave still to go some way before being
made. There are still some technological as well as tariffing issues to be resolved
beforeATMcan be offeredwidely.

Service providers will be unwilling to put ATM tariffs at the same level as
conventionalcircuits (knownas Tariff Balancing) . EuropaNET gave an 'example'of

7

19



8

the cost of a 34Mbitis link - quoted by an unnamed PTO - which could likely be as
high as 17 times that ofa 2 MbitJsone !

Since ATMcan carry voice servicesjust as easily as data and video, the PTO service
provider will be undercutting its regular voice traffic if it were to tariff its prices too
low.Donot, therefore, expectATMto be 'reasonably priced' throughout Europe within
the next few years, a) before it has been made into a firm standard and, b) clearly
priced both for national and international usage .

ATM,'when' it becomesavailable, can be ideal as back.bonefor carrying large volumes
of data across Europe and this can be achieved through the current initiatives of the
Network Operators already under way (see ATMBack.bone).Herethe trials are being
aimed at checking interoperability between different operators' and vendors'
applications.

SMDS(Switched Multimegabit Data Service)

This is also a high-performance technologywhich can also be used for connecting to
ATMnetwork. The UK network for R&Duses SMDS technologyto interconnect its
network sites. Once again SMDS is a cell based technology like ATM. Unlike the
ATM, SMDS is a connectionlesstechnology.It can work from the El level i.e. 2.048
MbitJs to higher bandwidth e.g. 34Mbit/s,

Our comment: SMDS will take some time to be developed to its full potential and
offered at a 'reasonable cost ' both nationally and internationally . There is still no
indication as to when international SMDSwillbe available or what it is likely to cost.

The Internet

Internet is the most important network of networks. It started its life as a
interconnection of R&Dnetworks but also provides services to commercialusers.
Internet's global coverage provides links and interconnections to the Pan-European
R&Dnetworks like EuropaNET, EBONEand NorduNET. Internet should, therefore,
be regarded as one of the networks vital to the EEOS.
At present Internet appears - with its million ofusers and many tens of thousands of
interconnected networks and millions of computers - as the global network available
today.
Its internetwork services are provided through a series of Internet Service Providers
(ISP) who charge their customers on the basis ofbandwidth but not on the amount of
traffic they generate. Internet has established several sites throughout Europe (and
the world) called Distributed Global Internet Exchanges to offer to any other ISP to
connect their customers for interchanging packets ofdata at no additional cost.
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There is also a means of exchanging packets of data with any other network without
settlement, via its system of a " route of last resort ". Internet provides many forms of
value added services, from networked information services to 'simple' e-mail, through
PIPEX(UK),who install and maintain their customers' services. It does not have a
governing body or owner. There is, however, an advisory board and committees
centred around the Internet Architecture Board (IAB).
From EEO networking point of view, such offeringsas those from Internet should be
considered as a global networking option available today.

Networks for Research & Development

In the special session dedicated to Networks for R&Dthere were presentations both
from the national networks e.g. BELNET (Belgium);RENATER(French); GARR
(Italian); SWITCH(Switzerland); SUPER.JANET(United Kingdom- SMDSswitching
technology has been used there to interconnect 53 sites and it is operational as of
March '93); WIN (Germ.an)and,the Austrian data communications system forming
the bulk of the European national networks in this field. There were also
presentations from Pan-European R&Dnetworks e.g. : EuropaNET, EBONE and
NorduNET. There was also a presentation from Trans-European Research Backbone
study project called EuroCAIRN assigned to the organisation known as DANTE
(DeliveryofAdvancedNetwork Technologyin Europe).

Presentations from the above mentioned R&Dorganisations concentrated mainly on
describing each network in its geographical context and its nodes and interconnections
with other networks as well as operating link speeds and the services that each one
provides.Most of them also outlined their future plans for upgrading link speeds and
extending the coverageof their networks. All national networks are vital to EEOS &
its user communities since they already have network infrastructure with which to
provide many access and linking facilities to different nodes, and, to other networks
via some of their fellowpan-European R&Dnetworks . On the international level the
pan-European networks are strategically important for providing cross-border and
intercontinental connection links for EEOS. Both EuropaNET, EBONE and, to a
certain extent NorduNET, can therefore play a very prominent networking
partnership role in European Networking strategies ofthe EEOS.

Networks for R&Dprovide their well-established infrastuctures at non-profit prices to
research communities with gateways to other internet providers, both scientific and
commercial.Therefore, EEOS needs can be catered for - to a large extent - by these
established infrastructures.
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EuropaNET

It is run by the 16 -nation shareholding organisation DANTE.It provides, via its
European Multi-ProtocolBackbone (EMPB),guaranteed pan-European services
in availability and performance. It has also high-speed international links to the US,
NorduNET, EBONE, ESA&CERN.Apart fromproviding services to national
research networks it provides access or interconnection agreements with commercial
networks. Its charging policyis based on access capacity i.e. line speed and not on
amount oftraffic being transferred. All traffic is bundled and therefore no
differentiation is made between European and international traffic. Until recently its
maximum access speed was 2 Mbit/s and this is being increased to 4 & 8Mbit/s in
certain countries. It plans to increase these to 34I155 Mbit/s in the future.Its curent
intercontinental capacity to the US and to the global Internet is 5Mbit/s .
EuropaNET nodes are installed in each country and, each node location is connected
to at least two other node locations . Currently in Western Europe , The Nether lands
has a total access capacity of 5Mbit/s , the UKhas 4 Mbit/s ; Belgium,Switzerland,
Germany, Italy, Spain and the Nordic countries each has 2 Mbit/s access capacity.
There are also lower rate access capacities in other European countries .

It can be seen therefore that EuropaNET services fromDANTE are extremely useful
for the EEOS.Anetwork of such wide spread and interconnection nodes and by far
the largest Internet backbone can provide EEOSwith a ready infrastructure for inter­
connectingwith different R&Dand commercialnetworks.

EBONE

It is the European Backbone network dedicated to educational, research and
technologicalusage. It is another important network for R&Dwhich can be taken into
consideration for EEO networking strategy. EBONE provides internet backbone
linking all major R&Dnetworks in Europe, including EuropaNET, NorduNET,
RENATER (French R&Dnetwork), connecting all the EU, EFTA and five east
European countries; its high-speed link to the US is backed up via NorduNET. It
plans to carry out ATMpilots nationally and to interconnect it to the European pilot
study.

This Pan-European R&Dnetwork can be of equal importance to EEOS , because it can
provide interconnection to all R&D nodes in Europe and to the US through its
backbone and other high-speed links. Its major links are from Paris to: Geneva at 2
MbitJs, to Stockholm at 1 Mbit/s , to Vienna at 1 Mbit/s . Its access from Paris to the
US is 3.5 Mbit/s and also to the US via Stockholmis a 2Mbit/s with a redundant link
at 2 Mbit/s for re-routing in case offailure ofthe Paris to the US access.
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Network Operators' & PTr Initiatives

Severaljoint initiatives in pan-European context have already been started, namely :

High-Speed Transmission

METRAN (Managed European TRAnsmission Network) which has been jointly
agreed, in the form of a Memorandum of Understanding (M o U) by 27 Network
Operators, for building a high-performance transport network using Synchronous
Digital Hierarchy (SDH)transmission technology.Primary transport medium is fibre.
This initiative is an agreement to interconnect national infrastructures in a logical
manner by using cross-connectionsat gateways. This is a very important project
which when in place could provide a basis for building a wideband trans-European
Network.
Inter-operation between the PTOs is supposed to start duringmid-1995-1996.

High-Speed ATMbackbone pilot

13 PTOs have signed a Mo U to create an ATMbackbonewith which to start pilot
testing. Initial transmission is to be at 34 MbitJsprogressing to 144 MbitJsPDH and
therefrom to 155MbitJsSDH. Trials which have begun at the end of last year will try
out interoperability amongst vendors and operators and test applications using pilot
users. This project could become the basis of a Trans-European Broadband
infrastructure.

Fibre Optic Network for Leased Line Services

Five PTOs from the UK,F,D,I & E have already set up Global European Network
(GEN), a fibre-based service with which to provide leased lines up to 2 MbitJs. Its
nodes are based in Frankfurt, London,Paris, Madrid & Rome.One-stop-shoppingand
short waiting times are some of the advantages of this combinedcommercial leased
line serviceoffering.

These three combinedhigh-performanceservices, once all operational, could give the
PTTs and PTOs a virtual monopolyin access, switching and tranport facilities in a
one-stopshopping , in quite a fewEuropean countries. EEO communitieswill need to
take these initiatives into consideration in the light of costs and future networking
strategies specificallyforbackbonetraffic in Pan-European context.

ACTS/National Host Programme
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European Commissions actions or rather initiatives are governed by the principle of
subsidiarity. This means that the Commission will intervene where a pan-European
action is either necessary or appropriate. Areas where national actions would provide
the most suitable means is left to the nations. This principle of action has given rise to
the "National Host " concept as embodied under the ACTSprogramme. Each member
country runs its ownNH programme.

Here followsan example of the Italian experiment. The national programme in Italy,
called ITALHOST,which hosts experiments defined under ACTSas well as EU
specificprogrammes both national and international. Amongst others this three­
centred system experiments with ATMpilot and interfaces with most other European
hosts . Its accesspoints are located in Piedmont, Tuscany and Naples area.

Main relevance for a national host service as ITALHOST is that it can provide the
EEOSwith an opportunity to connect to the ATMpilot and use it experimentally to
transmit data for limited periods. This connectionfor trials can be further extended
to the Italian R&Dnetworks and, through them, to other national hosts across
Europe.

Conclusions

Although Panel 1 part of the workshop has produced a general picture of the ' status '
of the world of European networks in terms of technologies and the service providers
and a broad view of what to expect in the near future, the EEOS will still need to
prepare a future policy in whichwill figure the followingoutputs from the WS :

- the possibilities for using 64 KbitJsleased lines and basic rate ISDN (144 KbitJs)as
access links and LAN interconnections , and to use VSAT technology in remote
locations, in different EU and EFTAmember countries
- Frame Relay provides the technological choice now and for the near future to
interconnect EEOS LANS
- Pan-European and national networks for R&D are a vital element : namely
EuropaNET & EBONE as EEOS networking partners, and their national
counterparts respectively
- The Internet, as the network of networks, is to be considered as EEOS partner for
networks
- PTT and PTO initiatives such as METRAN,GEN & ATM pilot need to be watched
for valuable use as EEOS carriers of trans-European high-speed traffic.
- due to PTT monopoly,above2 MbitJsleased line prices are too high and are likely to
stay that way longer beyond the 1998 deadline .

On the basis of the future policy statement mentioned above, the EEOS Networking
Strategy for the period of implementation should be developed in general terms with
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enough safeguards built in to accommodate refinements brought about by
technological enhancements hitherto not anticipated.

Users of EEOS are the ones for whom the EU and ESA have embarked on the project
to make EO data easily accessible and readily available. Therefore, further results
from studies, now under way or to be started soon, need to be integrated into the
overall Strategy statement reflecting the requirements of those who need to use the
network. Furthermore, EU intiatives already started under the Fourth Framework
Programme need certainly to be taken into consideration as prerequisite inputs to
the overall development plan of the 'European Information Interchange Exchange'
that the project plans to create.

DG XIII intends to propose in 1995 a new ONP Interconnection Directive which
should establish clear, European-wide rules for the setting of access charges, including
ceilings on access charges, framework for negotiation and a mechanism for dispute
resolution (between the interconnecting parties). Such an initiative is welcome, for it
might help in realising 'the Exchange' more economically than it would have been
otherwise.

Abbreviations Used

PTO
PTT
CEO
ITU-TS
ETSI
EFTA
CERN

: Private Telecom Operator
Post Telephone & Telegraph
Centre for Earth Observation
International Telecommunication Union - Telecom Standards
European Telecommunications Standards Institute
European Free Trade Area
European Laboratory for Particle Physics
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Panel 2:
Earth Observation User Information Services

Rapporteur: Mark Elkington
Objectives and Approach

The overall objectives of Panel 2 were to review existing and planned developments of Earth
Observations (EO) user information services within Europe in the context of their impact on the
underlying network infrasoucture for the proposed EEOS initiative. Specific objectives of the
panel were to:

• review infonnation services at a generic level and specific EO information system
initiativeswhich could be of interest for the EO community

• review existing and planned national and European scale initiatives to improve
access to EO data and information from national, European or international sources

• identify major user needs for accessingEO data and related information

• refine the process for systematic and continuing consultation with representatives
from the Member States to ensure the fulfillment of end-user requirements in the
conception of the EEOS.

The expectation for the workshop was that it would provide an essential first step in starting to
establish a European wide consensus for the way in which EEOS might best facilitate the extended
utilisation of EO data at the regional, national andEuropean level.

Contributions were requested from a wide cross-section of communities who will be stake holders
in the EEOS initiative and were provided by research users, operational users, service providers,
national and other organisation representatives. Three sessions were organised to cover the views
of information providers (Session E), users (Session F), and national authorities (Session G). In
all three sessions the importance of recognising that information providers are very often also
intermediateusers of services from other data/informationprovider became very clear. This is true
for commercial, academic and governmental service providers.

Network Problems

EEOS is considered to be an EO data network. The use of the term network in this context has
several connotations:

a physical communications network view,

a logical view of the types of entity using the network,

a physical configuration view in which specific entities forming a current or planned
EEOS are identified,



the human or organisational network view which is concerned with the interaction
and collaboration of the people and organisations involved with the network.

All of these views of the EEOS as a network are interrelated. So in identifying network problems it
is inevitable that they will cut across these views of the system.

Several of the papers identify network problemswhich are preventing the wider utilisation of earth
observation data. Some of these problems will be significantly impacted by the improved
interconnectivity and interoperability (at a human and network level) that a successful EEOS would
be bring. Common problems identified by the participants included:

• lack of proven applications for the data,

• difficulties in finding out what the data can be used for,

• high price of data,

• incompatibility of data and user analysis/visualisationtools,

• incompatibility of data from different sensors and from other sources making
combination and comparison difficult,

• difficulties in locating specific data,

• data delivery via networks,

• data characteristics do not match specific application (e.g. resolution),

• copyright restrictions.

Not of all the above problems are related to European network services. The key problems in
network terms are:

• lack of on-line information and searching service

Few EO data sets are adequately representedby services describing their application
or detailed content. More services supporting both the major data set repositories
and the smaller value-added data sets need to be provided.

• resolution of incompatibility

There are a wide range of service interfaces and data types available in Europe. The
current network infrastructure does not support the resolution of potential
incompatibilitiesbetween the tools and service interfaces availableto users and the
services and data made available by service providers. This could be mitigated by
better on-line information, more conversion services, and uniform cross-service
interfaces ('one-stop shopping interfaces').

• lack of connectivity

Access to data and services on a European basis is severely compromised by the
lack of connectivity at a suitable bandwidth. While several demonstrations of
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improved access to data archives have been made within limited projects, this
cannot be effectively widened to the European and international community due to
the problems of connectivity reported in Panel 1.

End-User Perspectives

An important discussion at the workshop focused on who are the potential users of the BBOS. The
conclusion was that EEOS users were both end-users of EO and the providers of services on the
network; both groups need to be addressed in establishing the architectural, design and operational
concept for the network. The contributions from service providers made it clear that they would be
important users of some of the current services available from the large data repositories.

There were several end-user perspectives given during the meeting. Their concerns can be
summarised as follows:

• make it easier tofind out about and locate relevant data

The EEOS must make it easier to find out about data (and/or associated services)
which may be relevant to a particular application and also find the specific part of a
data set that is required. Searching for data will principally be using space, time
and quality attributes but other attributes will become increasingly important for
higher value services, e.g, coincidence searching between data sets or between
environmental phenomena and a data set.

• make it easier to get relevant data and to merge it with other EO and non-EO data
types

Once the data has been located then users want the capability to be able to precisely
extract the relevant data from the archive; i.e, not necessarily on a standard product­
by-product basis, receive it via electronic or mail delivery (depending on data
volume and application) and then merge itwith data from other sources

• known quality

The data and services provided within EEOS must have a known and documented
quality. Users are prepared to accept that there will be a very wide range of quality
of service on EEOS, but they need to understand when the quality characteristics
change as they move from service to service. Quality information must be part of
service and data advertisements.

• subscriptions

Users want to register an interest in a specific geographic area and/or phenomena
and then allow the EEOS network to inform them when either data and/or a service
of relevance is available. This is essentially a generalisation of the standing order
concept common in many BO ground segment systems.

Service Provider Perspectives
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The majority of 'user' contributions were in fact from potential or current service providers. There
was a consistent view that the general improvement of network capabilities within the context of
EBOS would help them in developing user based services. The difficulty of predicting the
evolution of communications network capabilities and cost over the next 5-10 years on a European
wide basis makes it extremely difficult to plan what level of service they should be targeting.

It is clear however that many of the current service concepts will not be relevant in an environment
where improved network services are ubiquitous. New user-driven services will be possible and
EEOS must not preclude these evolutionary changes in response to accelerating developments in
communication networks and other technologies to support searching and access of EO data. The
specification of protocols and interfaces for EEOSmust be sufficiently far-sighted and extensible to
support the unpredictable changes ahead. Even though the changes cannot be predicted it can be
assumed that there will be many types of service and this will require the networks and EEOS
infrastructure to be flexible to support many different types of service concepts, and evolvable to
take advantage of changing technology. Particularly challengingwill be the ability to provide this
flexibility and evolvabilitywhenmany of the component parts provided from current and planned
developments in EO services do not have these characteristics.

National Perspectives

The final perspective given was that of the national and other governmental representatives. The
contributions to Session G clearly demonstrate the wide range of national and regional activities
that are either underway or planned for the next 5 years. These represent the emerging signs of a
healthy user and service provider communitywhich must form a key part of the EEOS and be able
to take advantage of the cross-European collaboration that this program will engender. Although
there are many common aspects of these developmentsthey all have a local context to meet specific
local needs and to respond to the local technical environment in terms of network connectivity and
user expertise. Many of the national organisations reported problems with service connectivity;
either for making their services available on European or international basis or for accessing
services/data in other countries. An important consideration for EEOS will be how to support
wider interconnectivity and interoperability between these various activities, and with other
international service providers, while not constraining the essential local context of many of the
services.

The specific national contributionswere:
Austria

This contribution focused on the diverse and decentralizednature of environmental
agencies in Austria. To support these users EEOS must be able to scale to the
needs of divers and decentralizeduser communities. It was proposed that higher
level products/data be held locally; a district would be responsible for the data
relevant to their district The desirability of a subscription service was stressed to
reduce time consuming information hunting and to allow passive monitoring of
change.

Belgium
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The Belgian contribution reported the result of a survey of its user community. The
problems identified were reiterated in many other national and user group
presentations. Many of these problems were related to nature of the data/products
content and structure rather than the network access method e.g. quality control and
limited availabilityof geocoded products. In common with other contributions the
Belgian report recommended the establishment of data 'pools' of reduced cost or
free data for research purposes.

Denmark

The contribution attempted to define the Danish requirements in the future EEOS.
Accent was put on the possible use of European sensor data for monitoring of the
environment in Denmark and Greenland based on data acquired via EEOS. It is
expected that monitoring in the Greenland area will be carried out by institutions
placed in Denmark with communication of interpreted data to the area by suitable
data information systems.

Finland

The importance of EEOS supporting the needs of operationalapplication developers
was stressed. In summary these were improved applicability (higher level
infonnation products), availability, quality, response time, user customisation and
onwards dissemination of value added products through appropriate mechanisms.
The presenter gave current examples of work in sea-ice mapping, but also
mentioned national development in hydrological forecasting, crop yield estimation
and forest management.

France

The French Remote Sensing user community is rapidly evolving and progressing
with respect to Space Data utilization. From pure science to applied large scale
applications like geodesy, cartography or agriculture, operations are now based on
a coherent set of coordinated subsystems providing a completeend-to-end service.
The interaction of the French User organisations and the French Earth Observation
programmes was described.

Germany

This contribution described the development of the IntelligentSatellite Information
System and how its design responded to the decentralization of environmental
responsibility in Germany. The system is a central user interface which provides
local access to national archives and also interconnectionwith data held by NASA
and ESA. Current development is focused on making the system WWW
compatible and making it possible to include data from the GOME sensor and
Russian PRIRODA mission.

Greece

Earth Observation data is a valuable tool for monitoring the Mediterraneanregion.
In common with several other contributors this report emphasised that



products/services must be tailored to regional or application specific characteristics.
Examples were given of the connection between the use of EO data, Community
directives and local action plans for the protection of the environment

Iceland

Iceland has a small EO user community with six institutes using such data and two
institutes actively analysing the data. Key applications are oceanic research, glacial
movement, geothermal energy, volcano research and soil/vegetation erosion.
Although the conununity is small, the region of interest and economic importance
means that the potential for increased utilization of EO data is high. Coordination of
community and projects is a future objective within Iceland and the EEOS may be
an important catalyst for this.

Italy

ASI provided the Italian contribution. The various facilities for EO data reception,
processing and analysis were described and it is the intention to base new ground
infrastructure on the foundations already set by these facilities.

Norway

The Norwegian contribution also emphasised the importance of operational services
and particularly the requirements for applications which need near real-time data,
e.g, oil spill detection, ice monitoring, sea state monitoring, and ship detection. All
of these applications also have important needs for non-space data and the parallel
near real-time delivery of these data should be a critical requirement for EEOS.

Netherlands

The Netherlands Earth Observation Network (l\1EONet) project was described.
This is a national study looking at needs for data and information structure within
Europe. With the completion of Phase 1 the next step will be to develop a
prototype based on existing network capability. One focus of the prototype will be
atmospheric chemistry and specifically the processing and analysis of GOME data
from ERS-2. Another will be the water quality community, The need for
coordination between national developments such as NEONet and CEO/EEOS as
well as wider coordination with EOSDIS and BOIS, was highlighted.

Portugal

The Portuguese contribution summarized the work being done to connect the
network of Remote Sending Thematic Nodes of the SNIG (National Geographic
Information Systems). The main objective of this initiative is to promote the use of
EO data among the Portuguese research groups and institutes. Their plan is to build
the network on top of the RCCN; a national academic network. The focus of this is
higher level geographical information applications.

Spain

The National Point of Contact is the main contribution that Spain would make to the
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EEOS. Its current role and relationship to the BSA network was described. The
main problem reported by users was the high price of data, which is preventing the
wider application of the data.

Switzerland

The Swiss contribution highlighted the need for better storage and retrieval facilities
for EO data. They favoured the distribution of archiving facilities under the
responsibility of national authorities. It was postulated that new technologies will
permit extensive and sophisticated facilities to be developed inexpensively, but
sufficient funding must be directed to the transfer of important historical data to
these new archives.

Sweden

The large archives of BO data held at Kiruna were described as background to the
future Swedish plans to establish processing and archiving centres for the SPOT
VEOETATION andMERIS instruments. In addition an EnvironmentalData Centre
is being set up in Kirunawith the objective of making global and regional data sets
available to research and operational users. This centre will make full use of the
expanding network possibilities in Sweden.

UK
The UK contribution considered the issues related to why an EEOS was necessary
and what sort of organisations will be involved. The impact of these issues on
service providers and how they would want to interact with the proposed EEOS
was also described.

Common Issues to be addressed by EEOS

A clear consensus was achievedon the basic assumption that the EEOS concept should be one of a
service market place, in which providers bring services to the market place to meet user needs.
There were however many perspectives presented on how providers would respond to user needs,
and it is also clear that EEOSmust have enough flexibility to support a wide variety of operational
service concepts, provided by academic, commercial and governmental organisations.

The implications of this largely new and flexible approach to EO service provision, will be many,
but some key issues which need to considered in further development of the EEOS concept to meet
the user/provider needs and the national aspirations, described above, are:

• support a dynamic market place

EEOS must be able to support a market of service providers which will respond to
the user demand for services. This support structure must be flexible to different
service needs and evolvableto take advantage of technological change. The market



place must be sufficiently populated in the initial releases of EEOS to make it
attractive for user and service providers to begin planning in EEOS terms.

• multi-mission and non EO scope
The EEOS must have a multi-mission scope and support non-EO data sources,
particularly meteorological data sources. The addition of data and services from
future missions must not require significant architecturalor protocol changes to the
EEOS.

• interconnectivity of users and service-providers

EEOS must support interconnectivity between users and service-providers on a
European and international basis. It must also support the notion that a service
provider organisation will often be a user of other services on the network.

• interoperability of service (and data)

BEOS should support interoperability at both the service and data level. At the
service level the user should be able to access specific services with service
optimised interfaces and vocabularies as well as be able to access a service(s) which
provides a unified view of all the services and data on the network. This may
require the support for different, overlapping domains within the system which
have a subset of services and a specific vocabulary to provide an optimised
environment for a certain subset of users.

At the data level, EEOS must promote collaborationbetween service providers for
compatible data formats, and also the inclusion of sufficientmeta and ancillary data
with data so that tool developers have the opportunity to combine data sets in
intelligent ways.

• variability of service

EEOS must be able to support a wide variabilityof service on its network. This
variability will extend to infonnation models, quality of service, service
management principles, and service capacity. Not only must EEOS support this
variability, it must help the user deal with this variability in service, through
maintaining service information and characteristics in a form that can be used by
human and machine interaction with the network.

• flexible and open for user extension

As well as providing a dynamic environment for the inclusion and removal of
services on the network, EEOS must also support services in which users and
providers can extend services to more precisely meet their needs. For example,
some services might permit a user to be able insert application specific search
algorithmson an archive to extract all data of relevance.

• intelligent subscriptions

The EEOS must support intelligent subscriptions to data and services and other
mechanisms to reduce mundane information searching and particularly routine
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information searching.

• user controlled combination of services

EEOS should support users in finding a set of interconnected services that meet
their needs and combining them to perform a routine or unique process. Such sets
of services might be specific to a user or a group of users. In the latter case they
might form the equivalent of a 'distributed' value-added centre.

Further Analysis

The workshop also identified several areas where there clearly is need for further consideration and
reflection on a European basis. Perhaps the two most important relate to the impact of improved
networks on the way users will work and subsequently the types of services that might be offered
and the nature of standards for service applications:

Most BO users and service providers do not have access to high speed networks
with good connectivity, thus many of the contributions focused on incremental
improvements to current service concepts. The implications of improved networks
on the way users might work and how services might change as a result needs
further consideration. Although this will be hampered by the difficulty in predicting
what the future network capability and cost will be on a European-wide basis, it is
an important activity to provide input to the EEOS initiative.

Many of the contributions recognised the important role of standards in making
connectivity and interoperability achievable. Unfortunately at the application
service level many of the standards are inunature or are evolving in response to user
need and technological developments. There are several emerging standards that
might be relevant to EEOS and these need to be identified so that an understanding
of the implications and even the chance to influence their development is not lost.
Some examples of relevant emerging standards are CORBA, SQL3, OQL, Open­
GIS, SAIF, W3, etc.

Conclusions

Although this workshop represents an early step in the development of a consensus view on the
role of EEOS in developing the BO infrastructure with Europe, there were several conclusions
reached by the panel.

Perhaps the most important conclusion from the workshop is the need to establish a 'vision'
statement for the EEOS which documents the consensus view and is updated periodically to add
increasing detail and knowledge as the concept for EEOS is developed. This vision statement will
be a vital tool to 'test' the EEOS concept with users and service providers as part of the ongoing
requirements capture, and will assist in providing a framework for all future workshops and
consultative meetings reviews related to EEOS. It will also be useful to assess the impacts of
different concepts, different technologies and different management concepts.



The vision statement should reflect the following issues which are a generic summary of the issues
described above. The EEOS concept should:

• be a service market place in which providers can offer services and users can access
them using defined infrastructure interfaces

• support user/providers in dealing with incompatibility of data and services

• allow different qualities of service to be offered, but the quality should be made
known to users.

• reconsider impact of improved networks on the way users will want to access
services and the different types of services that might be needed to make optimum
use of the networks

• be able to accommodate change so that services can respond to changing user needs
and take advantage of new technologies as they emerge.
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THE EUROPEAN EARTH OBSERVATION SYSTEM ( EEOS)

P.N. CHURCHILL
European Commission
Joint Research Centre

Institute for Remote Sensing Applications
ISPRA, ITALY

Abstract

This paper is intended to outline the objectives of the European Earth Observation System ( EEOS )
a joint initiative of the European Commission ( EC ) and the European Space Agency ( ESRIN )
and specially the context, strategic orientation, objectives, foundation and in particular the network
and network services and user information dissemination with respect to this workshop.

Context

Data derived from Earth observation sensors are an essential source of short and long term
information invaluable to a wide range of research topics and thematic applications. Large volumes
of data have been collected on a European and global scale since the early 1970s.

By the end of the century the volumes of data availablewill increase by several orders of magnitude.
Planned polar orbiting satellites which include European, North American and Japanese initiatives,
should significantly increase the number and type of Earth observation sensors in space. New
technologies will lead to new applications, while new needs will lead to the definition of new
missions.

The present situation in Europe is that ESA has and will invest billionsof ECU in Earth observation
systems. It has, or will have a ground segment for each of its missions (ERS, ENVISAT), to which
the Member States of the Agency contribute. ESA has an agreement with the USA and Japan to
provide European users with data from many of their satellites.

However, by contrast with the investment in the space segment, the use of the data remains poorly
developed.
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In Europe data from space missions are currently handled on a mission specific basis. There is no
common approach to processing, managing or distributing these data. As a result there are often
incompatibilitiesbetween data sets from different satellites, and further incompatibilitiesbetween the
media and the means of accessing the data. This applies equally to relevant non-space data. Potential
European users of these data may not be aware that these data exist and existing users are often
hamperedby this lack of compatibility.

Strateeic Orientation

Europe has invested in the space sector, it is now essential to make full use of this investment.

The ultimate aim must be to support and enhance a healthy, flexible and self-sustainingcommunityof
users capable of handling large quantities of Earth observation and relevant non-Earth observation
data. To achieve this goal the requirements for information, and thus those of the user or client of the
system,must be fully addressed. The services provided must meet the requirements of the users, and
more importantly, the products must satisfy information needs.

The data currently supplied within Europe are generally only processed to a low level (for example
Level 1b or Level 2), with a few organisations generating ad hoc value-added products. The current
dedicated ground segments do not allow the user to access multi-mission services independently of
the operator of the space system.

Users also need access to data on a worldwide basis. The USA with EOSDIS, and the Japanese with
EOIS are developing the basis of a global network of information systems that will address this
requirement. Europe needs an equivalent system, connected to international networks.

So far in the European context no organisation has had the responsibility to promote and develop the
use of Earth Observation data, except in limited application fields as is the case of EUMETSAT, and
thus to process such data further, to add value or to ensure that once processed they are properly
stored, catalogued and put at the disposal of all potential users. This observation applies equally to
space-based Earth observation data, to ground data and to the associated ancillary data required for
further data processing or product validation.

The EC and ESA have decided to join their efforts to fill this gap; this initiative is the European
Earth Observation System (EEOS).



The need for ESA and the EC to work together on such issues was confirmed by ESA at its
Ministerial Council Meeting in Granada in November 1992, and by the EC at its Research Council

Meeting in April 1993. Joint effort at the European level helps to avoid duplication and

incompatibilities. A European level approach will also help to take into account the regional and

global dimension of some important application .

A European approach will benefit from the complementary and essential roles of ESA and the EC,

ESA as a provider of space data from its own and selected third party satellite missions, and the EC
as a major civilian user. Through this operation the two organisations will give Europe the political

weight to act as an equal partner in negotiations with the USA and Japan.

EEOS should aim to:

provide a framework within which all relevant elements within Europe may come together to

form a coherent whole that will make it easier to access and use the wealth of data and
information available;

encourage users to develop applications that incorporate information derived from Earth
Observation data;

ensure that services are in place that will make data and information available to the widest

possible user community;

consist of a distributed decentralised network that will, on the one hand, consist of a physical
network of facilities across Europe, and on the other hand will consist of a human network of
suppliers and users .

EEOS will be based on a partnership between the ESA and the EC, complemented by national
activities and the infrastructure and services offered by EO data suppliers, including industry,

intergovernmental Agencies and European parts of international organisations.

Foundation of EEOS

The EEOS will serve the user by providing services,data and derived information of relevance to a
given application area.
In so doing the EEOS will be :
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* driven by the requirements of the scientific , operational and commercial users;
* built upon existing infrastructure, services , projects and expertise;
* flexible;
* decentralised system;
* able to make data.information both available and accessible;
* capable-to stimulate the creation of information and high level products.

EEOS - A User of Networks and Network Services

In order to attain these objectives and to adhere to the fundamantal requirements, it is considered
important to survey the current status and future plans related to European Data Networks and
Earth Observation User Information Services. Hence this Workshop is the beginningof a continous
consultation and technical coordination meetings with technical experts of the Member States in
these fields.
The main aims of this preparatory activity are :
* the identification of the network and services context in which the EEOS will
operate
* the identification of possible actions needed to interconnect and integrate existing and planned
national & trans-national data networks in Europe.

The Workshop

As the very first consultation session the Workshop is aimed at conducting a survey of

* R & D and corporate networking related to Earth Observation in Europe

* networking trends in Europe

* EO user's and information provider's views.

It will indicate:

* and identify the context in which EEOS will develop and operate

* the means by which the networks and user information services will emerge to meet the EEOS
scenarios.
Objectives of the Workshop are:
*to review:

* generic information services



* European systems relevant for the EO community

* existing and planned national and pan-European scale initiatives to
improve access to EO data ;

* to identify:

* major user needs , both on a national and European scales , for accessing

EO data and related information ;

*to refine:

* the process for systematic and periodical consultations with Member
States' representatives concerning the design and development of future
Europe-wide distributed EO infrastructure.

A number of key issues will have to be considered e.g. :

* common network application protocols for interoperability of
information systems
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* Distributed systems with specific reference to user access and reduced
information search times

* volume of EO data from instruments with reference to their organisati­
on and structures to support efficient data transmission and delivery

* cost-effectiveness of the whole range of services comprising user and
operational elements.

EO User Information Services

A range of services are to be envisaged for the user communities to help, guide and maximise the
usage of EO data. A sample of essential ones are listed here :
*Interactive Services for:

- guides and directories
- inventories and browsing



- continue systematic consultations between network providers and EO users so that the network

service requirements of EO value added industry are properly fulfilled.

- ordering and data retrieval

*Non-Interactive (batch mode) services:
- batch mode is necessary for automisati.on of service requests installed at user site

* Data Dissemination Services:

- delivery of products to users via electronic mail or via the post

* Help Desk & Order Desk Services

* User Network Resource Services:

- user administration
- user to user communication
- network computing resources (access to distributed computing resources for special

usage).

*Future Perspectives:
In order to develop these services for full exploitations by the EO user communities, it is intended

to:
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The European Earth Observation System
Views from the Value Added Industry

Claes-Goran Borg
General Manager
StrategyDivision
Swedish Space Corporation

Mr Chairman, Ladies and Gentlemen!

This is the third time this year that I have been invited to give some kind of key-note
address to a Symposium or Meeting. At first I was flattered. However, I have now
understood that people that know me do not expect me to say something very
technically knowledgable or important. Still I am very often talking and asking
qustions - thus it is better to let him give a key-note address nobody expects anything
interesting from them anyhow.

Anyhow, from the vantage point of 20 years of experience in commercializing Earth
Observation and close relations with many of the key Value Added companies, I will
try to say something worth remembering as one view from the Value Added sector.

It has not always been easy commercializing Earth Observation. But it has given me
the possibility to see the problems from the point of view of the supplier, the Value
Added companies as well as from the users.

Well, let's come to the problem. I believe we are all up for a big challenge during the
rest of the century.

Up till now it has been an easy ride! From the early elated 70th when everything was
new and fantastic. Over the rather dull 80th when not very much seemed to happen
contradicting our hopes. To the present situation where the promised land is still just
behind the horizon.

True - much has happened - the technology and the methodology has matured.
Computers and GIS are here to help us. The Space Agencies' plans for the coming
years are truly impressing.

The Space Agencies have done their job. We have fantastic plans for marvelous
satellites giving us incomparable data. Now we have decided on the Ground Segment
for ENVISAT.

However, some sacrifices had to be done on the way:
*all satellites had to be "painted green" (even those already up in the sky),
* the satellites had to be expensive enough to satisfy the space industry, leaving very
little left on the ground,
* all nations - and some small like Sweden - must have their piece of the pie of the
ground segment. Maybe not an operational optimum - but a political,
*finally, big promises were given about applications and application needs that will be
satisfied. But there was regretfully no time to really ask the users.
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But why dwell on these pettinesses.

Back to the challenge. The Space Agencies have spend all their money. They have left
us with tremendous amounts of data. We must show that there is meaningful
information in these data. If not - there will be no more satellites.The back-lash will be
painful and we will all be out of jobs. And we do not have too much time.

We must develop routine applications of significant importance.And the truth is there
are terrifying few such applications today. The next generation of remote sensing
satellites will have to be payed by the users - like the meteorological satellites are
today. The users may be the scientific community (eg Global Change), the operational
public benefit users (eg environmental monitoring, sea ice mapping) or perhaps even a
commercial user (and I hope there will be more of those).

But how do we arrive at these applications?

Some years ago it was like building a house in the 19thcentury. You had to know
everything. Not very many houses were built. Today we can buy prefabricated doors
and windows at stores for building material. A similar devleopment is about in Remote
Sensing with myriads of datasets. And we are walking around in the store with the
only vision that we want to build a house.

But how should we start?

Definitely not by buying the building material, not with an engineer that makes the
drawings and calculations, not even with an architect's vision and paintings.
Presumable you start by asking the people that are to live in the house (the end user as
we call him), which are their needs?
*What functions (bedrooms, bathrooms, kitchen, patio)?
* How much are you willing to spend on your house?
* Big or small, practical or impressive, cheap or luxious?

And we are not only to build one house. We shall build a whole village on the ancient
ruins of Landsat and ERS-1 ground segments. So let us remember that the network
that we are talking about here is just like the infrastructure of the house. The electrical
cables, video cables, the pipes and arming iron that keeps it all together and gives the
possibilities for good functionality.

So my first essential point is: You do not start with deciding the infrastructure or
network. However, its basic structure must be decided early in the process when user
needs and functionality is defined.

Back to the problem.

We do not know who are going to live in our house and what is worse - they do not
even know that they need this new and better house. Therefore it is difficult just to go
out and interview people. Who are we going to ask? We just have some vague visions
to offer. We have no firm calculations. We do not know when it is ready, if ever we
start building it.



Would you sign up for a new house or even a small apartment under these
circumstances? I would not. Only the ones with no homes at all might sign. These are
the people under the bridges, les Clochards, and they do not have too much money.

Shall we build our house on pure speculation? Hoping that we are the best to know
how people would like to live in the next decade.

In Sweden a lot of companies in housing did this ten years ago. This resulted in
thousands of empty houses and the collapse of the estate market and bankruptcy for
the investors.

We can not do this within Earth Observation in Europe. There must be a better way
forward. I believe that the EEOS and CEO concepts are superb answers to this. I
congratulate the people and the minds behind. With this we have a framework idea
shared by many people all over Europe. This is a good vision.

As I read it we build small experimental houses with some common roles (or
infrastructure)
- one in Italy in marble with arcades,
- one in Scandinavia - a wooden cottage,
- an old stone house in UK,
- maybe an igloo for the Eskimoes,
- and a fishing boat for our Norwegian friends.

Here I am convinced that the Value Added industry has a very important role in the
design, construction and experimental phazes. The Value Added industry can be
substitute users. They know the user needs much better than the scientists and the
technicians and they mostly have a fair technical competence. The Value Added
industry can thus set up initial User Requirement. The Value Added industry can be
instrumental in setting up and initially running various user communities from
experiments through demo/pilot projects to the preoperational phaze.

We have seen this happen in agriculture with its depending on fast delivery. Coastal
zones monitoring would need even faster use of the data making electronic networking
a must. Forestry is an area coming with high data volumes and time series but less
stringent needs for quick delivery.

Environmental monitoring is a field we all believe will expand quickly,
• many kinds of datasets,
• many kinds of processing levels,
• many kinds of time constants,
• many kinds of end users from scientiest to operational agencies and government

ministries.

This makes environmental monitoring the ideal playground for experiments in Earth
Observation Data Networking. In Sweden we have realized this and we are just now
starting a big experiment in this field - the Centre for Environmental Data from
Satellites in Kiruna.

To summarize this part, I am convinced that the Value Added sector can be the
backbone when we start building the EEOS and define the networking that should go

45



46

with it. Bridging the gap betweeen the providers, the scientists, the technicians and the
users.

Needs of the Value Added sector
Let us now look from the other side. Which needs and priorities on the EEOS has the
Value Added sector. Of course this sector is not homogenious. On the contrary. But I
believe that many from the Value Added sector would share these priorities:

1 First make it simple and start with basics. To me that means stable standard
products from the providers. Well documented.

2 We also want guaranteed access to all commercially interesting data sources. And
with well defined Data Policy.

3 As the third step we want good tools for search and retrieval of data. That of
course includes guide and directory, inventory browse, ordering and
dissemination systems.

4 The need for electronic data distribution should not be overestimated. However,
its future use depends to a very hight degree on transmission costs.

But all this can be found in a study called GENIUS, read it!

Future role
I would like to end with saying something about the future role of the Value Added
industry. I believe we are in a transition phaze. Today it looks like in this figure.
Tomorrow I believe it will evolve like this.

Some Value Added industries will go into the data brooker category. Some we will
find integrated with the users. Some - and I do not believe they will be many more than
today - will remain Earth ObservationValue Added companies, mainly occupied with
methodology development.

This leads to my final conclusion and recommendation. There are no Earth
Observation data users - only people in need of information. Any network and
information service must be built with a good vision of the structure of the coming
marketplace.

To summarize the few points I have tried to bring forward:

• It is of outmost importance that we focus on developing volume end use -
otherwise there will be no more satellites.

• So go out and ask the end user what he wants.

• Develop user communities with various data and network needs. The Value
Added industry should be instrumenteal in this, bridging the gap between
providers, scientists, technicians and end users.

• The network is the infrastructure, important but just a tool.



• For the Value Added companies, priorities should be on stable standard products,
access to all interesting data, easy access to information and electronic transfer of
data.

• There are no Remote Sensing/Earth Observation end users, only people in need
of information. Any network must be built with a good vision of how the future
marketplace will develop.

So finally;

Lets not build a new Tower of Babel not even an Eifel Tower. But more of a living
village with organic growth, customized buildings for rich and poor, with big and small
houses and with a well adjusted infrastructure (or netowrk capability).

Because if we not build according to the users needs they do not rent our houses and
we will all be out of jobs. And I love my work. I believe you do as well.

With that, thank you for listening.
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User Service Concepts in the Earth Observing System Data
Information System

MD. Elkington

Earth Observation Sciences Ltd.
Broadmede, Farnham Business Park, Farnham, Surrey, UK

Abstract
NASA's Earth Observing System (EOS) is a long-term, multi-disciplinary research mission to study the processes
leading to global change and to develop the capability to predict the future evolution of the Earth system on time
scales of decades to centuries. The EOS Data Information System (EOSDIS) provides computing and data network
facilities to support the EOS research activities, including data interpretation and modeling; processing. distribution,
and archiving of EOS data; and command and control of the spacecraft and instruments. Its initial development will
be complete in 2002 and it will be operated and allowed to evolve for perhaps a further 20 years or more. Ultimately
its archive will exceed 15Petabytes, which will be divided into hundreds of distinct data sets distributed across nine
primary archiving and processing sites and many tens of secondary community research sites. Each of these sites is
autonomously managed within system wide mandates Enabling effective user access to these distributed data sets is
clearly a major challenge.

Although EOSDIS' functional scope in supporting global change research could be argued to be more limited than
the scope for EEOS. there are perhaps some important lessons in its architecture and design. There are some
specific features of the design which are particularly appropriate for the EEOS programme to consider for the
support the development of operational applications from earth observation data; as well as some important
omissions. Moreover it is generally accepted that the EEOS and EOSDIS networks need to be interoperable at some
to be defined level of service. An understanding of the EOSDIS architecture and resulting network issues are
essential in establishing an appropriate level of interoperability.

This paper outlines the factors leading to the current EOSDIS architecture and their impacts on the functions that the
infrastructure network needs to support.

1. Introduction
NASA's Earth Observing System (EOS) is a long-term, multi-disciplinary research mission to study the processes
leading to global change and to develop the capability to predict the future evolution of the Earth system on time
scales of decades to centuries (Asrar and Dokken, 1993). The EOS Data Information System (EOSDIS) provides
computing and network facilities to support the EOS research activities, including data interpretation and modeling,
processing, distribution, and archiving of EOS data; and command and control of the spacecraft and instruments.

Although EOSDIS will eventually contain an enormous volume of valuable Earth observation (EO) data, there are
other sources of information that are essential to the study of climate change. Of critical importance are holdings of
other Global Change agencies. such as NOAA. USGS, etc. and other international organizations. The Inter-Agency
Working Group for Data Management for Global Change Data (IWGDMGC) are currently in the process of
defining the Global Change Data and Information System (GCDIS) intended to provide linkages between data
services through a common set of interoperability services. NASA is actively participating in these efforts.
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In addition, there is also a growing interest by earth scientists in the possibility of developing information systems
for earth science data which not only encompass the existing major data repositories but also enables users to take an
active part in the information system, by providing data/services to the system. This concept, known as USERDIS.
seeks to encourage the maximum scientific return from the investment in data and information systems by ensuring
that the scientists are an integral part of the system.

Although NASA does not have the responsibility for developing either GCDIS or USER.DISit wants to make sure
that the development of EOSDIS can support both of these evolutionary paths. This implies taking an architectural
direction which ensures that EOSDIS can play a role within wider data systems and also identifying architectural
components which EOSDIS might contribute to these systems.

This paper summarises the results of NASA's architectural analysis for EOSDIS. It presents

• high level user issues related to a generalised data and information system

an outline of a generalised architectural concept which has been used to guide the specific
EOSDIS solution; it is stressed that the description here reflects an architecture which could
encompass GCDIS. USER.DIS as well as EOSDIS. and is therefore perhaps more applicable to
EEOS.

• a discussion of the key user service issues associated with the architecture which may be relevant
to.EEOS.

The focus of the paper will not be on the archiving, processing and DBMS technologies which will be employed to
realise the EOSDIS concept (e.g. hierarchical storage management systems, parallel processing environments, etc.),
but rather the intersite and inter-component architectures which are necessary to allow the distributed system to be
presented as a unified framework of services to potential users.

2. User Needs
The nature of the use of EO data leads to some key architectural drivers for a data and information network. These
are summarised below and described in more detail in NASA (1994b).

The organizations who will participate in the network are essentially autonomous entities, and the
architecture should intrude upon autonomy to a minimal extent. For example, the architecture
cannot dictate how organizations will manage their data, their networks, and their users internally.

Developing experiments, instrumentation, algorithms, and hence new kinds of data is an integral
part of developing applications for EO data. Different organisations and groups of users may have
valid preferences for different or new data formats and tools. The architecture cannot make
adherence to strict data interchange format standards or the use of specific tool sets a precondition
of network operation.

In developing applications, users often collaborate on projects and exchange information in many
different ways. The architecture should facilitate this kind of collaboration and exchange and
extend to new ways of collaboration which future technologies may enable.

Operational users and developers of operational applications may need the ability to reconfigure
the flow of data from acquisition site to user to meet quality of service requirements. For example
a non-standard feature identification algorithm could be inserted as part of the routine QA process
at a ground station with an event trigger to inform service subscribers when the feature is
identified.

Application expertise is distributed on a world-wide scale. The EEOS architecture should make it
possible to distribute the appropriate functions and data to where the expertise resides in Europe
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and to allow European experts to cooperate and collaborate with international experts whose
primary network is not EEOS.

Users would like to access EO information in many different ways. The architecture should
extend to new ways of data access which future technologies may enable. Data volume makes it
impossible today to perform large scale searches on data based on their contents, but the rapid
evolution of processing and storage technology may change that in the not too distant future.

The collaboration between geographically distributed users is limited by current communications
facilities to file and mail exchanges. In the future, it may be possible to exchange data in real
time, and view and browse them in a coordinated fashion while communicating annotations and
comments. Such developments will have a profound impact on how EO information is accessed
and used for research.

The focus for the EOSDIS development is supporting global change research, but EEOS has a wider remit and
particularly wants to support the operational application of EO data. Despite these differences of emphasis many of
the user needs listed above are highly relevant to EEOS

The generalised architecture must support both users and service providers. The users of the system want to be able
to find and access relevant services within the system as efficiently as possible. Service providers want to be able to
support the mission objectives in terms of capturing and maintaining the important data sets, and ultimately
providing the best services 1 possible to their user community. To achieve the latter goal each provider needs the
flexibility to organise their data and services in the most appropriate way for their user community and be free to re­
configure existing services and add new ones to accommodate new user requirements and/or new technological
capabilities.

This view of the two types of organisation involved in the network, naturally leads to a market place concept; EEOS
should provide a market infrastructure to which service providers can bring their services, and at which users can
discover what is available and select the service(s) which best match their needs. This concept is discussed in more
detail in the CEONet feasibility study (CCRS, 1994).

The principles that were used in defining the generalised architecture are listed below:

There will be considerable variety in the user objectives, missions and priorities. Users will also
be data providers.

• The architecture must not assume a common information model or management system. The
adoption of evolving standards should be encouraged within the user/provider community, though
this should be achieved through participation in the standards process by the organizations
involved rather than the development of specific standards for these systems.

• There should not be any restrictions on the number of providers, their location and the
data/services they provide. The system must be able to cope successfully with dynamic data and
network topology.

All responsibilities for system management or development policies and authorities will be
voluntary, though within a part of the system, such as a national network, they can be mandated by
some management authority. The architecture must therefore accommodate autonomously
managed provider sites and not assume a single management approach to development, operation.
user authentication or data protection. In particular the system should not depend on the
availability of network wide management information.

1 The concept of a service is synonymous with the concept of data, since data and information can only be
accessed through a service.
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The data management solutions should be scalable, and cost effective to scale. The design of
components should avoid limits on capacity which preclude low-end providers or restrict what
high-end providers can offer.

In this scenario of autonomous service providers, there will inevitably be the potential for
incompatibilities between the services available from the system and a user's query, or the tool
they are using to access the service(s). The systemmust recognise that incompatibilities will exist
and assist the user in overcoming them as effectively as possible.

The architecture must help a user work effectively within an environment characterised by
variability of quality in terms of responsiveness, reliability, accuracy. availability, and throughput.

From the above list it should already be clear that the architecture will need to support considerable heterogeneity in
all of its aspects (e.g. data model, interconnection, etc.). A primary objective of the architectural concept
summarised below is providing the ability for the user and service provider to deal with this heterogeneity
effectively.

3. Architectural Concept
This section will describe an architecture which follows the principles outlined above. The architecture will define:

capabilities which let a user locate, obtain or use resources which are available in the network (e.g.
tools and data)

features which would help a user cope with the ensuing problems e.g. of differences in data
formats, terminology. tool i/o requirement,

support functions which would make it easier for users to collaborate on application development

The non-specific form of the architecture was termed xnDIS in NASA's analysis (NASA, 1994a). This was the
basic architectural framework from which the specific EOSDIS design was produced (NASA, 1994b). The
architectural description does not imply an implementation, these decisions are ongoing work within the EOSDIS
programme. Much of the architecture could be implemented using likely developments in the World Wide Web
(WWW) and associated technologies, but there are several key aspects of the design for which the WWW is not a
good model.

The architectural description will also not specify which user services should be provided (e.g browse, process on­
demand etc.). The decisions on which user services to provide will vary for different user communities and will also
change over time as technologies change; user services which are technically expensive to support with current
technology will become feasible at some time in the future. The architecture described below concentrates on a
framework in which user services can be provided to a changing user community and can evolve as technology
develops.

A standard architectural division for EOSDIS is shown in Figure 1. It can be divided into three layers: the client
layer, the service provider layer and the inter-site architecture. Individual sites, which may host one or more of these
layers, are heterogeneous and autonomously managed.
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Figure 1 High Level Architectural Concept for EOSDIS

It exhibits the following characteristics:

• Object- and service-oriented architecture

Provider sites are characterised as a collection of objects with associated services. Users access to
objects through the inter-site architecture.

Extensible client environment

EOSDIS will provide some core client capability. The architecture provides an API so that the
community can develop more advanced or more specific client interfaces.

• Evolutionary approach to Data Management

The architecture establishes a vision for the required approach to accessing objects and services
through the inter-site architecture. Some aspects of this vision are still the result of research; but
the architecture is being organised to accommodate evolutionary changes.

• Logical Distribution of components

The architecture does not mandate the location of client, inter-site or provider site components.
Indeed it supports both transparent physical distribution and service migration. This enables
EOSDIS to respond to changing technical, organisational and political pressures.

• Site autonomy and heterogeneity

Each provider site can be different from the others and can operate autonomously as long as it
provides an EOSDIS compatible local site interface. This feature also allows the incorporation of
heritage systems

• Extensible Provider Network

EOSLtd page 5
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The architecture does not mandate that only DAACs can be providers. Any organisation can
theoretically join the network as long as it provides the local site interface. The architecture
supports domain specific representations of objects and services, and the development of new
types and services to meet specific user community needs. The inclusion of value-added providers
is especially important to be able to offload the very large education and library communities so
that they do not adversely impact the limited DAAC resources to support global change research.
New providers will be able to make use of EOSDIS developed components from which to develop
their own local services.

Since the architecture supports both site and client heterogeneity, the remaining description focuses on the
characteristics of the inter-site architecture and its interlaces to the client and providers.

Sections 3.2 through 3.5 describe the architectural elements and concepts of a network interoperability infrastructure
which allows research organizations to find and use data, algorithms, and computing resources in a data network.
The infrastructure maintains the autonomy of the individual organizations and does not force the adoption of a
particular set of standard tools and data formats. It is assumed that organizations which want to offer data or
services to the research community will cooperate in maintaining the infrastructure. and that some of them will
volunteer hardware resources to operate its elements.

Sections 3.6 and 3.7 describe architectural provisions which support multiple data access and search protocols. Such
capabilities are needed because sites will differ in terms of the search capabilities which they can offer, and because
those capabilities will evolve over time. An architecture which can only deal with a single. universal data search and
access protocol would stifle such evolution.

Names and identifiers are the key means by which things are references and located. Unfortunately, different
organizations, software packages, and operating environments use different types of names. Examples are file
names, image identifications, document titles. and mailing addresses. A network community needs a method of
referencing network resources with identifiers which can be exchanged easily. are applicable to all objects in the
network in a universal fashion. and can be used everywhere on the network. Section 3.8 introduces the concept of a
universal reference and explains its role.

The analysis of EO data often involves transferring source data from one site for processing to some algorithm
located at another site. Finding relevant coincidences of events often requires the concatenation of several such
processing steps. Section 3.9 generalises a capabilities needed for distributed searching into an intersite service for
executing scripts which spanmultiple sites.

In a large network. there are often alternative ways in which a set of intersite searches and data transfers could be
executed. The sequence of these steps and the locations where they are executed may have a significant impact both
on overall execution cost and total response time. Section 3.10 describes how the architecture supports network
components which can optimise execution sequence.

Correlating information across databases requires some measure of data compatibility. For example. the same
geophysical parameters may have different names in different databases or the same names may be used for entirely
different parameters. Sometimes, the differences may be significant, and at other times they may be so subtle that
they are irrelevant in a particular context. Section 3.11 shows how concepts like data dictionaries and vocabularies
can be employed to help users deal with these issues.

Lack of interoperability among databases also poses issues with respect to the execution of searches. A data
provider may not always be able to execute a search exactly as posed by the user. for example, because the database
does not support the necessary indexes. Users may not even be interested in only receiving responses which match
the query exactly. e.g .•when they do text searches. Section 3.12 describes provisions needed in the architecture to
help users deal with search accuracy.
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Once researchers have located a valuable source of experimental or theoretical data or information, they often want
to receive new releases of this data as soon as they become available. Not only would this be more efficient than
repeating the original search over and over again, the scientist also would receive updates on a more timely basis.
Similarly. if researchers use some service offered on the network. they would like to receive announcements of
changes well ahead of their implementation. Section 3.13 introduces the concept of a subscription service which
makes this possible.

Section 3.14 describes architecture concepts which deal with issues of tool and data interoperability. The XIlDIS
architecture does not prescribe a particular suite of tools or data formats. However. exchange of data between
programs will require format compatibility. and may involve format translation. Scientists will need to be aware of
data incompatibilities, and may require information which helps them with format conversion.

3.2. lntersite Services
XIlDIS is assumed to be developed from a number of individual system developments which will not be developed
under contract to some central design and development authority. Rather, they represent networks which are
intended to evolve through the voluntary efforts of the organizations which participate in and benefit from a unifying
XIlDIS framework. Organizations which want to participate in that system would use the framework as guidance to
determine what they need to do in order to make their information and system resources available to others and
connect their users into the network.

Achieving interoperability should not mean that these organizations must completely revamp their own systems to
comply with some common hardware and software specification. Rather, the architecture of the systems at each
location or site should be internal to that site and remain under control of that organization. As a consequence, the
XIlDIS architecture is mainly an intersite architecture. It defines rules and capabilities for interoperation among
sites, but does not intrude upon the site architectures except through the specification of interlaces.

Conceptually, XIlDIS sites can be user sites, provider sites. or both A provider site offers data and services to the
network community. A user site includes one or several scientists (or other kinds of users) who want to access data
and services which are available somewhere on the network. No assumptions aremade about the size of these sites.
A user site might include just one user or several thousand. A provider site might offer just a small database of local
in-situ measurements, or may manage several large archives of satellite image data.

Provider sites need to tell the network community what kinds of data and services they are offering. For example,
they may choose to make only a subset of their databases accessible to outside users. Users need to be able to find
out what resources are available on the network, where they are located, and how they can be accessed. Finally,
when users issue requests (e.g., to retrieve data from another site), the requests must be routed to the appropriate
provider and the results of the requests must be returned to the user.

These kinds of network wide capabilities are provided by the xnms Inter site Services which operate according to
the specifications of the XllDIS architecture framework. It is essential that all users and providers have access to
these services, but it should be irrelevant where the services are located. Typically, they would be at larger sites
which are volunteering their computing resources to operate the services for the benefit of the rest of the research
community. However, any site can host one or several intersite services if it so chooses.

A user or data provider site will interface with the xnnIS network through a Local Site Interface (in EOSDIS this is
known as the LIM - Local Information Manager). The interface decouples the internal access/archiving/processing
architectures and conventions from those of the network. For example, it would map the protocols which are used
by the intersite services into the protocols which are used at the site. The implementation of the site interface is left



to the organization at that site. Often, the organization will be able to adapt a site interface developed elsewhere; for
example by a central authority.

The remaining sections of this chapter introduce a number of intersite services and describe their functions, their
data requirements, and their place in the xnDIS architecture in more detail.

3.3. Advertising and Request Brokering Services
This section describes two key intersite services which are closely related. The first is called the Advertising
Service. It is used by providers to inform the rest of the network of the data and services they offer. The other is
called the Request Brokering Service. It refers requests for services issued by users to the appropriate provider, for
example, by routing them across the network.

There are several alternative methods which users could employ to fmd relevant data or services. The solution
which best matches the architectural principles described above involves routing requests in an intelligent fashion.
Information which describes a request (i.e., the Request Description) is matched against information which describes
the data and services on the network. and matching providers are selected to receive the request.

A possible approach for doing this is depicted in Figure 2. Providers advertise the data and services which they want
to make available to others. The advertisements are managed by the advertising service. Requests are sent to a
network component called a request broker. It uses the request description to query the advertising service and
redirects the requests based on the response. Alternatively, the request broker returns information about candidate
providers to the user. The user could save this information and use it later to issue requests directly to a provider.
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Figure 2. Interaction Between Request Broker and Advertising Service

The collection of advertisements which is managed by the advertising service is called the Advertising Directory.
Again, there are several alternative solutions to the management and distribution of this directory. For EOSDIS, the
advertising directories will be distributed to a number of volunteer sites, and that other sites would connect to one of
those sites when they need advertising information. Sites with requirements for high availability might provide
connections to several alternate directory sites or might install their own directory. The xnms architecture does not
dictate a particular distribution approach, but it specifies that the architecture must allow for any number of
advertising service agents, and that any site on the network must be able to become an advertising directory site.

55
EOS Ltd page 8



Directory Site

It is natural to perceive the advertising directory as a database which can be accessed in several ways. Some users
might want to view advertisements as textual descriptions of services and search them using a text search interface.
Other users might want to browse through advertisements in a hyperlink fashion, for example, in the style of the
World Wide Web (WWW), using some entry in the directory as their 'home page'. Finally, an advanced advertising
directory might have a knowledge representation of the advertisements, and may be able to match descriptions of
desired services or data against this knowledge. Therefore, an advertising directory should offer access via: text
searching, database querying, hyperlink style browsing, and possibly in the future information (e.g., knowledge)
matching.

The full advertising information must be accessible via any advertising service agent A site which decides to store
only part of the advertising information in the local directory must have provisions to answer queries about
advertising information it does not possess. For example, the site might automatically contact other sites
transparently to the requester. In other words, users should not have to be aware of any aspects of partial replication
of advertising data (see Figure 3).
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Figure3. ThereAre SeveralDistribution Possibilities for theAdvertising Service

Because of delays in propagating changes across the network, the information in an advertising directory may not
reflect the current network status in an accurate fashion. The architecture does not mandate that advertising
directories synchronise with each other in the style of database transactions. This is because there are many other
reasons why advertising data may be erroneous, for example:

providers may submit inaccurate advertisements;

providers may change their services but neglect to update their advertisements;

providers may disconnect from the network without bothering to remove their advertising
information; or

EOS Ltd page 9
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unauthorised changes in the advertising directory occurred.

Users of the advertising service must therefore be able to deal with potential errors. For example, a service request
may be sent to a provider only to be rejected because the provider removed that service. It is possible to design
some corrective mechanisms into the advertising service. For example, advertisements could be timed and removed
unless renewed before time-out. Request brokers could provide feed-back to the advertising directory about
unavailable providers and other errors. Such measures would improve the reliability of the advertising information
but it is evident that they would not completely remove the possibility of error.

In distributed, heterogeneous client-server systems it is often advantageous to differentiate between the generic
aspects of a service, and the specific system process which implements it. This is because the same service may be
available at several different locations and may have been implemented by several different programs. In the rest of
this paper, the instances of a specific service will be called the 'service agents'. Moreover, users do not directly
access services. They employ programs which act on their behalf. We will call these programs 'clients'.

A client, therefore, communicates with some request broker, which is an agent of the generic 'request brokering
service'. The request broker interfaces with some agent of the advertising service. Conceptually, it is important to
understand that the XIlDIS architecture specifies generic services, not their implementation. A given service may
have several different implementations, i.e., agents. For example, There may be several implementations of an
advertising service on the network, e.g., to accommodate different machine architectures or directory organizations.

The definition of the generic advertising and request brokering services requires that the xnms community achieve
agreement on their protocols and data, including for the following:

request descriptions and advertisements;

submittal of advertisements by providers;

removing or updating advertisements;

transmitting changes to advertisements between different advertising directories;

ways of presenting requests to a request broker; and

interface between request broker and advertising service to match request descriptions against
advertisements.

3.4. Service Descriptions
Advertisements need not contain a complete description of all aspects of a service. In fact, doing so might inflate
the size of the advertising service without a compensating payback. In general. advertisements only need to provide
the information needed by request brokers to determine the candidate providers for a request. There may be other
information which is not needed to route requests, but which clients might need to interoperate with a service.

As a consequence, the XIlDIS architecture defines the concept of a service description. Service descriptions may be
available upon request, but they are not necessarily advertised.

3.5. lntersite Search Service
The previous section presented intersite services for finding data and service providers in the network, and sending
requests for services or data to them. These capabilities are sufficient if the user is merely attempting to fmd
potential data sources based on advertisements. Once a data provider is located, the user can send requests for data
searches directly to that site.
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More often, however, users want to search for information which meets complex criteria. The user may not yet
know which site has matching data, or the search may require access to data at several sites. As examples. a user
might be looking for documents which discuss the use of particular instruments and their calibration; or they may
want to locate coincident in situ and remotely sensed data for a comparison study.

Advertising and request brokering service will provide insufficient support in cases where users want to perform
extensive data searches. Rather. users need a service which can locate relevant providers and determine how each
provider needs to be queried to satisfy the original search request The service should be able to do this for all types
of data available in the network. This section describes such an intersite service, called the lntersite Search Service.

The intersite search service handles a particular kind of service request called an lntersite Search Request. The
request defines the search criteria which are supposed to be evaluated, and the retrieval operations which are to be
performed against the matching information. Search requests are specified in a formal Search Language. and the
messages which are exchanged between the search service and its clients follow a Search Protocol.

The model for the intersite search architecture is shown in Figure 4. The following components participate in the
execution of an intersite search request:

The search requests are issued by a Search Client. The search client will have received the request
from some other program, for example, user interface software translating user input or a science
algorithm which wants to fmd satellite images in a remote archive.

The search requests are passed on to an lntersite Search Agent. The search agent takes
responsibility for executing the search. The search client can stay connected to the agent or
disconnect from it. It can check back regularly for results, or request that it receive regular
progress reports or notification of search completion. The intersite search agent will determine
which sites need to be contacted, and what portion of the search each site should receive.

Site specific searches are transmitted to Data Access Services. A data provider may offer one or
several such access services. Providers advertise their data access services like any other service.
The advertisements provide part of the information which the intersite search agent needs to
execute intersite searches.

The remaining components have been introduced earlier. The Local Site Interface connects each
data access service with the intersite network. The Advertising Service manages information about
the data access services on the network and their providers. The Request Broker routes the various
requests among the service. For example, the request broker could be used by the search client to
fmd an appropriate intersite search agent if that agent is not yet known.

Two other concepts are important; the Data Scope and the Search Scope. A data scope describes the data holdings
offered by a particular data access service, and forms part of the advertisement. A search scope describes the data
requirements of a search request. The search scope is matched against advertised data scope to determine which
data access service(s) are needed to satisfy a given request The data scope and search scope must contain sufficient
information to make this matching process possible.

The following are examples of the kinds of information which a search scope might contain:

providers (e.g., to direct search to particular sites with which the user has a service agreement);

databases (e.g., to restrict a search to a particular collection of documents); and

datasets and parameters (e.g .• to indicate which particular instruments and observational
parameters the user is interested in).
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Figure 4 The lntersite Search Service Supports Data Searches Across The Network.

Examples of data scope include:

databases (or named data collection) which are accessible at a site;

the datasets contained in a database and the parameters which they offer;

the schema of each database; and

textual descriptions for each database.

There may be several providers which can cover the scope of a search. In such a case, the advertising service will
return a list of data providers. It is also possible, that a search scope spans multiple sites, that is, no single data
access service has all the data needed to execute the intersite search request. In that case, the advertising service will
be unable to return a provider because the provider is not well defined.

Instead, the original request must be decomposed into smaller units called 'sub-queries' which can be allocated to
individual providers (i.e.•which do have a well defined search scope). The agent which breaks up a search must be
able to parse it. Thus. while request brokers need not interpret the requests which they are routing. search agents
may be required to do so. The process of decomposing a search and allocating it to specific sites is called 'search
planning'. It is typical for systems which include distributed databases.
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Figure 5 The lnterslte Service Plans And Executes lntersite Searches.

Figure 5 summarises the functions which an intersite search service may perform:

It might parse an intersite search request into individual components. The nature of these
components will depend upon the type of search language is not of relevance here.

Using the advertising service, it determines the providers for each query component For example,
the search may reference observations from several instruments, and the search agent may ask the
advertising service to name the data provider(s) for each.

Based on this information, the search agent develops a plan for executing the search. For example,
the search agent might recombine query components which reference the same data provider so
they can be sent in a single site specific search request.

• The plan is turned over to some execution monitor which dispatches the individual queries and
watches over their progress. For example, some later sub-query may require the result of an
earlier sub-query as input.

The result of the sub-queries are collected by a results manager. For example, a text search may
have been sent to several sites; the result manager would add the results sent by each site to the
combined search result,

Search clients can interact with the intersite search agent to determine the status of a previous search, or to obtain the
final or interim results. As Figure 5 shows, they actually interface with the components of the search agent which
monitor the execution of the plan and manage the results.

There are many issues relating to the intersite search agent which are discussed in the following sections.

3.6. DataAccess Services And Multi-Protocol Searching
Providers who offer data on the network must also offer a service for accessing this data. This is called a Data
Access Service. Data access services will vary in terms of their capabilities. Different access services may interface
to different types of search languages and protocols. Therefore, a provider needs to advertise the services which are
needed to access the data.

For example, one provider may simply offer a collection of files and brief textual descriptions for each. Since the
provider has a simple text search engine, the decision is made to interface with an intersite text search protocol (Pl.
e.g. Z39.50). The result of the text searches will be pointers to the files which can be used to retrieve them over the
network using an intersite data access protocol (P2, e.g. HITP). The provider will advertise the following:
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a brief textual description of the file collection;

the availability of file descriptions for searching via protocol Pl; and

the availability of file pointers and descriptions for retrieval via Pl. and of the files themselves via
P2.

On the other hand. a provider which offers an archive of satellite images, a relational database which describes and
indexes these images, and a collection of documents describing the calibration of these images would attempt to
advertise a more elaborate capability. The provider might decide to interface the document collection to a text
search protocol (Pl), the directory and inventory data to a data search protocol (P3, e.g. SQL3/RDA), and access to
the images themselves via a data access protocol (P2). To support the full scope of these capabilities, the provider
would advertise:

• a textual description of the document collection;

access to the collection of documents via Pl.

a textual description of the image database;

a list of the observations and science parameters available;

• a complete description of all the data which is accessible via P3; and

an indication that the image identifications returned by searches in P3 can be used for retrieval of
the images via P2.

The two examples illustrate the following. First, a provider does not merely advertise the data being offered to the
network, but also the capabilities of the access services which can be used to search and/or retrieve this data.
Second, the XllDIS architecture will offer several different protocols for data search and retrieval. Providers can
choose to which of the protocols they will interface, and indicate their choice in their advertisement. Finally,
providers can identify in their advertisements what data items or elements a user can search or retrieve, and can
indicate restrictions that may exist with respect to search capabilities.

Figure 6 illustrates the second example. In essence, the provider advertised three data access services. A intersite
search request which searches the directory and inventory data to identify relevant images and then wants to retrieve
the images themselves would have to be decomposed by the intersite search agent into two requests. The first would
search the directory I inventory database using P3. The second would use the result of the search to retrieve the
images via P2. This assumes that such a search agent is available. Otherwise, the user would have had to formulate
two separate requests.

It is conceivable that there is an alternate protocol (say P4) which allows for text and data searches, and can retrieve
and transport large images efficiently. In studying the available protocols and the issue of interfacing with them, the
provider may discover that an interface which connects relational and image databases to protocol P4 has already
been built, and that an interface between P4 and his text search engine is available elsewhere. The provider,
therefore, decides to build a single interface component, between the three databases and P4. As a consequence, the
three databases now would be advertised as a single one (Figure 7).
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'P1 'P3 'P2
Figure 6. A Provider Can Advertise Data Holdings Via Several Access Services.

lntersite Protocols

'P4
Figure 7. A Provider Can Front-end Data Holdings With A Local Search Interface And

Advertise Them Via A Single Access Service.

The software needed to interface local search and retrieval software to a specific intersite search and retrieval
protocol is called a Local Search Interface.
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It is apparent that a local search interface performs many of the same functions needed in an intersite search agent.
One would expect that components of an intersite search agent for a particular intersite search and data access
protocol could be reused to build a local site interface for the same protocol.

There is obviously potential for the simplification of the architecture if a single protocol could be used for all client -
agent - service traffic. Unfortunately there is no emerging protocol which is suited to all of the types of services
required to access EO data effectively. Even so the selection of a limited suite of protocols for EEOS will have
many benefits. Obviously lITI'P, or whatever that evolves too, is likely to provide the main protocol, but there will
need to be at least one more to support a more effective querying paradigm.

One of the examples in the previous section showed that a provider might partition data holdings in order to
interface them to different intersite protocols. It would be desirable to let users search and access this data via a
single request. This would offer certain conveniences to the users. It would also address the following problem. As
technology matures, the capabilities of the search engines used by the providers will change. As a result, providers
will change the way in which they offer the data on the network. In particular, the manner in which the data is
partitioned would change.

In a large network like EOSDIS and EEOS, users might be faced with such changes quite frequently. It would be
desirable to hide these changes, for example, by having intersite search requests span data partitions which interface
to different protocols. However, this presents the following issue: how would an intersite search agent handle such
requests?

Search Envelopes are designed to address this issue. A search envelope is a protocol which is used by a family of
search languages; and a specification which allows searches formulated in different languages to be packaged into a
single request. Moreover. the envelope would also support a small number of operators which can be combined
into, perhaps expressed in the form of an Envelope Script, which indicates how the results of the different searches
should be processed (Figure 8).

Figure 8. Search Specifications Are Encapsulated Into Search Envelopes.

An intersite search agent which receives such a search would only need to know how to parse the specifications on
each envelope (e.g., the search scope), and how to execute the instructions of the envelope script. It would tum the
envelope script into a plan for execution, but it would never need to 'open' the envelopes and look inside them.
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Rather, it would pass each envelope to some other component which can interpret its contents, for example, another
intersite search agent which specialises in the protocol contained in the envelope, or (more likely) a data access
service which accepts the requests contained in the envelope.

An example of this would be a coincident search involving a combined index search using SQL on a DBMS and a
content-based search on the data set itself using a provider specific tool which uses the results of the index search in
the criteria for the content based search (e.g. find all SST images which contain values less than 10 degrees C). In
this case there would be two envelopes; the one 'labeled' as SQL would be opened by the DBMS access service and
processed, the other would be opened by the provider specific tool and interpreted in conjunction with the results
from the SQL search.

3.8. Universal References
When users search for data, they don't always want to retrieve this data right away. This is because users often do
not know how much data a search will return, or how large the individual data objects are which were found by the
search. Instead, users often want to retrieve information which describes the data in more detail, and associated
references to this data which later can be used to access the data objects.

For example, a user may issue several searches to find satellite observations which coincide with a set of
measurements taken in a recent field verification. The user directs the searches to obtain summary data about these
observations. In the case of the satellite data this might include time of day, cloud coverage, resolution, quality
indicators, and perhaps a histogram summarizing the distribution of measurements.

The user may examine this summary information in more detail, and perhaps browse some of the images to select
the observations which should be included in the subsequent analysis. In the course of this examination, the user
copies references to data which are of interest to him into some common result set,

These data may have come from several different sources. The access protocols and requirements may differ from
provider to provider. Finally, when the user actually issues the search, some of the references may turn out to be
invalid, for example, because the data have changed location without the user being aware of it. It would be very
convenient if there was some uniform method of referencing all of these data objects. The referencing mechanism
should provide some protection against integrity problems. It should also hide the differing access requirements,
perhaps based on information which is stored with the reference.

A Universal Reference provides such a mechanism. The syntax and meaning of a universal reference follow
standard conventions which every component in the network recognises and supports. It encapsulates the identifiers
which are used internally at a site or by a specific service. This encapsulation is similar in concept to the query
envelopes discussed in the previous section.

At a minimum, a universal reference must identify the service where the reference can be presented and further
interpreted. It must be possible to locate and reach that service, i.e., the service must have been advertised. The
envelope may carry additional information, for example, it might specify:

a name (which is not relevant for identification but might help the user to recognise the referenced
object);

• authentication requirements;

• an expiration period after which the reference would be invalid, but which could be refreshed; and

an indication of the type of object being referenced.

The use of universal references is not restricted to data. In fact, a universal reference actually points to a service,
namely the data access service which can interpret the remainder of the reference. As a generalization, a universal
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reference can, therefore, point to anything - an object, a service, an action to be performed, etc. The reference
merely must enable intersite services to determine where the reference should be presented. Upon presentation, the
service which issued the reference is assumed to know how its contents are to be interpreted.

The Universal Reference also supports collaboration and work flow organisation. A set of different data items can
be identified by one user e.g an operational analysis set, or research data set. and given a Universal Reference. This
reference can then be provided to a program responsible for the operational analysis of the data. or in the case of the
research data set to all collaborators in the research program.

This concept is used in distributed hypermedia approaches, for example the and World Wide Web. It is clear that
hypermedia software needs to understand the concept of references to external objects, and that it may need
information which lets it interpret the information in the appropriate fashion (e.g., by dispatching a viewing program
for graphical data).

The Universal Reference is similar, but not the same as a Universal Resource Locator (URL) which are used in the
WWW. One key missing feature is the lack of persistence in the URL; the reference only works if the object doesn't
move. The work in the WWW community on URNs and URCs is moving in the direction of the Universal
Reference, and it is highly probable that these developments will form the basis for the EOSDIS universal reference.

3.9. lntersite Script Service
Section 3.5 introduced the concept of a search plan and explained the need for a component which monitors the
execution of that plan. Section 3.7 introduced the concept of search scripts in the context of search envelopes. The
two concepts are clearly related: an envelope script would have to be converted into some form of plan for its
execution; a search plan created by an intersite search agent can be viewed as a kind of script for executing sub­
queries.

In the most general case, a search plan will include:

queries which are to be sent to data access services on the network; and

operations which defme further processing on the query results. such as joining two results or
calculating summary information not provided by the access service.

The example in Figure 9 shows such a plan. The original query (Q)was broken into three queries (q1 •q2 •q3). each
intended for a different site. The plan also contains an operation to combine the results of the first two queries (o1 ).
The results of this operation and the results of the third query are then combined by the last operation (Oi) to produce
the final result.

Operations o1 and o2 cannot be sent to any of the data access services. Their execution support must be somewhere
else. In Figure 5-19, it is provided by the intersite search agent. This may not always be the best place. For
example, q 1 might fetch dates at which the ground temperature at some given location (based on local
meteorological observatioos) was below freezing all day; q2 might fetch SAR images for the same location. If the
purpose of o2 was to join on date (i.e.• establish coincidence), it would be better to execute o2 at the site of the
image archive, in essence combining o1 with q2.

From a general perspective, it makes no difference whether the qi and oi are operations inside an envelope or not,
because the execution monitor does not interpret them. It merely schedules each operation for execution as soon as
its inputs are available and dispatches the execution support for that operation.

65



Site 3

User

···············································~=~
·:·

Site 1

111111 ·· ····m·:·:-:·:·.:·.:.,.,t~~!h,

I
Site 2

-
···-----·--·=~~,,.,.Queries
____.Data
__ .,..•• Calls

Figure 9. A Search Plan Is A Script Defining A Flow Of Distributed Operations.

That is, the script must contain the information needed by the execution monitor to perform these functions.
However, it is irrelevant whether this information is part of the original envelopes sent to a search agent, or whether
it was created by a search agent during the query planning stage. For consistency, there should be a single format
for describing a script or execution plan and each operation they contain.

To accomplish this, the xnms architecture employs the method of envelopes introduced in Section 3.7. Each
'envelope' describes the requirements of the operation(s) it contains. The execution monitor uses advertising
information to determine what kind of execution support is needed to process the operatim(s) in the envelope and at
which sites it is offered. Of course, the necessary execution support might be available within the execution monitor
itself.

These capabilities are not really tied to search plans. They are useful from a general system architecture perspective.
Users might want to create a script to execute several intersite operations rather than specifying and executing each
operation individually. For example, a operational user might wish to set up an intersite process which retrieves
possible oil-slicks from satellite image processing at a ground station when they occur, obtains corresponding
meteorological observations from another site, routes both sets of data through some preprocessing, and fmally into
an environmental prediction model.

Therefore, the xnms architecture includes an intersite service called the lntersite Script Service this is known as the
Distributed Information Manager in the EOSDIS design. The scripts are executed by an agent of that service called
a Script Agent.. The origin of a script is not relevant for the agent. The intersite script service must provide the
following capabilities:

determine which services at which sites can execute a given script operation;

select a site and assign a script operation to it;
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label inputs and outputs and identify them to each operation; and

verify that the format and nature of inputs match the expectations of the services reading them.

3.10.Supporting Search Optimization
The previous discussions raise the following issues. A search agent may discover that the data requested by a user is
offered by several sites. A script agent which needs to dispatch an operation may be presented with several
alternative providers. How do these agents decide which of the alternatives they should pick? Moreover. a search
agent may have alternative ways pf decomposing a search. Which of these alternatives should it choose?

Wherever there is a need to decide among alternative execution strategies. there is also an opportunity for optimizing
the execution, for example. in terms of cost or response time. The XllDIS architecture does not prescribe how
service agents should perform optimization, nor whether they should do so at all. However, the architecture must
include provisions which allow the incorporation of components which perform optimization.

Decisions en execution strategy are performed at various layers (see Figure 10). Different layers might want to rely
on different information to support their decisions. While creating an execution plan, a search agent may want to
rely on size and cost attributes which have been advertised by the data providers. A script agent may find this
information insufficient and instead ask providers to supply quotes for the specific operations at hand. Finally. local
search interfacemay use private data available locally to decide en the best strategy for executing a query2.
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Figure10. OptimizationDecisions OccurAt Different Points In The ExecutionOf A Request.

2 Optimization also may require access to network information in general (e.g., connectivity to other sites or
network loading).
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The key issue. therefore, is to provide within the architecture, mechanisms for obtaining the information which is
needed at each point in the execution. The xnDIS architecture must provide at least the following three mechanisms
for obtaining costing support data3:

through advertisements;

in response to specific requests for cost data; and

in response to requests for quotes.

Much of the work oo query optimisation in heterogenous distributed databases is still the subject of research, the the
architecture must be able to support solutions as they become available.

3.11. Vocabularies and Dictionaries
When submitting searches across a network of data providers, there is always the possibility that the terminology of
the user and the target sites differ. The problem is pervasive in text searching and has been studied extensively.
However, the problem is not limited to text searching. Different databases may use different names for the same
science parameter, the same name for different parameters, or store similar parameters in different constructs. For
example, an oceanographic database may store the wind speed over the ocean as "wind speed", whereas some
meteorological database may contain a parameter "wind speed" in an array as a function of altitude.

The successful implementation of a general solution to the problems of terminology differences has eluded research,
but there are many approaches which can improve the situation. For example, some text search approaches give the
user access to a thesaurus so the user can identify the specific meaning of each word in a search. A provider of a
database of scientific articles might employ a thesaurus which reflects the terminology of that particular field of
science. Text search software would use the thesaurus to establish the meaning of individual words based on the
context of surrounding words (e.g., using 'semantic distance'), and then compare that meaning with the meaning
intended by the words supplied by the user.

Database queries usually contain constraints which relate some database attribute with some value (e.g.•wind speed
greater than 35 mph). Different databases may not only store wind speed under different names, they may also
employ different units (e.g.• mph vs. kmph vs. knots). or they may provide wind speed as part of some other
construct (e.g., a three dimensional wind vector from which horizontal air speed could be derived). As a result,
solving terminology problems in database querying can be even more complicated than in text searching and may
require elaborate mechanisms for semantic mapping.

To address these problems, we recommend that the xnDIS architecture employ the following ccmcepts.

It should be possible to formulate text queries in the context of a Vocabulary. and database queries
in the context of a Data Dictionary4• Search requests should be able to indicate their vocabulary or
data dictionary context. However, it should also be possible to perform queries outside a specific
vocabulary and dictionary context.

The architecture should support the coexistence of several vocabularies and dictionaries. It should
be possible to make them accessible to the network users, perhaps as a Dictionary I Vocabulary
Service.

3 Throughout this paper, the term 'cost' is used as a general measure of resource consumption, such as
processing time, disk space, network traffic, and amount of physical media. not just monetary value.
A Dictionary can be viewed as a kind of vocabulary.4
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Data providers should be able to advertise their databases in the context of some vocabulary or
data dictionary of their choosing. Their advertisements should be able to reflect that context, and a
mechanism should be available which allows users to retrieve that vocabulary or data dictionary.

These concepts are illustrated in Figure 11. The search interface software on the user's workstation has been set up
to use a specific data dictionary available on the network. It might use it to provide 'help' assistance to the user. set
up selection lists, or label menu items and input fields. When the search interface software transmits the search, it
inserts an identification of the data dictionary on the search envelope (e.g., a universal reference to the dictionary).

The components through which the query passes can make use of this identification. For example, the request
broker may be clever enough to route the search to a service which advertises that it supports this dictionary I
vocabulary. An intersite search agentmight compare the vocabulary used by the search with that of the site to which
the query needs to be sent and provide feedback about potential mismatch to the search interface and user. A
provider receiving that query might use the vocabulary information for the same purpose, or might translate the
search terms from the indicated vocabulary into that used internally at the site.

Interactive Interface

vocabulary
us«/

·~~ ~

mAI DDDXD
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vocabulary
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Figure 11. xno1s Supports The Concept of Vocabularies And Dictionaries

Data dictionaries may be available directly from data providers for their databases. For example, it may be returned
in response to a request for service description (see Section 3.4). Alternatively, a community of users may have
decided to establish a common data dictionary and vocabulary as a common reference base and provide access to it
as a network service5. The fact that the search interface software uses a particular vocabulary could be transparent
to users. For example, the community of researchers at a site may decide to set up their user interface such that it
uses that particular vocabulary by default.

The xnms architecture allows the use of vocabularies, but it does not mandate it. If a search is sent directly to a
specific provider without identifying a particular search vocabulary, that provider may interpret the terms in the

5 It is hoped that at least within GCDIS, Government agencies would mount a concerted effort to converge on a
common vocabulary. It would then provide an excellent reference base for the whole network.
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search verbatim. The provider may reject the search if any of the terms is invalid. or perform a translation - the
assumption is that the user has familiarised himself with the conventions employed by that provider. Network
components might assume that the user is aware of the potential vocabulary problems and not issue any warnings.

The availability of vocabularies makes it possible to implement elaborate vocabulary mappings within the network
components. For example, a vocabulary may defme relationships between terms, such as synonyms, antonyms, and
hypemyms (i.e., categorization). A science community may decide that providers should use these capabilities to
classify science parameters, e.g., into 'temperature', 'wind speed', etc. A local search interface might substitute the
appropriate type of wind speed in a query which simply references the class name; or it may interpret the search as
referencing any of the available wind speeds and return them all.

The use of dictionaries and vocabularies should obey the following rules:

There should be a common protocol for dictionary and vocabulary access. At a minimum, a
component should be able to retrieve the complete dictionary or vocabulary, and access the
definition of a specific term.

Dictionary and vocabulary references should be in the form of universal references (see Section
3.7). This allows any network component to gain access to the dictionary or vocabulary.

The references may point to a specific term. This allows any network component to access the
definition of that term.

There is no requirement that all network components must be able to read and interpret dictionaries, vocabularies, or
terms. The rules are meant to support those components which have this ability.

3.12. Search Accuracy
In a network environment like EOSDIS (and EEOS), users often submit queries before they know how well the
individual data providers can respond to them. The recipient of a query is often asked to process the query as best as
possible, rather than rejecting it because it cannot be evaluated accurately. These kinds of searches are known as
partial match queries. Examples include the following:

When users search the network for relevant data, they are often unable to provide an exact search
specification. This is because they do not know what exactly characterises the relevant data at
each provider. For example, in a text search, the user would include alternative phrases or words
describing the same concepts; in a database search, the user might want to try several different
names which he thinks might be used fa the science parameter he needs. Users will expect to get
some irrelevant material, and they are willing to sift through the responses.

When searches are submitted against multiple data providers, their capability to evaluate the
searches may vary. For example, a search may specify an irregular spatial region (e.g., by
defining its bounding polygon). Some databases may return data for some larger rectangular
region which contains the specified one; other databases may be able to evaluate the search
precisely.

The user may have specified a set of parameters for retrieval. None of the databases offer all of
these parameters, but there are several databases which contain various combinations. The user
wants each database to return whatever information it has that matches the query, rather than
having to specify a separate search for each database.

To assist users in the interpretation of a partial match query result, many search engines rate the accuracy of the
results and return the rating to the user. This is typical for text search systems, but it is unusual for database systems.
This is because traditional databases do not support the notion of partial match searches and a reference model for
rating accuracy is not available.
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Data providers may decide to ignore partial match requests (i.e .• reject them) or process them in a literal fashion.
For example, data providers typically will use a local search interface (Figure 4) to translate incoming searches.
The design of the translator will decide how partial match queries are handled.

Leaving the decision as to how to interpret partial match queries to the data provider is reasonable. Users already
need to accept the fact that different providers will perform partial matches with different levels of accuracy and
skill, depending on their internal capabilities. During the translation however, providers can and should derive an
estimate of search accuracy. The xnDIS architecture should permit data providers to transmit these estimates with
the search results.

Intersite services must maintain the integrity of the feedback options. Client programs (e.g., user interfaces) can
then use the feedback data to rank results on the screen, display comments, and highlight or otherwise mark rows or
objects in a result. An intersite agent which manipulates search results may use query feedback to compensate for
inadequacies in the local systems. For example, the agent may clip the result into the requested spatial region.

3.13. Subscription Service
Once a user has found a source of data useful for their application, they generally will want to stay current in terms
of new data which the provider may bring on-line. or changes to data which the user has retrieved.

Most current systems. with the exception of standing orders, would require that a user repeats queries to get recently
added information. This is clearly not practical for operational applications. It would be extremely useful to be able
to inform all interested users when a processing algorithm detects a specific phenomenon in a newly acquired image.
Another example, would be a user requesting to be informed each time a new product is produced for a specific area
of interest.
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The XllDIS architecture supports this by allowing providers to offer a Subscription Service. When a provider offers
a subscription service, users can indicate their areas of interest. and then receive notifications of new information
items in those areas. When users retrieve information items. they can indicate that they want to subscribe to changes
(i,e., future releases) of that item. This concept is extremely powerful and in EOSDIS will be used for much of the
normal management interfaces as well as a user service (e.g. one site will place a subscription on another to be
informed each time the processing plan changes).

Figure 12 illustrates the operation of a subscription service. A subscriber formulates a subscription request for a
specific data provider and submits it to the intersite services. The request is routed to the provider. The provider
files the subscription and as the changes to the data occur, sends notifications (or the data itself or more likely a
Universal Reference to the data) to the user.

The subscription request can identify a recipient different from the user (via a universal reference). For example, the
new data could be shipped directly to a program which might analyze the data and inform the user only if new
patterns are found.

From a user perspective, the advertising service is a data provider: it contains information about the services and
data on the network. Therefore, the advertising service should accept subscription requests, as well. Users might
subscribe to the advertising service if they want to be informed of new services and data appearing on the network or
if they want to receive announcements of planned changes. regardless of provider.
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Data Provider

Figure 12. xnDIS Providers CanOfterA Subscription Service

3.14. Tool And Data Interoperation
The previous section presented an example in which a subscription service routed data newly acquired by the
provider directly into an algorithm at the user's site. The user site would have to provide a mechanism to dispatch
the algorithm. Presumably. the universal reference which the user supplied for the algorithm actually points to this
program launcher and would contain the identification of the program as internal data. The launch mechanism
would also have to be able accept the input data, or perhaps open a pipe to this data using a universal reference
provided by the subscription service. These capabilities have been postulated in earlier sections, for example, in
Section 3.9 they supported the intersite script service.

There is, however, yet another important aspect to this exchange. The data provided by the subscription service
must be compatible with the tool requirements in type and format, or the tool will not be able to process the input.
For example, a browse tool may expect a single image with eight-bit pixel values, and instead be presented with 36
registered images, each with ten-bit pixel values. Moreover, the subscription service might have been able to deliver
the data in the right format, had it only known what the tool's format requirements are.

In response to these problems, the XIlDIS architecture should support the concept of Data Format Profiles. The
purpose of a profile is to characterise those aspects of a data object (or collection of data objects) which are relevant
to data interchange. For example, a profile might include the following:

data classification;

format classification;

format subtypes;
format version;

physical encoding (e.g., ASCII, IEEE floating point); and
instructions and comments.
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The syntax of a data format profile must be common across the network. It must be described in a language which is
extensible. The meaning of the keywords and keyword values must be agreed upon within the user community.

The main pwpose of format profiles is to enable:

providers to advertise, if they so choose, the formats in which they can provide data;

programs and users to indicate the format(s) in which they want data. e.g.• as a list of preferences;

a data transfer to indicate the format of the data being transferred.

Although the format profile specification must follow a common convention, not all network components need to
understand all specifications. Typically. the profile provided in a request would be matched against the profiles of
the formats in which the data can be made available to determine whether format compatible interchange is possible.
Profiles also might be used to determine whether there is a conversion which can take an available format as input
and produce the requested format as output. For example, if a request profile specifies a keyword 'xyz' which the
provider cannot interpret. the provider would assume that it cannot provide the data in the requested format. and
might respond with the format profiles it does support

3.15 Site Capabilities
The preceding sections presented features and components of a data network architecture which was the guiding
model for the EOSDIS design. The architecture responds to many user needs. but not to all of them. A number of
them are related to capabilities which are internal to a site, or to the internal design of intersite components and are.
therefore, not part of the intersite architecture:

Supporting contents based searching of earth science data: This is an important. but very
challenging requirement which will be increasingly expressed by users, i.e the archive is seen as a
single DBMS which can be queried like a GIS. While it is difficult to support on major archives
with today's technologies, the question is not if this capability will be supported by data providers,
but when. The xnDIS architecture is insensitive to the issue at the level defined in this study.
However, it will require a search language in which content searches can be expressed. The
architecture provides the facilities needed to implement such a language, e.g.. schema
advertisements and data dictionary services. It is up to providers to determine whether they can
offer the capability at their site.

Support for site management: How a site manages its resources and protects them against being
overrun by external users is a site-internal decision.

Data protection: The mechanisms which a site employs to protect its data resources are
determined by each site individually. The xnDIS architecture must provide 'hooks' within its
protocols to support exchanges between users and providers which may be needed (e.g., for user
authentication or conveying copyright information). and should provide support for encrypting or
crypto-sealing messages between users and providers.

Collaboration support: It is likely that future networks will provide support for multi-media
communications. Examples are desktop video-conferencing and the concurrent manipulation of
display objects from multiple sites. The corresponding capabilities and interoperability protocols
will be driven by the commercial vendors and the standards they adopt. The architecture presented
in this study does not conflict with these developments, but will allow their insertion at the
appropriate point of maturity.

Service guarantees: The negotiation of service characteristics is a common feature of most client­
service protocols and should be adopted by the xnms architecture to support operational
applications. However. the extension to more general performance characteristics such as



throughput and response time is not currently supported by most products and is an open issue6.
In a large data network, many components participate in the delivery of a service. Architectural
provisions needed to support the allocation of throughput and response time requirements across
components in an intelligent fashion will require additional research.
Openness To Application Methods The architecturemust be open to extension in many areas, but
particularly in its ability to support new application specific functionality e.g new retrieval
algorithms, data type services etc. The architecture is designed to support the dynamic addition
and removal of services but also has some other features which are important (see Section 4.3)

Technology Driver Importance

4. EEOS RELEVANT FEATURES
NASA has taken the general architectural concept described above. and interpreted it in terms of the EOSDIS
project. The EOSDIS design (NASA, 1994b) identifies specific components to provide the capabilities outlined
above in the intersite architecture and to provide the basic reception. archiving, processing, access and distribution
functions at each of the service provider sites. This section deals with some of the issues that faced the designers in
this activity.

It is stressed that the design solution adopted for EOSDIS is only one of several possibilities. Its solution is rather
complex due to some of the sophisticated services that the user community require to facilitate the intensive global
change research. Other solutions could be significantly simpler; indeed it would be possible to map much of the
above functionality into likely future WWW capability. It is likely that EEOS will be some combination of WWW
like capability and more complex services; the exact mix being dependent on the types of services to be offered to
the community and the quality of services provision made for each.

4.1 Interconnection Architecture
The architecture described in Section 3 and other EOSDIS requirements implies that the following features be
enabled through the mechanisms used to connect providers to users (service provision), users to users
(collaboration). and providers to providers (processing dependencies). These features are discussed further in a
working paper on the selection of the communications and systems management architecture (NASA, 1994d).

Synchronous lnterprocessing
AsynchronousMessaging
Static Invocation
Explicit Static Binding
Implicit Static Binding
Directory Service Scalability
Naming Service
Security Service
Object Technology
Time Synchronization

6

basic distributed processing requirement
provides efficient utilization of client resources
another basic distributed processing requirement
enables direct client access to remote services
enables client access to services without a-priori knowledge of service location
provides graceful growth of directory elements through ecs lifecycle
enables extension of directory service for identification of remote objects
inhibits unwanted intruders - protects resources
essential enabler for advanced distributed and collaborative processing
essential for correlation of events across sites

The Open System Foundation (OSF) currently has such capabilities on the evolution path of its Distributed
Computing Environment (DCE).
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Multivendor Interoperability

O/S Transparency

Event Processing

Concurrency

Internationalized Security

Multiple Language Support

Legacy Server Integration

Dynamic Invocation

Dynamic Load Balancing

Request Brokering

Server Export/Scaling

Real-Time Collaboration

Trading

Federation Transparency

provides flexibility and evolvability over ecs lifecycle

enables technology migration to advanced o/ss

provides efficient distributed processing of all events and error conditions

increases utilization of system resources

enables international security extensions

provides application developer flexibility and support for legacy code

enables reuse of existing applications with minimaltransition difficulty

enables client access to services without a-priori knowledge of the service
existence and service access operations
provides efficient assignment of system resources and improves performance
essential enabler to carry out distributed processing operations with minimal client
burden
provides for advertising of services
enables user to user direct interaction
primary client interface for service negotiation (import) and naming access
true open distributed processing hallmark - enables large-scale interworking

A number of options were considered. The best fit was COREA 2 as recently specified by OMG (Object
Management Group) which extends the original COREA Object Request Broker model to interoperability between
different ORBs. This encapsulates some key features that are valuable in the EOSDIS architecture (see Table 1).
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Table 1 Comparison of Features in Different Interconnection Approaches
Technology Drivers EOSDISVO DCE Object Ext. CORBA

DCE
Synchronous lnterprocessing ../ ../ ../ ../
Asynchronous Messaging ../ ../ ../ ../
Static Invocation ../ ../ ../ ../
Explicit Static Binding ../ ../ ../ ../
Implicit Static Binding ? ../ ../ ../
Directory Service Scalability p ../ ../ ../
Naming Service p F F F
Security Service p ../ ../ F
Object Technology ? p p F
Time Synchronization ? ../ ../ F
Multivendor Interoperability ../ ../ F
O/S Transparency .../ .../ F
Event Processing p p F
Concurrency .../ ../ ../
InternationalizedSecurity F F F
Multiple Language Support F p F
Legacy Server Integration .../ F
Dynamic Invocation .../ ../
Dynamic Load Balancing ../
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Request Brokering ../ ../
Server Export/Scaling p F
Real-Time Collaboration p F
Trading ?
Federation Transparency ?

[Key: ../- compliance P - partial compliance F - future compliance ? - incomplete information]

Unfortunately the CORBA specification and subsequent development is not sufficiently advanced to support at least
the first two releases of EOSDIS and perhaps the third. Thus the EOSDIS program has to consider a technology
migration problem within the core of the entire system. The chosen approach is to identify the minimum number of
types of interconnection interface and to provide a stable interface for these for application developers based on the
CORBA IDL. These will be implemented initially in an 00 form of DCE and then migrated as mature commercial
products for CORBA 2 appear. This decision is being readdressed in the light of OMG selecting a non-DCE based
solution for CORBA 2, but is likely to remain the chosen approach even though the rework between releases will be
higher than if OMG had chosen a DCE compatible approach.

4.2 Schema Management
To allow intersite services to work as described in Section 3, it is essential to define a mechanism by which the
schema describing the data types and the permitted operations can be managed throughout the system. If EOSDIS
could work in isolation from other data systems, the provider environment could be assumed to be homogenous, and
an essentially common schema be defmed for the entire system, then a commercial distributed DBMS could be used
to provide distributed schema management and much of the inter-site search agent capability. Unfortunately (for the
system designers) non of these pre-requisites are true.

The current approach to schema management is shown in Figure 13. The diagram has been modified from the
specific EOSDIS components to the generic components described in Section 3.

The key features of this approach are the integration of schema from different data bases at the Local Site Interface
and the federation of schema at the lntersite Search Agent (ISA). At a provider site it is assumed that there is a
management staff who are knowledgeable about the schema used for each of their databases, and therefore are able
to perform the integration (essentially manually). The Local Site Interface is capable of exporting part or all of this
integrated schema to a ISA where it is federated to provide an overall schema to support distributed queries between
the provider services covered by the ISA. In the early releases of EOSDIS the ISA-like component will provide a
limited set of unified common services across all data sets in the system. Later it is expected that the community
will provide a wider range of services at other ISA's, but these will be limited to a subset of providers (data sets).

EEOS will face the same problem as EOSDIS in distributed schema management. Indeed, one could argue that it
could be more difficult since it has a wider application remit and the providers will not be funded through a single
management authority. Although the above approach will cope with a completely heterogeneous environment there
is no doubt that there are considerable simplifications and cost savings are possible if a common schema, with an
agreed system-wide mechanism for extension. can be defined; even if this only applies within a single domain of the
EEOS.
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Schema Generation

Figure 13: Schema Management Concept within the EOSD/5 Architecture

4.3 Designing for Evolvability
This is an issue which was much misunderstood at the start of the EOSDIS project. Evolution is not the same as
flexibility. System flexibility is the ability to reconfigure the system to do the same things in different ways.
Evolvability is the ability to do new things in new ways. Recognising that EOSDIS is a 25 year programme (10
years development plus 15 years operations), the user community has focused on this issue as a key characteristic
that the design and architecture must exhibit The two principles used for trying to maximise evolvability are open
interfaces between components using non-EOSDIS specific standards so that new components can be introduced on
a trial basis, and the encouragement of community developments of components.

Evolvability is the key to effectively supporting both the research and operational communities for a network like
EEOS:

The research community need to be able to extend the system to enable new theories to be
assessed. This might require a new access method (i.e. be able to extract time slices from an
archive). or the ability to add a specialised processing algorithm into the standard product chain
(e.g. to test new algorithms for performing geophysical extractions).
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In addition to the support for adding new operators within the system, an architecture supporting
research must also support the ability to bring the results of research back into the system for
access by the wider community; e.g.:

conversion of user methods into standard products

acceptance of experimental results in terms of calibrations, papers etc.. as part of the
information archive

If the architecture could support this interaction it would be a part of the research process and the
system would inevitably benefit from expanding knowledge base that is generated. Alternatively.
it will simply be a tool used by research scientists which will tend to always fall behind what the
science community needs to do to make efficient progress. and revert to the receive. standardised
processing. archive and deliver paradigm which has .only been marginally effective in supporting
the progress in earth science research.

The argument for community extension of the system is even stronger for the operational
community. Currently if a potential operational application does not fit the limited flexibility of
the standard processing and user service capability built into the system it is extremely difficult to
get the required support from the data network; even when the controlling authority is also keen to
see the network support the application. Thus the second biggest constraint on the development of
operational applications 7has been the inability of the ground facilities to respond to the
reconfiguration and quality of service needs of application developers. This might require:

the addition of new processing algorithms at various points in the ground station to user data
flow

the addition of new archive access/analysis mechanisms

reconfiguration of parts of the network to support guaranteed quality of service (bandwidth,
processing latency etc.)

It should be clear that although there are significant differences between the objectives of the research and
operational community needs there are also many similarities in their need to be able to extend and reconfigure the
system to meet changing needs.

The 'openness' of the data network to extension is clearly more than utilising an 'open' computing architecture, the
architecture must also support application (i.e. EO) related extensions; which may be developed by the management
authority(s) for the network, a single service provider, or a user. The definition of openness should be the ability of
the network architecture to accept new data types and new services developed outside of the EEOS project with the
minimum of software development and system reconfiguration.

The EOSDIS architecture has a number of features specifically designed to open the system to community
extension; it is unlikely that these features will meet every need, but they should allow a significant change in the
way the data system is used and can evolve over time; i.e. the user community drive the evolution directly.

Some examples of the EOSDIS features that support 'flexibility' and 'evolvability' are:

Subscriptions

Many of the EOSDIS services has by default a subscription capability. This means that a user (or
another system component) can subscribe to it such that on a particular event that is monitored by
that service a particular action can be initiated (see Section 3.13). This will have a major effect in
both the research and operational communities. Both communities will be freed from the
inefficient searching, processing and retrieving all candidate data to only that which matches some
criteria of interest. At its simplest this functionality replaces the standing order concept i.e. get me

7 The biggest constraint being the lack of operational satellite systems .
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all data which covers region X with a cloud cover less than Y. but its generality provides the
community with much more power as described below in the section on user methods.

Community Method Integration

Each archive is being represented as a collection of related data; the data includes what is
traditionally considered to be the data (i.e. standard products). but also the metadata. calibrations,
browse products, algorithm details. etc. There were several reasons for doing this which are
beyond the scope of this paper (see. NASA 1994c, Ordille, J., and B. Miller, 1993, Stonebraker,
M. and L. Rowe, 1986). However as a result each collection is a set of different types of objects.
Each data 'type' has a different set of services associated with it. These are the services that are
ultimately advertised to users (see Section 3.3). NASA will develop type services which meet
much of the traditional service capability (e.g. browse, subsetting, search etc.), but will also
provide an programmers interface to these types so that third-party type services can be developed,
delivered to the provider site and integrated with the rest of the provider services.

For example, a research user would be able to deliver a user method which implemented the latest
and greatest geopyhsical retrieval algorithm to process at the archive, and an operational
application developer would be able to insert a specialised subsetting routine to ensure that only
relevant data is extracted from the archive.

Community methods are particularly powerful when combined with subscriptions. For example, a
method could be developed to look for a particular environmental phenomena (e.g. internal waves,
algal blooms, oceanic gyres, etc.) and integrated into the system. The user would also place a
subscription against this method; which is part of the functionality provided by being a network
services. As the data is received at the ground station, or in the archive after standard processing
the method would be routinely applied. If the phenomena is detected by the user suppliedmethod,
a subscription event is activated and a universal reference to the data of interest is sent to the user
(by email or some other mechanism). The user can then use the universal reference to retrieve the
data.

Adaptive Data/Process Interaction

One of the potential advantages of the intersite service agent concept is that the decision about
where to apply an operation to some data can be applied adaptively. To take a simple example; if
a single image needs to be subsetted then it could be performed through some toolkit at the user's
site, but if the request was to perform the subset on a complete year's worth of images then this
should be done either at an archive or some other processing site that has the capacity and power
to do this. EOSDIS has been designed such that as intersite components develop in sophistication
they will be able to construct service plans (see Section 3.5) which adaptively pass data to the
operator or the operator to the data depending on the type and scope of the request.

This capability might also be extended to support the notion of network wide collaborative
processing (i.e. a particular important operation is distributed over many provider sites at non-peak
hours) and the possibility of incorporating European super-computing centres into the network.

EOS Ltd page 32

4.4 Domain Specialisation
The EEOS objectives have a wider remit than EOSDIS. In many ways it is more equivalent to the GCDIS concept.
with a higher degree of autonomy from service providers. Within this environment there will inevitably be domains
where local heterogeneity is sacrificed to a lesser or greater extent to allow more sophisticated services to be
permitted. Domains within a network such as EEOS might cover discipline (vertical) needs (e.g. an oceanographic
research domain) or quality of service (horizontal) needs (e.g. reliable and fast access to Europe's major EO data
archives). The definition of an initial set of domains and providing the mechanisms by which new domains can
emerge would seem to be one of the main early challenges facing EEOS.

Some EOSDIS features which support the notion of multiple domains within the network are described below:
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Service Provider Interface

The primary service providers within EOSDIS as the initial releases are completed will be the
Distributed Active Archive Centres (DAACs). However as the system develops it is expected that
many of the Science Computer Facilities (SCFs) will start offering specialised services based on
local developments.

To support this the EOSDIS design includes a service provider interface specification. This
defines a number of levels of interface to which a service provider might commit too. This ranges
from simple advertising of a service (e.g. ftp access to some interesting research results) to a full
EOSDIS interface with multiple services that can be accessed with the complete set of EOSDIS
protocols. Following the Internet analogy it is the intention that 'community interest' groups of
users and service providers (e.g. oceanographers) can define a domain sub-network which can
encompass some of theDAACs (that contain relevant oceanographic data) as well as organisations
within the community, and who will define a level of service that will be uniformly exist across
the sub-network. These sub-networks will also take account of the other domain related features
described below.

Domain Specific lntersite Services

NASA will produce an intersite search agent (see Section 3.5) which will provide a core service to
search across all providers within EOSDIS. This will provide a basic access service for all
EOSDIS users. To support the establishment of domains within the network which provide more
advanced services the architecture has been defined to permit the development of other intersite
search agents which can provide additional inter-site services across subsets of the data and/or
service providers.

Advertising

The Advertising Service will support a flexible classification of services. This could be used to
create a domain of all oceanographic services, or all services suitable for the educational
community etc.

Multiple Vocabularies

As described in Section 3.11, the architecture has also been defined to support a vocabulary
service which can a) access different dictionaries and b) have within it different contexts based on
the service being used. This functionality can be used to create and use a domain specific
vocabulary. Thus a generally applicable vocabulary used at the EOSDIS level could be extended
with a more detailed oceanographic vocabulary which are only accessible for the oceanographic
related services.

4.5 EEOS/EOSDIS Interoperability
As described in Section 2, the development of EO applications whether for research or operations, will not be an
international activity. It will be important that European users whose primary data network access is through EEOS.
can use this network to access data/functions within other networks that have important and unique data sets.
Although EOSDIS is only one of several networks being planned (e.g. EOIS, CEONet, AEONet. etc.) its size and
scope will mean that it is probably the most important to be interoperable with.

Interoperability should be two way, not only to support the bi-lateral collaboration with NASA, but also to make
important European datasets more accessible, whether it is on a commercial or research basis.

In the worst case the EEOS and EOSDIS would follow entirely different architectural and data models. This would
require the development of gateways for all services which is expensive because it will mainly be custom code
development and this will inevitably reduce functionality that is available between the two networks, i.e. the
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gateways would only support a core subset of service functionality. While this approach is achievabief and does add
significantly to the capability of both networks it is far from ideal.

Obviously it would be much easier if both networks followed the same architectural framework - since the
framework summarised in Section 3 is designed to deal with incompatibility between services and service providers.
For example. if both networks used the concept of an advertising service that was broadly compatible a simple
gateway could provide a transformation of advertisements such that EOSDIS services could be advertised within
EEOS and vice versa. This would fairly easily and relatively transparently enable users to access services from the
union of both networks. It would not of course deal with incompatibilities in such things as user interfaces, data
types, etc. The more agreement the development authorities have about the network design the easier
interoperability will be to implement, and consequently the level of service to users (assuming finite development
resources) will be higher. The most critical areas where agreement will have the most beneficial effects are:

protocol suite

data model

the number of data formats required

common inter-site components (e.g. advertising service)

common API at the data type service level

5. Conclusion
EOSDIS and EEOS are facing similar but not identical architectural and design issues. In developing a generic
architectural framework before producing a specific architecture for EOSDIS, NASA have provided an opportunity
for other organisations involved in development of earth science networks to consider the applicability of the generic
approaches to other network developments.

EOS Ltd page 34

There is a significant body of architectural and design details being generated for EOSDIS which will be valuable
material to assist in the development of the EEOS concept and later in its design. Given the importance of EEOS to
the success of European capability in EO it would be inappropriate to ignore both the positive and negative aspects
of the EOSDIS design.

Finally, EOSDIS will be a critically important data network for users of EO data for the next 30 or more years. A
high level of two-way interoperability between EEOS and EOSDIS must be designed into both networks at the
outset to ensure that the inevitable differences in two independently developed system does not continue to
propagate the constraining boundaries between data networks.
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From the vantage point of 20 years of experience in commercializing Eanh Observation and close
relations with many of the key Value Added companies, the presentation will concentrate on two
major issues:

1.How can Value Added companies contribute to the development of the European Earth
observation data services?

2. What role should the commercial sector play in the operational European Eanh Observation
System (EEOS)?

Today we have very few real end users. 1bus we lack users beeing really able to define valid user
requirements. The Value Added industry bas however vast experience and could act as substitute
users help put priorities on developing the data services and for defining European standards for
accessing and untilizing Remote Sensing data The presentation will give some examples.

Funhermore, in developing EEOS. User Communities in various applications have to be created.
The Value Added sector can be instrumental in setting up and initially running these either as
projects fully founded by the Commission or as shared cost actions.

Finally. the way to operationalize EEOS is critical. What should be done centralized or on a regional
scale? Which are the national priorities in this field? An open and constructive dialogue is essential
between all parties concerned (ESA. the Commission. national agencies, scientific, operational and
commercial users. as well as the commercial Value Added industry). The presentation will give
some views on the definition and implementation process and on the role of the private sector in the
operational EEOS.



2. The 1987 Green Paper

By issuing the Green Paper on the development of the common market for telecommunications
services and equipment in tune 1987, the Commission originated a Europe-wide debate on the
telecommunications regulatory environment, with the basic aim to adapt it to the requirements of a
single European Community (EC) market

In the Green Paper, the Commission proposed the introduction of more competition in the
telecommunications market combined with a higher degree of harmonisation in order to enjoy to a
maximum extent of the opportunities offered by a single EC market, in particular in terms of
economies of scale.

The Green Paper proposals received a broad general support from the market actors - operators,
users, manufacturers and service providers. On the basis of this favourable reaction. the
Commission prepared a programme of action which was supponed by Qmncilf4l and the other
institutions of the EC, i.e. the European Parliament and the Economic and Social Committee. This
programme included the following actions:

• Rapid full opening of the terminal equipment market to competition;
• Full mutual recognition of type-approval for terminal equipment;
• Progressive opening of the telecommunications services market to competition:
• Clear separation of regulatory and operational activities in the Member States to conform

with the EC Treaty competition rules;
• Establishment of open access conditions to networks and services through the Open

Network Provision (ONP) programme;
• Establishment of the European Telecommunications Standards Institute (ETSn. in order to

stimulate European standardisation;
• Full application of Community· s competition rules to the sector.

These actions have subsequently been implemented to a large extent through the adoption of a
series of legislative measures.
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3. Liberalisation of the Telecommunications Market

3.1 Terminal Equipment

In accordance with the Green Paper outcome, the terminal equipment market was the first to be
open to competition This was done through aDirective a<iootedby the Commj5sion in May 1988
W removing the special and exclusive rights to import. market. connect. bring into service and
maintain terminal equipment existing at that time in the Member States.

As a further measure to support an open Community-wide market for telecommunications
terminals, the Council a<iooted a Directive in April 1991<6>establishing procedures for
Europe-wide type approval based on a mutual recognition arrangement This allows terminal
equipment which has been approved against European Common Technical Regulations (CTRs)
based on harmonised European standards to be sold and used freely throughout the Union.

The first iwo crRs uncier this Directiye were adooted in September 1993<7>and relate to type
approval of terminals for the pan-European digital cellular system - GSM.

Suppon must be given, pending adoption of full CTR.s, to market-driven initiatives, such as
development of interim CTRs, as a means of rapidly deploying new technologies and services in
the market.

3.2 Services

The opening of the telecommunications services market to competition was initiated by the
so-called Services Directive(8) adopted by the Commission in June 1990.This Directive
provided for the removal of special or exclusive rights granted by Member States to
Telecommunications Organisations (TOs) for the provision of a number of services, including:

• data services;
• the commonly designated value-added services;
• voice services for corporate communications (so-called 'closed user groups').

This Directive has allowed Member Stales to maintain the monopoly of TOs over the supply of the
public voice telephony service, on the basis that immediate liberalisation of this service, which
represented around 85% of the total revenues of TOs. could damage the financial stability of the
incumbent TOs and thus preventing them from ensuring the provision of an universal network.
However. it was explicitly recognised in the Directive that funher change might be necessary, and
that the situation in the telecommunications sector should be assessed funher during 1992 (see



chapter 8).

A number of services were excluded from the scope of this Directive:

• telex. a service which use is gradually declining throughout the Union owing to the
emergence of competing means of telecommunication such as telefax;

• satellite communications, also excluded from the scope of the 1987 Green Paper
proposals and subject to a specific Green Paper which was published later (end of 1990):

• mobile communications. still at an early stage of development at that time, and also
subject to a specific Green Paper published earlier this year.

In view of the introduction of competition. the Directive also required the separation of
regulatory and operational functions. which were at the time accumulated by the Tog in order
to eliminate their double role of referees and players. This separation. already proposed in the 1987
Green Paper, has been one of the most far-reaching provisions of this Directive (and of EU
telecommunications policy in general). as it established an arms· length relationship of the Tog with
the State. creating the necessary conditions for deep organisational reform of the sector.

This separation of regulatory and operational functions has now been implemented in almost all
Member States, panicularly through the creation of government depamnents and/or independent
agencies to handle regulatory matters. with day to day operation of the business firmly in the hands
of the Tog. This separation is often supported by the conclusion of management contracts between
the State and the incumbent TO.

The liberalisation of the telecommunications market was complemented, in accordance with the
outcome of the 1987 Green Paper. by the establishment of a framework for harmonisation aimed to
ensure open access to the network resources and services still provided under restrictive
arrangements or subject to monopoly provision. whilst at the same time harmonising the methods
and conditions of access to remove barriers to pan- European supply of services and equipment.
This framework is Open Network Provision (ONP).
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4. Open Network Provision: The Framework for
Harmonisation

4.1 The ONP Framework Directive

Open Network Provision (ONP) is the Union policy framework aimed at harmonising conditions
for open and efficient access to and use of public telecommunications networks and services. in
order to promote European-wide telecommunications services and to create conditions for open
and fair competition in telecommunications services.

The principles which these harmonised conditions must comply with were laid down in the
so-called ONf Framework Djrectjye(9l, adopted by Council in June 1990- simultaneously
with the adoption by the Commission of the Services Directiye C9Q/388/EEC)C 1Q) - •with a view to
ensure an appropriate balance between liberalisation and harmonisation in the Community.

These principles establish that ONP conditions must:

• be based on objective criteria;
• be transparent and published in an appropriate manner;
• guarantee equality of access and be non-discriminatory. in accordance with Community

law.

The ONP Framework Directive also specified that ONP conditions should apply to the three
following main areas:

• technical interfaces. in particular the encouragement of the use of European standards or. in
their absence. international standards;

• usage conditions (e.g. delivery period. quality of service, maintenance. etc.) and supply
conditions (e.g. conditions for resale of capacity. shared use or interconnection. etc.)

• tariff principles. in particular cost-orientation and unbundling.

This Directive also introduces the concept of' essential requirements', which are defined as
non-economic reasons in the general interest which may cause a Member State to restrict access
to the public telecommunications network or services. These reasons are the following:

• security of network operations;
• maintenance of network integrity;
• inter operability of services. in justified cases;



• protection of data, as appropriate.

The ONP Framework Directive also included a provision on the review in 1992 of the
progress in the achievement of the objectives of the Directive (see chapter 8).

4.2 Specific ONP Legislation

The ONP Framework Directive further set a timetable for action, identifying the need for specific
ONP Community legislation applying the general ONP principles to specific areas. which has now
been, or is in the process of being. adopted:

1. A Djrectiye op the aopljc;atjop of ONr to leased lines( 11), adopted by Council in June
1992. One of the main aims of this Directive is to ensure the availability throughout the Union
of a minimum set of analogue and digital leased lines up to 2 Mbit/s with harmonised
technical characteristics. with the intention to consider higher-rate leased lines as the
market develops. It also aims at eliminating technical restrictions for the interconnection
between leased lines and public telecommunications networks.

Additional relevant provisions concern:
o availability of information on technical characteristics. tariffs. supply and usage

conditions, licensing and declaration requirements, and conditions for the attachment
of terminal equipment;

o establishment of common ordering and billing procedures throughout the Union;
o implementation of cost accounting systems by TOs in order to assess compliance

with the basic principle of cost orientation of tariffs;
o setting up of a conciliation procedure involving the Commission for the resolution of

disputes related with the implementation of the Directive to be used when requested
by users.
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2. A Recommendation on the application of ONP to public packet-switched data
seryices (pSDSl<12),adopted by Council in June 1992.This Recommendation calls upon
Member States to ensure that on their territory a minimum set of packet-switched data
services with harmonised technical characteristics is provided. taking into account market
demand. This Recommendation also deals with transparency of information, harmonised
tariff principles and quality of service issues;

3. A Recommendation on the application of ONP to ISDN03), adopted by Council in
June 1992This Recommendation calls upon Member States to ensure that on their territory
an ISDN with harmonised access arrangements and a minimum set of ISDN offerings­
according to ETSI standards is provided. together with adequate and efficient inter
operability between ISDNs in order to allow for Community-wide operation. As for PSDS.
this Recommendation also deals with transparency of information. harmonised tariff
principles. quality of service issues and. in addition, numbering;

4. A proposal for a Directive on the application of ONP to voice telephony services



!.li1for which Council reached a common position in June 1993. This Directive aims to
establish the rights of users, to improve access to the public telephone network
infrastructure for all users (including service providers), and to enhance Community-wide
provision of voice telephony services.

The scope of this proposal goes further than the ONP Directive on leased lines, including
further provisions, mostly arising from the bigger social nature of the voice telephony
service. These consist in:

o definition at national level of targets for supply time and quality of service;
o provision of advanced facilities;
o discounts, low-usage schemes and other specific tariff provisions;
o availability of itemised billing;
o access to and use of directory services;
o provision of public pay-telephones;
o harmonisation of telephone pre-payment cards;
o specific conditions for disabled users and people with special needs;
o numbering issues.

4.3 Further Areas for ONP Application

The ONP Framework Directive identified also a number of other areas as potential candidates for
the application of ONP conditions, for which studies have recently been carried out for the
Commission:

• Mobile services;
• New types of access to networks, including intelligent network functions and network

management;
• Broadband networks.

The results of these studies have been compiled in an Analysis Report published by the
Commission in July 1994, which will be subject to a three months public comments period. The
Commission expects to receive comments from a broad range of market actors, including TOs and
service providers. manufacturers. users and consumers and regulators. on· the basis of this public
consultation. the Commission then will take decisions on the future application of Open Network
Provision to these areas.

It is foreseen that this future application will be on the basis of voluntary standards aimed at
promoting the availability of offerings on a pan-European level in these areas.

4.4Mutual Recognition of Licences

The ONP Framework Directive also set out the establishment of a mutual recognition regime of
declaration and/or licensing procedures for telecommunications services, in order to remove
internal barriers to trade in services within the Union On this basis, the Commission prepared a
proposal for a Directiye on the mutual recognition of licences of telecommunications services05),
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which is currently being discussed with the European Parliament and Council.

The aim of this Directive is to establish full mutual recognition based on Europe-wide
harmonisation of licence conditions by service category. allowing service providers meeting these
conditions to operate throughout the Union. For the period during which harmonised licensing
conditions are being prepared. the proposal establishes a so-called one-stop shopping procedure
to facilitate applications for licences in different Member States.

Licences for the provision of public voice telephony. satellites and mobile communications fall
outside the scope of this proposal: public voice telephony services are not still liberalised in the
Union and satellite and mobile services have independent treatments in Union's
telecommunications law (as explained in the two following chapters).
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S. Satellite Communications

Satellite communications was one of the areas identified by the 1987 Green Paper as needing
specific attention with a view to define a common policy in the Union. As a result. the Commission
published in November 1990 the Green Paper on satellite communicationsC16) setting out such
policy orientations.

This Green Paper basically proposed the extension of the principles of European Union's
telecommunications policy to the satellite area. namely concerning the liberalisation of the earth
segment, access to the space segment and commercial freedom for space segment providers. The
goals set out were endorsed by Council at tbe end of 1991Cl7l.

In line with this, the following results have been achieved up to now:

5.1 Liberalisation of the Earth Segment

Satellite services and equipments had been left out of the scope of the two previous Directives
opening the markets for telecommunications services and terminal equipment (90/388/EEC and
88/301/EEClC18). A draft Commission DirectiveCl9l including satellites in the scope of these two
Directives is currently under consideration. The aim is to introduce competition in the areas of
satellite services and equipment by withdrawing special and exclusive rights given to specific
undenakings.

Funhermore. a Directive introducing mutual recognition of type approval of satellite earth station
equipment was adopted by Council in October 1993(20l. Again, the scope of the previous
Directive on mutual recognition of type approval of telecommunications terminal equipment
(91/263/EEC) was extended to satellite equipment.

In addition. a proposal for a Directive on the mutual recognition of licences for sarellite services(2 l)
is currently being discussed with the European Parliament and Council. which is closely related
with the proposed Directive on the mutual recognition of licences for general telecommunications
services also under discussion (COM/94/41).

5.2 Accessto the Space Segment

A Communication further elaborating policy for access to the space segment capacity has been
published by the Commission in June 1994(22).

This communication analyses the present state of the sector and lists the key issues that need to be



addressed by a European Union policy with a view to secure Europe's potential to participate in
the development of the new satellite communications technologies and to maximise the potential of
the sector for developing the Union's communications infrastructure as a whole.

On the basis of the analysis set out in this Communication, the Commission considers necessary:

• ensuring direct access to the space segment, including in particular space segment provided
by the International Satellite Organisations (EUI'ELSAT, INTELSAT and INMARSAT);

• joint action by the EU Member States in the reform of International Satellite Organisations
and in particular of EUTELSAT;

• joint management in the future of the space segment as a common resource of the Union, in
particular concerning future applications to the rru<23l for orbital positions and related
co-ordination procedures and availability of radio-frequencies;

• the establishment of measures in order to ensure comparable and effective access to third
countries, in parallel to the Union's market liberalisation;

• inclusion of satellite-based services in programmes for Trans-European Networks as a
major priority in particular with regard to the new technology developments.

5.3 Satellite Personal Communications

In the light of recent attention to the subject of satellite personal communications, in particular
through systems comprising low-earth orbiting satellites (LEOs), the Commission has produced a
Communication on this subjectC24).

On the basis of this Communication. Council adopted a ResolutionC25) in December 1993
emphasising the importance of developing a Community policy in this area and smiting the
Commission. among other things. to investigate the significance of satellite personal
communications in the formulation of Union policies for telecommunications, space. trade. industry
and regional developments and. where necessary. to propose appropriate measures and/or
actions.

Two elements that will receive particular attention in the Commission's approach. in accordance
with the Resolution. are the competitive position of the European industry and the regulatory
framework both within the Union and on a global level for global telecommunications ventures.
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6. Mobile and Personal Communications

In response to the imperatives of the EC internal market. specific measures were taken as early as
1987 in order to promote the Union-wide introduction of GSM (the European digital cellular
communications system). DECT (the European digital cordless communications systems and
ERMES (the European digital radio-messaging system). Council Din;ctiyQC26l were adopted to
set out common frequency bands to be allocated throughout the Union to ensure pan-European
operation of these systems. together with Council Brrommepdations and Reso1utionsC27l
promoting the co-ordinated introduction of services based on these systems.

The major development for mobile communications has been the publication by the Commission in
April 1994 of a Green Paper setting out guidelines for an Union policy on mobile and personal
communicationsC28l. This Paper builds on the current European successes in the field ofdigita;
mobile communications and proposes the extension of the basic principles of Union
telecommunications policy to this sector.

The global aims of this Green Paper are:

• to permit the development of a Union-wide market for mobile services, equipment
and terminals. and the identification. where required. of common principles for achieving
this objective in relation to the provision of mobile infrastructure, the development of mobile
networks and services. and the supply and operation of mobile terminals;

• to promote the evolution of the mobile communications market into mass personal
communication services. with particular emphasis on pan-European services;

• to facilitate and promote the emergence of trans-European networks and services in
the sector. and to ensure that such development is achieved in a manner consistent with
public interest.

The Green Paper proposes five major changes to the current environment for mobile
communications in the Union in order to remove the existing barriers to further development of the
sector:

1. abolishing remaining exclusive and special rights in the sector, subject where
required to appropriate licensing conditions;

2. removal of all restrictions on the provision of mobile services either by independent
service providers or through direct service provision by mobile network operators This
means that service providers should be allowed to combine different services provided
under different licences (such as GSM telephony and paging) and to provide services in
different member States;



3. full freedom for mobile network operators to operate and develop their own
networks. including the right to self-provide or use third party infrastructure to operate their
mobile networks, and the removal of restrictions on sharing infrastructure;

4. unrestricted combined offering of services via the fixed and mobile networks. within
the overall time schedule set by Council Resolution on the 1992 review of the situation in the
telecommunications sector for the full liberalisation of public voice services via the fixed
network (see section 8);

5. facilitating pan-European operation and service provision. This should include further
development of mutual recognition of type approval of mobile terminal equipment. as well as
co-ordination of licensing and award procedures, where appropriate. to facilitate
development of trans-European networks.

This Green Paper is intended to launch a broad public consultation of all actors in the sector which
will take place during this Summer. leading to a report by the Commission in Autumn on the results
of this consultation process, including future concrete proposals for regulatory measures.
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7. Main Developments in Specific Areas

7 .1 Frequencies and Numbering

The Council has expressed the view that the overall management of frequency and numbering
resources in a competitive pan-European environment is best co-ordinated in a Europe-wide
context. through Resolutions adopted respectively in Jime 1990(29) and November 1992C30l.

The goals set out by Council call for the development of a co-operation framework based on
CEPT(3 l l co-ordination mechanisms and the establishment of procedures for consultation of all
interested parties. Further to this initiative, some important developments have already taken
place:

1. In the Frequency field:

o The European Radiocommunications Office (ERO) has been set up under the CEPT
European Radio Communications Committee (ERC), being located in Copenhagen;

o A mechanism was adopted in October 1992 under which the CEPT members
commit themselves to implement ERC Decisions concerning radio-frequencies. This
mechanism was supported by the EU Council as the primary means of Europe-wide
frequency co-ordination in Noyember 1992C32l,requesting that the Commission
give its full consideration to this mechanism;

o By way of response. the Commission has adopted in September 1993 a
CommunicationC33l setting out the principles governing Union action and
Commission proposals on radio-frequencies. These are linked to meeting
communications needs in the single market. achieving Union-wide markets for radio
equipment and ensuring common Union positions at global frequency co-ordination
conferences.

2. In the Numbering field:

o The European Telecommunications Office (ETO) has recently been set up under the
CE.PTEuropean Committee for Telecommunications Regulatory Affairs (ECI'RA).
also being located in Copenhagen;

o The regulatory basis for this framework stems from the requirement in a competitive
environment for control of national numbering schemes to be the responsibility of
national regulatory authorities. in accordance with the Council common position on
the ONP Voice Telephony proposed Directive.

The relationship of the Commission with these CEPT institutions is being formalised. A



memorandum of understanding (MoU) with the ERC and a framework contract under which the
Commission can issue requests and funding for the carrying out of technical work to the ERO was
signed at the beginning of April 1994.As a result of this agreement a number of work requirements
have now be given to ERC/ERO, concentrating in particular on the designation of harmonised
frequency bands for DCS 1800 services, the TE'IRA system and in the field of Terrestrial Digital
Audio Broadcasting. Similar developments will shortly take place with respect to ECTRA and
ETO.

Other important developments in the numbering area have been the introduction of specific
Europe-wide numbers, such as a common emergency call number ('112') and a common
international telephony access code ('00') (through two CouncilDecisionsC34l). The introduction
of these common numbers was justified by the requirements of the EU internal market, specially
concerning the free circulation of people and the increasing needs for communication from foreign
Member States.

7.2Data Protection and Privacy

Commission proposals for a general Directive and a specific telecommunications Directive on
privacy and data protection were originally tabled in 1990.The specific Directive applying the
general data protection principles to telecommunications was proposed in response to growing
concern over the potential impact of new digital networks. It aims at a basic level of protection of
personal data and privacy for the user, whilst maintaining the right of the user to 'information
self-determination'.
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Negotiations on the general Directive are continuing within the European Parliament and Council,
while a simplified version of the specific telecommunications Directive was proposed by the
Commission in June 1994(35), in accordance with the bigger role accorded to the principle of·
subsidiarity in the framework of EU law.

In the specific telecommunications Directive the Commission proposes in particular to:

• limit the period of storage of sensitive billing data which would allow a subscriber to be
identified;

• require per line or per call elimination at the caller's request of Calling Line Identification;
• Limit call forwarding to a third party number only with the consent of the third party and

provide a right not to receive unsolicited calls.
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8. The 1992Review of the Sector

At the time of the simultaneous adoption of the Services Directive (90/388/EEC) and the ONP
Framework Directive (90/387 {EEC) in 1990 it was recognised that further change would be
necessary and that the situation in the sector should be reviewed in 1992.

That '1992 Review'C36l and the subsequent broad public consultation took place during 1992and
early 1993. and resulted in a Commission Communication(37) drawing conclusions from the
consultation and proposing a concrete timetable for the full development of the telecommunications
sector in Europe. These proposals were endorsed by Council in a Resolution a<ioptedin July
1993(38).

The Council Resolution confirmed that:

• the provision of all public voice telephony services should be liberalised
throughout the Union by 1 January 1998.Additional transition periods of up to five years
were granted to Spain, Ireland, Greece and Portugal, in order to allow these countries to
achieve the necessary structural adjustments, in particular of tariffs, and a possible
additional period of up to two years may be granted if justified, to countries with very small
networks (e g Luxembourg);

• the Open Network Provision (ONP) principles should form the basis for the future
regulatory framework in the Union, and should be adapted as necessary in the light
of further liberalisation in respect of the entities covered and issues such as
universal service, interconnection and access charges;

• a policy on mobile and personal communications should be set out in the respective
Commission's Green Paper, adopted later (April 1994);

• a policy on provision of telecommunications infrastructure and cable TV networks
should be worked out, based on the result of a broad consultation process following the
publication by the Commission of a Green Paper by the end of 1994.

The Council further requested the Commission to prepare by 1 January 1996 a package of
measures designed to adjust the Union regulatory framework in the light of the 1998 liberalisation
of public voice telephony services.



9. The Future Regulatory Agenda

The future agenda for European Union's telecommunications policy will be dominated by the
follow-up of the conclusions of the 1993 Council Resolution on the review of the
telecommunications sector (93/C213/01), and in particular the preparation for the 1998 services'
liberalisation. This has been confirmed by the Bangemann Group Report on 'Europe and the global
infowation societY'C39) and by the subsequent Action P}anof the Commission<40l.

This agenda will cover the five main following areas:

1. Universal service guarantee;
2. Rebalancing of current tariff structures;
3. Network interconnection agreements;
4. Personal communications and multimedia;
5. Liberalisation of network infrastructure.

9.1 Universal Service

Early action on the way to liberalisation was already taken on the issue of universal service
through the publication by the Commission of a Communication last Noyemberl412.

This initiative. which was endorsed by Council in Februarv 1994(42), recognises the absolute
political priority of maintaining and developing universal service in a liberalised market. which was
also recognised in the recommendations of the Bangemann Group.
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The Communication identifies the basic elements of universal service at a European level and sets
out principles governing the future financing of universal service in a competitive environment This
builds on the ONP framework. as Council has stated in its Resolution on the " 1992 Review"
(93/C213/01).

At the request of Council. the Commission is continuing to work with Member States on this issue
with a view to developing common principles for access charges and assisting national adjustment
programmes.

9.2 Tariff Rebalancing

Major tariff reforms to be undenaken by European telecommunications operators are called in
view of three main factors:



• opening of telecommunications service markets to competition;
• regulatory requirements on pricing (within the ONP framework);
• availability of new technologies, which modify existing cost structures.

In its Communication on tariffs issued in July 1992C43l. the Commission sets out guidelines for cost
orientation and adjustment of pricing structures. This builds on the principles set in the ONP
Directives that tariffs should be cost-oriented and that National Regulatory Authorities should
ensure that cost accounting systems are put in place by Telecommunications Organisations to
provide information on the cost basis for pricing.

Following last year's agreement on full future services' liberalisation, almost every Member State
has already started or has announced plans to rebalance current national tariff structures in order
to meet the 1998 deadline. This tariff rebalancing involves lower prices for international and
long-distance calls, and consequently higher charges for local calls and the basic connection, and
as such is closely linked to the issue of universal service.

Substantial adjustment is still required in order to reduce the estimated 16 billion ECUs transferred
annually within the Union from the profitable long distance and international lines to finance
universal service in the local area. This adjustment will require a firm commitment of operators and
regulators concerning not only adjustment of price structures, but also efficiency increases, the
future level of transfers and the access charges for competitors

9.3Network Interconnection

The main future orientation of EU policy should be an open interconnected environment. This has
been emphasised by the Bangemann Group Report and by the subsequent Action Plan of the
Commission.

Three key orientations should be followed:

• commercial negotiation should be the basis for interconnection agreements;
• the National Regulatory Authorities must have a role in laying down principles for the

negotiation;
• there must be common principles for interconnection charges.

As regards interconnection charges. the charge for interconnection should be analysed with
regard to three main elements:

• reimbursement for one-off costs associated with providing the interconnection requested;
• a conveyance costs related to the volume of traffic carried and the number of

interconnection circuits employed;
• a contribution to any cost burden associated with the provision of universal service ('access

charges'), in accordance with Council Resolution 94/C48/01 on universal service.

The principle of cost orientation for the first two items is already established in the ONP
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Framework Directive (90/387 /EEC). Some costing principles related to the last item were agreed
in general terms by the European Parliament and the Council during the recent negotiations over
the application of ONP principles to Voice Telephony.

In order to set out a transparent and stable regulatory framework for network interconnection in
the Union, the Commission intends to propose in 1995 a new ONP Interconnection Directive.
Areas to be addressed by such Directive would be:

1. General principles for interconnection. These principles derive from the ONP
Framework Directive, that is they should be based on objective criteria, be transparent and
published in an appropriate manner, and be objective and non-discriminatory, in
accordance with EU law.

2. Framework for negotiation. A negotiating framework should be set ensuring that
commercial negotiations result in a fair and timely agreement. Regulatory authorities should
have a responsibility for ensuring a balance between the bargaining power of the parties
concerned. the provision of adequate information, cost-oriented structuring of the offering,
and for issues such as unbundling and collocation.

3. A common approach and ceilings on that part of the interconnection charge which
relates to sharing any burden of universal service. This approach should be based on
the current consultations being carried out in the context of the Council Resolution on
Universal Service principles in the telecommunications sector(94/C48/01). It should
establish clear, European-wide rules for the setting of access charges, including ceilings on
access charges.

4. A mechanism for dispute resolution. A mechanism for dispute resolution betweenthe
interconnecting parties must be established, with defined roles for the national regulatory
authorities and the Commission.

9.4 Personal Communications and Multimedia

Two of the major global challenges which the European telecommunications sector will face
during this decade concern the areas of Personal Communications and Multimedia.

The recent publication of the Green Paper on Mobile and Personal Communications constitutes a
major element in transforming the telecommunications market in preparation for a liberalised
environment. as it proposes market structures which will transform the role of wireless-based
services from today's premium services to mass market deployment alongside the fixed network
by the end of the decade.

In doing this the Green Paper builds on Europe· s technological strength in digital mobile
technologies. represented by the World-wide deployment of GSM. the launch in the UK and
Germany (and shortly in France) of DCS 1800 services. and the arrival of new digital systems such
as DECIC44) and ERMES(45).

The follow-up of the Paper will involve the proposal by the Commission in 1995 of concrete
regulatory measures building on the results of the broad public consultation currently taking place,
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with the aim to take the best possible advantage of the current leading position of Europe in the
world market in this field.

With respect to the new major growth of the mnlrimedia market. this marks a turning point for any
telecommunications policy, as it means the entry of the giants of the media industry and of personal
computing into the telecommunicauons world.

In both areas the United States and Japan have major strengths, presenting Europe with a difficult
challenge. This is witnessed by the flurry of recent on-off announcements of new alliances in this
field by the RBOCs, Time Wamers, Segas, IBMs and Apples of this World.

Although Europe has strong actors in this field, major efforts will have to be done by Europe to
build up its position in this market A necessary condition to develop such market in Europe could
be the rapid deregulation of cable-distribution and local networks to allow distribution of
multimedia products via telecommunications networks.

An early development of a market in Europe for multimedia applications should help European
actors to build up their strength in the international environment.

9.5 Infrastructure Liberalisation

As a result of the '1992 Review', infrastructure liberalisation is now firmly on the Union's political
agenda. responding to user and service provider concerns about the availability and pricing of
leased line capacity. particularly for high-end applications Cost differences of 1to10 have been
identified vis-a-vis North American markets Such market deficiencies have been also highlighted
by the Bangemann Group Report.

Possible infrastrucru.re liberalisation to overcome these bottlenecks to innovation will be addressed
by the Commission· s Infrastructure Green Paper, building on the political recognition of need for a
strong European infrastructure to promote new applications and service innovation. This Green
Paper. to be published by the end of the year in accordance with the request of Council, will be
afterwards open to a broad consultation process. Infrastructure liberalisation will have to be the
result of a political agreement with the Member States and the newly elected European
Parliament.

At the same time. the Commission has completing studies on the effects of limited action in the
shorter term to open up the provision of the underlying infrasttucture needed for the delivery of
services ajready liberalised (46). which are currently still provided on the basis of leased lines
provided by the dominant operators. Action here could focus on the so-called 'alternative
infrastructure' (utility-owned) and cable-TV networks.

The Commission has taken a first step by requesting in the Green Paper on mobile and personal
communications the right to use own or third party infrastructure for mobile services.

A Communication will be issued by the Commission in September 1994 on the proposed
framework for action in the area of infrastructure liberalisation.
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10. Conclusion

Since its launch in the mid-eighties, the main principles of European Union's telecommunications
policy have been market liberalisation, harmonisation of conditions for a common regulatory
framework and the promotion of European players in the World telecommunications market.

The development of this policy has involved a broad participation, including users,
telecommunications operators, service providers. industry, trade unions and consumer
organisations.

The Commission's White Paper on 'Growth, Competitiveness and Employment', with the full
political support of Council. bas placed the Union's telecommunications policy at the bean of the
Union's general policy.

In its condition of the White Paper's follow-up, the Bangemann Group Report bas confirmed the
Union's telecommunications regulatory agenda. The Report pleads for a break with the past.
ending monopolies and making rapid progress towards a fully liberalised environment.

The European Commission will pursue its role of proposing and ensuring the implementation of the
necessary policy measures. in strict respect of the powers conferred by the Treaties. in order to
achieve a stronger European telecommunications sector, for the benefit of all the market players
and the European citizens in general.
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High-Performance Networking: Initiatives from the European Commission
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High-speed networking will be the core of the information infrastructure of the twenty-first
century. Research on high-speed communication networks is increasing drastically in
countries trying to secure prominent positions in the telecommunications and information
industries of the future. Several R&D testbeds have already been established in the USA to
develop gigabit technology, and significant interest is also being shown by researchers in
Japan. An active participation by European organisations is necessary to guarantee our
competitivity and a leadership role in the process. The European Commission intends to act
as co-ordinator and catalyst of this process through its programmes, specially RACE/ACTS
and the TEN-IBC initiative.
The paper will cover projects concerned with high-speed networking that are part of the
above programmes, as well as related projects in Telework actions.
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1. INTRODUCTION

Advanced communications is recognised as being of increasing importance to the well-being
of national economies and to that of the Community as a whole. An increasing proportion of
national wealth is being taken up by investments in telecommunications, and
telecommunications services have an ever-larger impact on other economic sectors and on the
quality of life.
Telecommunications networks for voice telephony and data networks continue to develop
relatively independently. New applications are being developed for both types with emphasis
on the capability of the former to access large numbers of users and the latter for their
functional and performance superiority. Further integration of cable TV (CATV) networks
would allow the addition of distributive services. ATM (Asynchronous Transfer Mode)
provides the opportunity of a bridging technology. The challenge is its deployment to
provide a high performance networking platform for multimedia communications while
allowing access to the existing worlds of voice, data and broadcasting.
There is a need for collaboration between hardware and software manufacturers, Public
Network Operators, and early users to prepare for the Europe-wide mass deployment of high
performance networks. Operational experience must be gained in order to master
organisational and technical constraints and to establish and verify requirements. User
application experiments with Multimedia services on the integrated high performance
networks should be implemented to validate service requirements, quality of service, network
performance and user acceptability.
This paper is a survey of some of the efforts undertaken by the European Commission in this
field. The programmes covered are RACE and its successor ACTS, Accompanying measures
related to Telework and research co-operation in Europe, and TEN-IBC.
Specific projects that deal with the development of high-speed networks are described:
PAGEIN in RACE, BINET, SUNRISE, and WISE among the regional co-operation
activities, STEN and E=MC2 in TEN-IBC.

2. THE RACE PROGRAMME

2.1 RACE Objectives

RACE (R&D in Advanced Communications in Europe) is a programme of a pre-competitive
nature and is a major collaborative effort towards the development and implementation of
integrated broadband communications (IBC). The first stage of RACE (RACE I) provided an
opportunity to explore a variety of options in the field of high speed telecommunications, and
the choice fell on ATM technology, which is currently in the process of being standardised at
a global level. The current phase of RACE (RACE II) has as goal the validation of the
choices made, by means of field trials and testbeds consisting of broadband islands and
network interconnections.
The RACE programme was launched as part of the Second Framework Programme in 1987,
after a two-year definition phase. The programme was conceived to cover a period of 10
years in two phases. Its aim is "to prepare for the introduction in Europe of networks and
wide-band communication services in 1995 taking into account the national strategies" and to
bring together network operators, service suppliers, manufacturers of electronic and user
equipment within pre competitive and pre-normative R&D projects. To the horizontal
collaboration between various organizations based in Member States, vertical collaboration
between engineers, operators and users is added. The programme is accompanied by a co-



operation mechanism helping to strengthen co-operation between projects, and to form a
European consensus preparing for the presentation of common proposals to the international
standards institutions.

An underlying objective of RACE is to "promote the competitiveness of the Community's
telecommunications industry, operators and service providers in order to make available to
final users the services which will sustain the competitiveness of the European economy and
contribute to maintaining and creating employment in Europe".

The results of the RACE programme provide the European telecommunications and service
actors with a strategic competitive advantage. The programme is creating large-scale
awareness within the industry of the market opportunities that will accompany the imple­
mentation of the next generation of telecommunications services and systems in Europe. At
the same time, it is contributing to the creation of awareness among users of the competitive
advantage that application of advanced communications will deliver. It exploits the
advantages of collaboration on a European scale in the pre-competitive and pre-normative
R&D necessary to bring innovative system designs to the global marketplace.

2.2 RACE Structure

The RACE programme consists today of 116 projects, bringing together 350 European
.organizations. The total budget covering phases I and II amounts to approximately ECU 2500
Million of which approximately 1100 Million ECU correspond to the financial contribution
of the European Union.

To achieve maximum synergy and efficiency, RACE II is structured into "Project Lines"
containing groups of related projects in particular subject areas. Each group has identifiable
and precise objectives of establishing technological, application and exploitation feasibility
and addressing specific groups of actors. All project lines have components relating to
systems engineering, technology development and verification.
The Project Lines are:
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o PLl - IBC Developments
o PL2 - Intelligence in Networks/Flexible Communications Resource Management
o PL3 - Mobile and Personal Communications
o PL4 - Image and Data Communications
o PL5 - Service Engineering
o PL6 - Information Security
o PL7 - Advanced Communications Experiments
o PL8 - Test Infrastructure and Interworking.

2.3 The PAGEIN Project

PAGEIN aims to demonstrate, exploit and characterise some key features of High
Performance Computing (HPC) on IBC usage by the aerospace industries. Computational
Fluid Dynamics will be taken as a typical activity of the pre-design phase applicable by a
multi-site, multi-company, European scale conception team. Super computers of different
architectures situated in different countries will be utilised to tackle complex tasks which
would be otherwise intractable.
Users have closely followed development teams who have transformed existing applications
into heterogeneous distributed applications. Test beds have been set up using existing PDH
technology, part of which is being developed by one partner. ATM technology has been
introduced on one testbed. These test beds will carry a significant number of parallel
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experiments, an approach comparable with that of the Gigabit Testbed programme in the
United States.
Current work should be followed by a phase of implementation on user sites, supporting
existing industrial applications with the PAGEIN environment, and inter-connecting different
user sites.
A demonstration of multimedia assisted collaborative visualisation environment that
activated ATM technology and 140Mbit Wide Area Networking over 650 km was provided
at the CeBit'93 Fair in Hannover.
PAGEIN should result in a significant contribution to Europe's ability for usage of !BC, by
solving key problems of co-operation with controlled sharing of technology, as major users
have been co-operating with application and network designers. A major impact will be to
demonstrate to PTOs and the IBC community that increased computation power, expected to
spread widely in the coming five years, can generate increased communication needs.
Development of a fully operational environment for distributed design applications represents
a large investment for early users. To justify such investment requires further convincing
preliminary steps: progress towards operational usage in the community of potential
aeronautical users demands both an enlarged consensus and an enlarged communication
basis. Such actions are being undertaken in the extension to the initial PAGEIN project.

3. BEYOND RACE

Already, at the conceptual stage in 1984, three phases were distinguished on the way towards
implementing IBC: Phase I, concentrating on the system engineering, specifications and key
technologies; Phase II, concentrating on integration and the prototyping of new services and
applications, and a Phase III, beyond the RACE Programme, consisting of user-driven
experimentation and trials demonstrating that IBC can meet the user demands and
expectations both in usefulness and performance as well as acceptable costs.
Phases I and II were implemented by means of a set of closely related but autonomous
projects. The burden of exploring advanced communications was shared roughly equally
between the sector actors and the European Union under the 2nd and 3rd Framework
Programmes.
RACE is coming to its conclusion in 1995 and the 4th Framework Programme has set out the
orientation for future collaborative R&D in Advanced Communications Technologies and
Services (ACTS). ACTS represents the Phase III of the path to implementing IBC, i.e. the
support of R&D carried out in the context of demand-driven trials which are preparing the
ground for Europe-wide internationally competitive information infrastructure (so-called
infostructure).
The specific mission of the ACTS Programme will be, in the context of user-driven trials, to
support R&D in advanced communications and services with a special emphasis on the
mobilisation of Europe's technological assets and the exploitation of the advantages of scale,
scope and integration to be gained by sharing experience and results.

The new programme should be centred on the following dual objectives:
o to promote operational trials of advanced services, to improve their usability and

ensure that the end-result is attractive enough for widespread use in the daily life of
Europeans;

o to further research future technologies needed to support advanced communications,
to achieve a cost reduction of key components and so enable the provision of more
economically feasible advanced services."
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ACTS will benefit from the well-established practice of collaboration on a European level
and address the challenges shaping the next decade. Perhaps the most important distinction
between ACTS and RACE is that, in the former, operational trials will form the focus and the
rationale for performing all the R&D.

3.1 ACTS

The ACTS Programme (Advanced Communications Technologies and Services) represents a
major effort to support pre competitive R&D in the context of trials in the field of
telecommunications during the period of the Fourth Framework Programme of scientific
research and development (1994-1998).
Advanced communications technologies already available provide for an unprecedented
improvement in quality, cost/performance and user friendliness in telecommunications
systems. They are far from having reached their full capabilities however. It is anticipated
that within the coming decades distance and capacity constraints to communications will be
largely overcome, and progressively the user will have at his command world-wide networks
providing access to services made up of image, sound and text in whichever form is required
for his application.
A recently emerged consideration is that, in addition to the communications operators,
service providers and equipment industry, users and their applications are becoming a
significant new element in the play of forces governing the development of the
telecommunications communications infrastructure and services. The communications
system evolving from a mere passive conduit of data to an intelligent and active process of
adding value to information implies a significant qualitative change. A transparent and open
global communication system will offer access to an unprecedented wealth of information
and services for users.
There are cultural and social implications to be taken into consideration. The increase in
access to information and communications in general will entail the need to address, more so
than in the past, questions of relevance and selectivity. Without such developments the
advantages of advanced communications and access to information will be eroded by the
phenomena of "information overkill". Communications technology has to mature from
concentrating on quantitative improvements (more bits for less money) to qualitative
improvements (quality of communication) and improved relevance (communicating with the
right partner or obtaining the relevant and correct service/information). A simple example of
the operation of relevance and selectivity- when, in the next few years, the average European
television viewer is presented with 500 channels rather than four, neither his viewing habits,
nor his television industry, will ever be the same again.

3.2. Rationale for the EC intervention and commitment to advanced
communications

Advanced communications technologies and services are crucial for consolidation of the
internal market, for Europe's industrial competitiveness and for balanced economic
development. The services are a vital link between industry, services sector and market as
well as between peripheral areas and economic centres. They are also a pre-requisite for
social cohesion and cultural development. All of these considerations have been for many
years important concerns of European policy.
The intervention of the Commission in telecommunications also arises from the truly
international nature of the industry. Increasingly, telecommunications in Europe is across
national borders - this is particularly so for the larger companies who are most frequently the
pioneering users of innovative services. This implies that individual national actions, be they
by governments in the regulatory field or by national telecom operators in the field of
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services, though absolutely necessary will not however be sufficient. A level of international
actions and co-ordination is required. This is supplied by the European Commission.
The Commission's actions in telecommunications are and will be governed by the principle
of subsidiarity which, simply put, is that Commission intervention is made only at a level
where a pan-european action is appropriate and necessary, and not otherwise. Areas where a
national action would supply the most appropriate means is left to that national action. This
important principle leads to the "National Host" concept which is one of the basic elements of
the ACTS Programme.
Close collaboration with other organisation adds additional strength to the EU level actions.
Specifically this applies to Standardisation Bodies (ETSI, CEN/CENELEC), Specification
Bodies (EURESCOM), EUREKA and others.

As was remarked in the recent White Paper on Growth, Competitiveness and Employment, in
the Commission's opinion Europe's research and industrial base suffers from a series of
weaknesses:

• Level of resources - In 1991RTD spending represented only 2% of GDP in the EU,
compared with 2.8% in the USA and 3% Japan.

• Co-ordination of research - Historically there has been a lack of co-ordination between
the national research policies.

• Application of research results -The greatest weakness of Europe's research base is its
comparatively limited capacity to convert scientific breakthroughs and technical
achievements into industrial and commercial successes.

Intensive consultations carried out with sector actors and other interested parties identified
the need in the ACTS Programme to concentrate on interworking, integration and verification
through projects on high-speed, photonic and mobile communication systems, and the
distribution of network and service intelligence.

In the White Paper, the Commission has proposed that the Member States of the European
Union, and the European institutions, should together focus on five priorities, among them
the promotion of investment in basic trans-European services, for ISDN and high-speed
networking;
Specifically in the area of trans-European telecommunications networks, eight priorities for
investment stimulation are identified, including the establishment of high-speed
communications networks.

3.3. High-speed Networking in ACTS

There are six R&D areas defined in ACTS:

Interactive digital multimedia systems and services
Photonic technologies
High-speed Networking
Mobility and personal communications networks
Intelligence in networks and service engineering
Quality, security and safety of communication services and systems

Area 3, High-Speed Networking, intends to provide integrated high-speed multi-gigabit
networks by 2000 to leading-edge users in European industry, research organisations and
universities, and to prepare for the Europe-wide mass deployment of these networks.

The area addresses the definition of the target networks, accounting for the emerging
technologies, the identification of the missing elements, the development of the means to



control these networks, and the integration of all the pieces while verifying their operation
through extensive usage. The user of high performance networks depends on the overall
performance of the communication system, including high speed of management,
transmission and access. The objective of this area is to improve the integral performance
delivered to the end-user.

The scope of work in the area is summarised in the following figure.
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Figure 1: Scope of High Performance Networking Area

The creation and usage of a high performance network testbed is central to the whole area,
and addressed by a specific task. All the other tasks of high performance networking make
contributions on specific aspects to this central objective.

4. ACCOMPANYING MEASURES, TOOLS ANDRELATED ACTIONS

In 1993, there were a number of Calls for Proposals for accompanying measures and
preparatory actions and other work related to the RACE Programme. Though these
accompanying measures and related actions do not form part of RACE per se, they
nevertheless have particularly strong and complementary relationships with many RACE
projects. The following actions have resulted from the calls:
Trans European Networks - !BC. - Preparatory actions to define demand driven IBC trials, to
develop specifications for their implementation and to analyse the corresponding investment
and interworking implications.
Trusted Third Party Services and Electronic Signatures - Initial field studies and subsequent
specification and implementation of user oriented field trials.
Accompanying Measures and Preparatory Actions in theArea of Advanced Communications
Technology Developments (APAS) - Essentially comprising calls in five separate domains:
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experimentation and implementation of trans-national telework systems; the assessment of
social, environmental and economic impacts of new uses of advanced communications; to
stimulate consensus on European standards and implementation strategies in digital image
communications; to stimulate the establishment of research and supporting facilities in less
favoured regions; and finally to establish teleworking facilities and networks in central and
eastern Europe.
TEN-IBC is covered in Section 5. Among the APAS actions, three projects in the area of
regional research co-operation deal with trans-European high-speed networks.

4.1 Regional research co-operation

The objectives of the regional co-operation area are:

to stimulate the establishment of research and supporting facilities in less favoured
regions in order to enable a greater participation of organisations, particularly small
businesses, in future EU research and technology development in the areas of advanced
communications and telematics, and
to establish teleworking facilities and networks in central and eastern Europe in order to
strengthen research links with the European Union.

The projects cover contributions to:

the establishment of research facilities in less favoured regions of general interest to
organisations throughout the European Union, and supporting facilities in less favoured
regions that can be of general value to European R&D;
the development of advanced communications services both to facilitate access to
information and co-operative working with partners in the development and execution of
R&D projects, and as a research tool for experimentation with new uses of advanced
communications and telematic systems;
the development of a network of organisations which can work together in the
stimulation of interest in European R&D, in stimulation of working contacts between
scientists, researchers and industry (particularly SMEs) throughout Europe, and in
research exploitation by SMEs.

The projects addressing these objectives and relevant to high-performance networking are
listed below.

The BINET project (G1001) will plan, develop, install, configure and operate an Advanced
Broadband Interconnection Network, based on ATM technology, linking four
telecommunications research and development centres in Spain and Portugal and a high-tech
Industrial Park in Portugal. The BINET infrastructure will be connected also to the European
ATM trials, allowing the interconnection to other research networks and R&D laboratories in
other European countries. The project is co-ordinated by Telecom Portugal, and involves two
other Portuguese organisations as well as Telefonica in Spain and the Polytechnic University
of Madrid.

The SUNRISE project will plan, develop, install, configure and operate a VSAT-based
system for research collaboration between small and medium-sized businesses and
universities in the less favoured regions of Greece, Italy, Portugal and Ireland. It is based on
the systems developed for distance learning in the JANUS project (DELTA) and involves the
identification of businesses and universities with complementary research interests in the less
favoured regions using the geographical information system on the socio-economic
characteristics of less favoured regions developed in the MEDORA project (ORA). The



5.2. TEN-IBC Trials Structure

Trials for Integrated Broadband Communications (IBC Trial) are the follow-up the RACE
Programme and have the objective of validation of technical feasibility and economic
viability of advanced communications.

The trials will use the evolving service infrastructures and public bearer networks as
available, e.g.:

• ATM Trial network
• IBC islands
• Satellite networks
• Cable Networks
• Mobile Networks

A call for tenders took place in 1993, leading to the launching of 14 projects within the
framework of the TEN-IBC initiative. These projects are original in that they follow a
timetable accelerated in three steps:

1. a period of approximately 6 months to develop specifications,
2. an evaluation of the specifications and of the viability of demonstration by external
experts,
3. an implementation of demonstrations for a limited period, for the groups having carried the
evaluation successfully.

The results of demonstrations and tests will contribute to the adoption of a master plan for the
introduction of pan-European wide-band services.
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The following types of networks are included in the trials:

• Citizen Network (Health Care, Social Services, Transport, Education/Training,
Training, Telecommuting, ...)

• Network of Competence and Science (including High Performance Computing)
• Industry Network (providing for the needs of manufacturing and their relations with
suppliers and customers)

• Business Network (addressing the needs of service industries with particular
reference of the needs of equal access to services throughout Europe)

• Administrative Network (providing for the provision of cost-effective administrative
services to the citizens and business throughout Europe).

• Media Network (providing for the development of general purpose dial-up video
services and interactive multimedia services based on digital video).

5.3 Networks of Competence and Science (including High Performance Computing) in
TEN-IBC

The principal conclusion of the 'Report of the High Performance Computing and Networking
Advisory Committee' (Rubbia, October 1992)was that "networking is crucial to the -
development of a competitive European HPCN infrastructure", in order to provide:

• easy access to major HPCN facilities and expertise often concentrated in a few sites,
free from geographical constraints on users and equipment.
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project is co-ordinated by a Greek organisation (IIS) and involves the multi-media systems
institute in Greece and the Association of Distance Learning Organisations as well as the two
organisations responsible for research information exchange in the south of Italy. The project
has the support of the UNISOURCE satellite service organisation.

The WISE project builds on the very extensive IN1ERNET systems of inter-operating
research information networks, to which over 200,000 connections to European
organisations, institutes and enterprises are already installed, to facilitate access to
information in a simple and consistent way for organisations throughout Europe, including
SMEs in less favoured regions. The project complements the actions of the SUNRISE and
other projects, as well as the new actions in central and eastern Europe. Special actions will
be taken in Germany and Portugal to ensure that there are appropriate access facilities to
world-wide information systems. The project is co-ordinated by the Fraunhofer
Gesellschaft acting for and on behalf of Fraunhofer IGD in Germany, and involves the
University of Coimbra in Portugal, the Computer Graphic Centre in Germany and technical
expertise from CERN, Switzerland.

5. TEN-IBC (TRANS EUROPEAN NETWORKS - INTEGRATED BROADBAND
COMMUNICATIONS)

5.1. Introduction
TEN-IBC is a follow-up of the Maastricht Treaty, that calls for the establishment of Trans­
European Networks in the field of communications, among others. This implies the
preparation of guidelines for the introduction of Broadband Networks in the Community. The
Treaty recommends actions favouring the interconnection and interoperation of the national
networks and the access to these networks, taking into account the necessity to link the
peripheral regions with the central regions of the Community.
The TEN-IBC actors include the end-users, the network operators, the equipment
manufacturers and the service providers, co-operating to implement a trans-European
broadband networking infrastructure and match the broadband technology with the end-user
needs.
Technological breakthroughs are changing the price/performance of telecommunications in a
fundamental way and pose both a major opportunity and challenge to the Community. This
is particularly true in the area of broadband communications. Evidence suggests that
applications of advanced communications will become increasingly multi-media, with
varying pattern and configuration during a "call" or "session", calling for increased
bandwidth and higher degree of service integration. This applies to the office and the factory
of the future as well as the home including both conversational and distributive services.
Present day Europe's mostly national communication networks differ considerably in their
status. This fragmentation is a major drawback for the functioning of the internal market and
the performance of the EU economy in international competition.
It is important to ensure that, as far as possible, networks develop along the same general
direction across Europe and broadly align with developments in other regions of the world in
order that advanced services can be offered on a global scale. A way must be found in which
these aims can be realised while still preserving commercial freedom for the sector actors to
act decisively and rapidly to the changing environment. Areas where collaboration is
desirable and areas where competition should be the presumption must be identified. The
TEN-IBC Draft Guidelines focus on areas proper for collaboration.



• inter working of large HPCN resources on a wide-area scale to tackle exceptionally
challenging problems.

• testbeds of multi-usage services.
• dissemination of information and knowledge for operational use and education.
• high technology access to and from CEC regional development areas.
HPC users are prevented from making the most effective use of super computers and
powerful "workstation clusters" today because the requirements for transfer of data (in
application synchronisation, client-server applications, distributed "metacomputing'', front
end visualisation of complex simulations and high volume/high speed file transfer) typical of
HPC users' needs far exceed the capacity of all but the most expensive networks. Similarly,
network constraints prevent HPC Centres realising the full potential of their resources - in
marketing their services to external prospects, in achieving the most effective use by teams of
researchers attacking single or complementary problems, and in optimising their resources by
load balancing and load sharing between centres.

For the first time, the potential availability of ATM across Europe provides a real chance for
these aspirations to be met, by providing a reasonable traffic throughput between end
connections in the tens of megabits per second without the inter network bottlenecks which
are the main reasons for restriction today. The possibilities of hundreds of megabits per
second now also seems realisable in the foreseeable future.

A Trans European Broadband Network is important since present scientific grand challenges
will be solved only by using common European resources. Scientific and technical skills
have to be shared in order to be successful in solving this type of problems. The network is
one of the key elements for a necessary improved human communication and is fundamental
as a link between hardware computation resources.
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5.3.1 Eerncz Project

The objective of the E=Mc2 project is to evaluate the impact of Europe-wide broadband
network availability on the use of supercomputers by research agencies and commercial
users.
The high performance computing (HPC) community is severely limited by network
bandwidth in the degree to which the resources available at HPC Centres throughout Europe
can be harnessed. The Rubbia report in October 1992 identified the need for high bandwidth
connectivity as a key factor constraining the economic benefits of wider and more co­
operative uses of HPC
For the first time, the HPC community is now offered the possibility of a unified trans­
national network in the form of ATM which could resolve network bottlenecks. E=MC2 will
exploit this opportunity for applications which demand high network performance for their
research or commercial success, or even for them to be feasible at all.
The project involves 3 HPC Centres, a telecommunications value added services company,
and a commercial HPC manufacturer with special expertise in marketing and visualisation of
complex HPC modelling tasks. The partners engage common interest groups covering the
domain of HPC - research and commercial users, HPC Centres and manufacturers, national
research networks and value added service providers.
E=MC2 will run 3 trials, each concentrating on a different aspect of network requirements
and reflecting applications of strong interest in the HPC community. These trials will
concentrate on

a) coupled computing in modelling and simulation, using atmospheric and
oceanographic simulation as its application,
b) distributed supercomputing and workstation clustering between all 3 centres,
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c) remote submission and execution of complex applications, investigating the
potential for commercial brokerage of HPC services.

Initial trials will use the currently available network as a benchmark, and to eliminate any
application problems for phase 2-involving the end users. (i.e. essentially technical trials).
The second phase will migrate the same applications to the European ATM Pilot, to which all
3 HPC centres will be connected, and run trials focusing on user feedback, commercial
options and the impact of actual measured network performance.
A second important area for the project is network management of HPC services. Through
the network monitoring and set-up tasks, the commercial partners expect to achieve detailed
knowledge of good practice in networking, in the details of traffic management and
monitoring, and the impact of traffic management on the end-users perceptions of application
quality and utility.

5.3.2 Scientific Trans European Network (STEN) Project

In terms of infrastructure the project STEN relies on three existing IBC islands:

RIA-Aveiro,Portugal

RECIBA-Madrid,Spain

EXPLOIT-Basel,Switzerland

Note that all these islands are deeply involved in projects running under EC support.

to otherportuguese users lo spanish users

All the islands are ATM based containing at least one ATM CrossConnect with standard
interfaces that allow the interconnection with the transport network.
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Each user, in each country, has its internal network interconnected to the IBC island through
ATM over 34Mb/s terrestrial link. Exception is made for users in the Atlantic Islands that
are connected through satellite links at 2 Mb/s.

In total there are 7 locations in Portugal, 4 in Spain and 6 in Switzerland.

The main objectives of the project are :

to verify the completeness of the requirements of the scientific users and the
applications commonly used.
to implement a network trial to demonstrate the approach and to validate results.
to evaluate the behavior of the common protocols used taking into account the
high bandwidth and the quality of today's networks, mainly in interactive
multimedia applications.
to initiate the study of the addressing problem in a broadband environment
to integrate "users" in broadband networking environments in order to harmonize
services and applications needs with the technology developments and network
evolution scenarios.

The network services offered by the STEN trial network are the following:

VP bearer service

SMDS/CBDS (LAN interconnection)

Circuit emulation (for isochronous services up at least to 2 Mb/s)

The trial will evaluate not only the technical network solutions (interworking units, mixture
of terrestrial and satellite networks, bit rates, traffic behavior) but will also be used as a
demonstration platform where other users can evaluate the benefits of broadband.

The target users - the scientific community - is already running distributive applications and
are interested in increasing the interconnection facilities in order to share, in a more efficient
way, not only their human resources but also their equipment resources. This is particularly
important to small isolated communities (e.g., less favoured regions as Atlantic and
Mediterranean islands), where a greater need for communications is felt and resources are
scarce.

5.3.3 Benefits

There are several benefits to be derived from the trials. The Community (including all the
interested sector actors) will gain:

• A clearer view of the requirements of High Performance Computing on the IBC
network infrastructure (the primary programme objective), and of the future strategy
for HPC provision, including a better insight into the commercial and operational
relationship between industry and academia as mediated through HPC centres, and
considering how commercial use of HPC services can develop given high bandwidth
connectivity.

• A definition of further areas of research and development in High Performance
Computing and Networking in which the Community, through the fourth Framework
Programme, may wish to become involved, including the development of new
applications making better use of distributed HPC resources, and the development of
intelligent distribution management.



124

• An increased impetus to the development of interest in HPC among the potential users
in that the trials will not just measure and record, but visibly demonstrate and promote
the use of HPC remotely accessed over a broadband network.

• Input into the debate about the future commercial directions of super computing, and in
particular the new possibilities opened up by high speed remote access for commercial
marketing of HPC services.

The existence of the very first trans-national broadband network is the first chance for a
serious attempt to explore the future prospects for co-operative scientific HPC usage and for
commercial futures for HPC centres.

6. Conclusion
We described several specific programmes and selected projects within these programmes
that are making a major contribution to the development of the European "information
highways" of the future. The survey is by no means exhaustive, but rather a selection of the
most relevant initiatives.
The research and the development, undertaken within a European framework, are essential for
the successful introduction of high-speed networks in Europe. During the last seven years, the
RACE programme contributed successfully to the achievement of this objective by
developing the technological capacities which will now have to be integrated and put into test
under ACTS. In parallel, accompanying measures like TEN-IBC and helping to accelerate the
process.
Beyond the R&D efforts, many other factors which will be just as determining to the success
of high-speed implementation must however not be forgotten. Among those we include the
installed infrastructure, the regulatory environment, the standardization procedures, the
potential customers expectations, techno-economic issues, international competition
pressures.
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EuroCAIRN and the Trans-European Research Backbone Project

HE Davies1

Abstract: Networking services for the research community in Europe are about to advance
dramatically. The state of development of new communications technologies has reached the
point where new services can be introduced; the national research networks in about half of the
Western European countries have set up services based on 34Mbps technology or are about to
do so. Applications which make use of constant bit rate services for the support of multi-media
(high quality video and audio) are already being tested.
On thepan-European scale, there are still problems to be tackled at different levels: technical
(interworking between national services, exploitation of thepotential of the new technology);
organisational (how can services be provided in advance of routine availabilityfrom PNOs);
andfinancial/political (what will be the costs and how will they be met).

· 1. Introduction

This paper presents a general description of
the likely impact on network services for the
European research community of recent
developments in telecommunications
technology.
A major activity at present is the Eureka
EuroCAIRN Project which aims to provide
the framework for organising the pooling of
national funding resources, to promote co­
operation between national (high speed)
networking activities, and to involve the
information technology and
telecommunications service industries. It
has formal participation from 17 countries
plus the European Commission. However,
the results of its work will not be limited to
the participating countries; the potential
beneficiaries are all European countries
including those in Central and Eastern
Europe.
In July 1994, EuroCAIRN awarded a
contract to DANIB to carry out a study
which includes a survey of requirements, an
examination of available technologies, and
the development of an implementation plan
for a high speed service which could
eventually cover the whole of Europe At
the beginning of

DANTE

1 Postal address: DANTE, Lockton House,
ClarendonRoad, UK - Cambridge CB2 2BH.
Tel +44 223 302 992; e-mail
H.E.Davies@dante.org.uk

November 1994, DANTE submitted an
Interim Report to EuroCAIRN which
includes a first draft of such a plan. A Final
Report, which will refine the material in the
Interim Report, is due to be submitted to
EuroCAIRN in January 1995.
Much of the material in the paper is based
on work that DANTE has recently earned
out for EuroCAIRN. The views expressed
are however those of the author and not
necessarily those ofEuroCAIRN.

2. The New Technology

For many years, the use of optical fibres has
promised to transform telecommunications
technology. More recently, the terms
"multi-media" and "Information
Superhighway" have become fashionable
and frequently used. Yet, for the average
end user who has for years been able to log
on to remote computers, transfer files
between computers, inspect networked data

.::_l-=
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bases, and send electronic mail to
colleagues, little seems to have changed
except that the quality of user interfaces has
improved and things sometimes work faster.
What exactly is different about the new
technology, and how soon will it bring real
benefits in the form of new applications?
Current network technology, including that
of the global Internet which is now the
predominant service used by the research
community, is based on designs which were
invented between 15 and 20 years ago.
These designs aimed to make the best
possible use of available bandwidth as well
as allowing a common infrastructure to be
shared between many users. However, they
do not include features which allow a de­
fined level of service to be provided for any
particular user or even any which allow
prioritisation of traffic from different users.
As a result, the service to individual users
suffers from performance degradation when
the aggregate network load is high and there
is no way of guaranteeing that the delivery
of data will be synchronised with its
transmission.
The more recent availability of high
bandwidth at low cost by itself encourages
new applications; a high quality digital
image can be transmitted in the same time
and at the same cost as was previously
necessary for a page of ASCII text. It also
diminishes the importance of effective
sharing of capacity between users.
Accepting this less efficient use of
bandwidth and taking advantage of other
developments in the use of digital
technology, it becomes feasible to introduce
new services based on constant bit rate
(CBR) delivery in which a stream of data is
delivered over the network to end user
equipment at a rate which is constant within
very narrow limits. If this stream of data
represents successive frames of a video
picture and its soundtrack, television quality
video sequences can be supplied on user de­
mand. Combined with new switching
techniques which enable logical trans­
mission circuits to be set up and closed

down rapidly under user control, a whole
new range of video-based (multi-media)
applications becomes possible.
Although the principles of these techniques
have already been convincingly
demonstrated and a number of pilot schemes
which make use of them are already in
progress, large scale operational services are
not yet available. The technology is not yet
pervasive; usage is therefore limited to a
very small sub-set of potential users.
Standardisation is incomplete, so that
although full communication can be
established between pieces of equipment
from the same supplier, interworking
between equipment from different suppliers
is not straightforward. In any case, proce­
dures for the management of the more
advanced services, including the dynamic
creation of logical circuits, and the
signalling systems between equipment in
different management domains which are
needed to implement these procedures are
still undefined.

3. Requirements of the Research
Community

A recent DANTE survey of national re­
search networks (carried out as part of the
EuroCAIRN study) confirmed the general
pattern, common throughout the Internet, of
exponential increases in activity (as
measured in a number of different ways)
with an approximate doubling of numbers
every year. The Internet Society's data on
the number of connected systems is shown
in Fig. 1; the total monthly traffic on the
EuropaNET backbone is shown in Fig. 2.
This organic growth in current activity is
expected to continue for some time.
However, the introduction of new multi­
media services is also expected to result in a
step increase in bandwidth demand of an
order of magnitude (factor of 10). National
network plans then foresee a slower rate of
growth - typically a doubling every two
years - but all that can be said with
confidence is that much higher bandwidths
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will be exploited if suitable services are
made available at an acceptable cost.
National implementations of high speed
services are already demonstrating their
utility, especially for example in the fields
of medicine (rapid transmission of X-ray
images, remote diagnosis by specialists),
distance learning, and several uses of video
conferencing techniques. There is now a
clear requirement for international
connections to link the national islands that
are growing rapidly. High speed links
between Europe and North America are also
seen as a vital element of any pan-European
service.
A limited survey by DANTE of discipline­
oriented user groups was also revealing.
The results confirmed the general picture of
bandwidth requirements identified in the
national networks survey but also put
emphasis on quality of service. It is clear
that more use would be made even of
existing services if they were more reliable,
more predictable in their response, and
easier to use. This also points to the
continuing danger with new technologies
that services will be introduced at a quality
level that satisfies the technicians who work
to develop them but falls short of the mini­
mum requirements of end users whose
interest is in the application and not in the
underlying technology.
Another danger is of too much dependence
on technology alone; psychological factors
will have to be taken into account too if new
services are to be successful. Some
potential applications, eg internal body
inspections by surgeons, already use video
techniques and it is easy to extend them to
work over long distances Others are more
problematic, especially when human-human
interaction is involved and "total system"
problems will need to be addressed. User
groups have an important role to play in
combining the voices of large numbers of
people in order to make sure that their real
requirements are met.

4. Implementation Issues
The national research networks in Finland,
France, Italy, the Netherlands, Norway,
Sweden and the UK have already
demonstrated through pilot services that it is
possible to establish simple high bandwidth
(34 Mbps or greater) services on a national
scale. Germany and Switzerland have plans
(and funding commitments) that will enable
them to do so during 1995.
Most of these networks are making ex­
perimental use of ATM switches as a way of
multiplexing bandwidth use and supporting
new multi-media applications. Two
countries are relying on a simple IP service
at the higher speeds. IP can offer a perfectly
adequate service if there is plenty of spare
bandwidth and it has the advantage of being
proven and well understood. However, even
with the improvements planned for IP New
Generation (IPng), it will never meet a
requirement to support constant bit rate
services.
On the other hand, the potential of ATM
still remains to be demonstrated and there
are voices within the community which
claim that its promise will never be fulfilled
in practice. The principal justifications for
such claims are that: the overhead associated
with the small cell size chosen for ATM
makes its use of bandwidth inefficient; the
fixed cell size limits the scope for devising
more effective ways of using network re­
sources; cell loss even at low rates can lead
to dramatic degradation of performance if
error correction mechanisms at higher levels
are not well tuned; and the complexity of
the signalling systems that will be needed to
implement the variable bandwidth features
which are possible in principle is such that
the associated problems may never be
solved satisfactorily.
These claims may prove to be unduly
pessimistic and early experience, for ex­
ample in the UK, shows that equipment on
the market now can adequately support the
simpler ATM services. Nevertheless, much
work remains to be done on the
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standardisation and development of end-to­
end signalling, ie between two sets of end
user equipment which are interconnected via
a concatenation of private (site, national
research) and public networks.
In addition, resolving the outstanding
problems at the basic telecommunications
level is not by itself enough to establish user
services. Complex management issues also
need to be addressed, eg in relation to
booking of conferences, user control of
switching, automated conference
establishment according to a pre-set
timetable, accounting and charging
mechanisms. Multi.casting - a powerful
technique which allows a video or audio
feed to be distributed to individual users or
groups who choose to join is potentially
. very powerful (and is already heavily used
on the Internet within the constraints of
current bandwidths) - has its own man­
agement problems. Distribution mech­
anisms have to be further developed to
minimise the risk of multiple copies of the
same traffic passing over the same circuits
to different ultimate destinations. The
essentially manual methods that are used at
present to control the Mbone service on the
Internet are simply not scalable for use by
the hundreds of simultaneous multicasts that
the new capacities will make possible.

A major constraint on the establishment of
any high speed service at present is the lack
of availability of international lines (or
services) at 34 Mbps and higher speeds
within Europe. Lines at this speed are
available nationally in many countries, but
there are only a few such international lines
and even these are used in special projects in
which one or more Public Network
Operators (PNOs ) are themselves
participating. DANTE's conclusions from a
survey of European PNOs are that: there is a
lot of installed basic capacity (the PNO in
one of the smaller European countries said
that the aggregate capacity to its neighbours
would be 9 Gbps by September 1995);
several PNOs claim to be prepared to
deliver high speed circuits but few of them

have published tariffs; and none was able
(or prepared) to point to a reference sale.
When international lines (and services) do
start to become available, this will not
happen all over Europe simultaneously.
There will therefore be a progressive
introduction of services, probably starting
between countries with the more liberalised
telecommunications regimes or where the
national PNOs have already formed
alliances (eg France and Germany). An
important part of the planning which will be
required is to include an interconnection
between the IP component of the new high
speed service and the existing service in
order to maintain full connectivity between
all countries.
Although the long term aim should be to
make use of advanced services offered by
the PNOs, the first services are likely to be
at the level of simple leased lines even if the
PNOs use A1M or other advanced
techniques as the underlying means of
supporting them. Because of the
development that remains to be done, it is
likely to be some time before any PNO
offers A1M services which interact directly
with customer equipment. The PNOs' A1M
pilot which is about to start operation
exemplifies this. The PNOs' objective in
mounting the pilot to test interworking
between their own sets of A1M equipment
under realistic usage conditions. It was
never the intention to make the A1M
facilities visible to customers who see a
straightforward (relatively) high speed
leased line.
The lack of availability of high speed
circuits and the problems of discrimination
between countries and their researchers
which will arise when such lines do start to
become available are both issues which need
to be addressed at a political level.

S. Organisational Structures

One view of the way that high speed
services should be established is that, if the
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demand exists, the market will provide - and
should be left to do so. DANIB and others
dispute this view. Experience shows that
new infrastructure does not develop without
some form of centralised promotion or fund­
ing, if only in a catalytic role. It is not at all
obvious that the PNOs will be prepared to
deliver what the research community wants
without being exposed to some form of
(political) pressure.
The national services that have been es­
tablished all involve a collaboration between
the national research network and the
equivalent PNO. This is a highly desirable
state of affairs - both parties can benefit
from such collaboration - but it is not so
easy to reproduce on a pan-European scale.
One of the motives of the national research
networks in setting up DANTE to provide
them with international services was that
there was no organisation already in place
which could do this job. The national
networks as potential service customers
have solved their part of the organisational
problem, but the lack of pan-European
structures still exists in the areas of supply
and of funding.
The European Union has a number of
activities which can be used to support the
development and early use of new
technologies but the European Commission
says that it has no mandate to fund network
infrastructure. The Fourth Framework
Programme will start to provide funds to
support R&D during 1995 via the ACTS,
Esprit and Telematics Programmes amongst
others but, so far and despite positive com­
ments in the Bangemann Report [l], no
funds have yet been made available to create
any kind of 34 Mbps service.
Some of the national governments are
addressing this issue more directly via
EuroCAIRN which, besides promoting the
creation of 34 Mbps services and
coordinating the provision of the necessary
funding, can also make recommendations
about other policy issues. The most
important of these is likely to be finding

ways of limiting inequalities of service in
different parts of Europe. On one hand,
there is a desire to allow all researchers to
have the same opportunities to take
advantage of the new technology; on the
other had, it is clear that national
infrastructures are not at the same stage of
development in all countries and that
developments in the more advanced
countries should not be delayed simply to
let the others catch up. Solutions to such
problems are likely to involve government
organisations in their implementation.

6. Costs and Funding

As mentioned above, the PNOs have not yet
set tariffs for 34 Mbps and higher speed
international services. Some PNOs as
suppliers have taken the starting position of
suggesting a factor of 17 as the cost of a 34
Mbps circuit relative to that of one at
2 Mbps. A counter position from a
customer point of view is that the cost of
providing any circuit is now relatively
independent of the bandwidth and that the
cost of a circuit with the highest available
capacity should remain constant, ie the
34Mbps price tomorrow should be the same
as the 2 Mbps price today. A realistic target
which takes account of the interests of both
suppliers and customers is for a price ratio
between 34 and 2 Mbps capacities which is
between two and four.
Experience with earlier centrally funded
initiatives has shown that it can be unwise
to promote new services by offering them
initially at zero cost and it is generally
accepted that the national networks as users
of a new international service will be
required to make some financial
contribution from day one. National
network managers also accept that it is
inevitable that 34 Mbps services will cost
more than those at 2 Mbps. Several of them
are have already budgeted for an increase in
expenditure on international services to
between 2.5 and 3.5 times the current level.
A guide price which is being used for
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planning purposes is that a 34 Mbps service
providing global network access should
cost about 2 - 3 MECU per year.

7. A Possible Scenario

Given the complexity of the new tech­
nology, the different situations in different
countries and the constraints on national
funding bodies, it is unlikely that a single,
uniform service will be established to cover
all European countries simultaneously. It is
in any case doubtful whether it would be
realistic to plan the creation of a single
monolithic service which might prevent the
testing of alternative methods of working.
DANTE's own proposal, which would be
implemented in collaboration with a few
national networks (and if possible, one or
more PNOs) would provide a 34 Mbps IP
service as soon as possible. In parallel, an
ATM test network would be set up and used
for the verification of new services and for
the testing of new applications, including
those which will be developed within the
EC's Fourth Framework Programme. Later,
there would be a migration to an ATM
based service providing IP-over-ATM plus a
constant bit rate service based on managed
Penn.anent Virtual Circuits (PVCs). The
configuration of PVCs, which provide
logical circuits with a fixed (and guaranteed)
bandwidth between two end points, would
be changed manually from time to time to
allow multi-media applications such as
video conferences to be run according to a
pre-arranged timetable. The ATM service
would be progressively improved by the

addition of new operational services as soon
as they had been validated on the test
network; development of particular interest
are those which enable the bandwidth
allocation procedures to be automated so
that individual applications can be run at
short notice in response to user demand.
Expansion of service to countries besides
those in the initial set would take place as
soon as the relevant national service could
fulfil the conditions necessary for
exploitation: a viable national service in
place, available international infrastructure,
and committed funding

8. Conclusion

Research users of networking services are
on the threshold of exciting developments.
The technology for basic high speed
services is already available but further
development work is needed before the
more sophisticated applications become
operational. The PNOs also have to be
persuaded to make their transmission
capacity available - at reasonable rates. It is
essential that user requirements are taken
into account from the earliest stages of the
planning phase. User communities should
make sure their requirements - especially for
quality of service - are well known and well
expressed.
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TELECOM Italia

Summary

This paper deals with some European PNOs
common projects and implementations: in
particular those regarding Telecom Italia formal
involvement.
During the last five years several initiatives were
launched by European PNOs, all of them aiming
at building pan-European high speed
infrastructures. In the following, some of those,
mainly devoted to play a key role in the future
european scenario, are briefly presented.

1. ISDN

The development of the ISDN represents an
evolutionary path of the PSTN following the
wide-spread deployment of digital techniques
pursued in the last 15 years, both in the transport
and in the switching network of Telecom Italia.
By the end of 1994 the digitalization of the local
switches will reach about 64 %, while the
digitalization of the transit switching nodes will
be almost completed.
As regards the transmission, the digitalization of
the junction network is around 91%, whereas for
long distance network the 100%will be reached
by the end of 1994.
In the meantime sophisticated signalling and
control facilities have been deployed through
wide-spread use of SSN°7 to fully exploit the
benefits and the flexibility of the digital
infrastructures.
Along the evolutionary path of the basic digital
switched network, ISDN involves essentially the
deployment of digital access form in the

subscriber premises and ISDN facilities in the
local exchanges.

Since the end of 1991,italian ISDN Pilot Service
has been operated in the main cities based on the
use of dedicated exchanges. Since the end of
1993 the commercial ISDN service has been
offered, suited for wide-spread diffusion and
provided by ISDN facilitiesmade available in the
existing local exchanges of the basic network.

Nowadays, ISDN deployment is proceeding
sucessfully; the national coverage is planned by
the end of 1995; international interconnections
are available with the major European and extra­
European countries. Extensive investements are
planned on '94 - '96 period with the objective of
installingmore the 700,000 equivalent lines.
ISDN applications are gaining popularity as
effective solutions to telecommunications needs
expecially for small business customers. Main
services with increasing usage are telephony,
G.3 and G.4 facsimile, circuit switched data
transmission, packet switched data transmission,
audioconferenceand videotelephony.

The ISDN growth in Italy is positively affected
by the advancement of the Euro-ISDN project
involving 26 Network Operators from 20
European Countries on the basis of common
technical standards, user-network interfaces, and
international connections. This facilitates
common European-wide market leading, among
other things, to common approval procedures.

A number of applications are expected to boost
the overall growth of the EurolSDN in the
forthcoming years; examples are the replacement
of voiceband modems and digital leased lines,
interconnection of ISPBXs and multimedia
applications.

2. GEN

Subsequently, since early 1993, the Global
European Network (GEN) is being constructed
and operated as a European-wide digital
transmission network to provide the customers
with high quality and reliable international leased
lines with bit rates ranging from 64kbit/s to 2
Mbit/s. GEN originates from an agreement
among five Network Operators (Telekom
/Germany, Telefonica/Spain, France
Telecom/France, British Telecom/UK, and
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STET/Italy); however other European Carriers
have already expressed their interest to
partecipate in the project

GEN has a mesh structure, with five national
nodes implemented by DXCs systems, installed
in Paris, London, Milan, Madrid and Frankfurt,
with 2 Mbit/s interconnecting links on optical
fibre systems.

3. ATM Pilot

The ATM Pilot network has been started in 1994
in Italy with the deployement of three ATM
cross-connect nodes and collecting some Pilot
Users. This ATM backbone network is also
interconnected with other European countries
under a Memorandum of Understanding (MOU)
signed by 16major European NetworkOperators
to implement an Euro-ATM Pilot Network in
order to perform technical and market
assessments troughout Europe.

As announced in late 1992, the European
Operators launched the pan European ATM Pilot
Network on July 1st, 1994. It is based on the
ITU-T recommendations, ETSI standards and
the Eurescom specifications and more
specifically the Eurescom Project P-105
dedicated to ATM sudies. The ATM Pilot will
last 18 months. It has 18 signatories which,
following the two significant mergers in Portugal
and Italy, represent today 16 operators spanning
over 15 countries: Austria, Belgium, Denmark,
Finland, France, Germany, Great-Britain,
Ireland, Italy, Norway, Portugal, Spain,
Sweden, Switzerland and The Netherlands.

Moreover, this is currently the world's largest
and most sophisticatedATM network.
The ATM Pilot represents a major achievement
of the list of commitments made by the European
Operators. In the long term, these Operators have
already rolled out a significant number of large­
scale networks, such as the GSM network, the
Euro-ISDN and the Global European Network;
and in the near future, will very likely deploy the
METRAN network across Europe. The ATM
Pilot is on the same line: it fosters the global
European Information Superhighways.

The first interconnection tests took place on
March 1994 and each of the 15 ATM cross­
connects was connected on July 1st, 1994. The

first actual video-conference on ATM took
place, after some preliminary tests, on July
22nd, 1994 between the CSELT in Turin and
CNET in Lannion.

The main features of this ATM Pilot: indeed, this
is an ATM Pilot in a multi-operator and multi­
vendor environment: 16Operators and around 10
equipmentManufacturers are taking part directly,
or indirectly in this pan-European experience.
The 15 ATM cross-connects are today
interconnected with 34 Mbit/s links. Where
practicable and depending upon the requested
traffic from Pilot Users, upgrades may be
installed following different time-scales: 155
Mbit/s or 140 Mbit/s links and also releases of
network management software.

The Pilot Users are basically of three types:
- Operators research laboratories which were
connected even before the launch of the Pilot on
July 1st 1994. They were eager to test "their"
ATM Pilot and indeed the Operators research
labs successfully performed many rigorous tests;
- numerous Pilot Applications have been
supported by the European Commission and are
part of Europeaan programs such as Esprit ,
TEN-IBC or RACE. To give you a concrete
European example, the ATM Pilot was used by
the National Hosts demonstration, held in
Madrid, on October 19-20 th, 1994, with great
success;
- multinational Companies who want the leading
edge in this new and promising multimedia
technology. Indeed, these pioneer companies
will have a competitive advantage because they
will master all the features of ATM techniques
well before their competitors.

From the beginning of the Pilot, different
benchmark services were available on the Pilot:
the VP bearer service, which is less requested,
the CBDS (or SMDS) service and the Constant
Bit Rate service.
However, today there is very little feed-back
from the Pilot Users because it is too early for
them to give any relevant information on their
results. Most of the Pilot Applications will
supply valuable information at the beginning of
next year. However, it can be foresee that: the
Pilot Users, and generally speaking, the
customers, are not immediately concerned by
ATM technology as such. What they want and
what they need is a faster service at a lower price
than yesterday. If any other service can offer
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them this benefit right away, then, the customer
will use the other service.

Many other Pilot Applications are however
scheduled to be connected during next months,
according to their time scale and their readiness
to come onboa.rdthe Pilot
There are no common tariffs for the ATM Pilot.
Each Operators remains free to request a
financial contribution from its Pilot Users
according to its own local habits. The ATM Pilot
Coordination Group has no authority to deal with
commercial matters. These matters are indeed a
question for each Operator individually.

What will be the future of the ATMPilot?
This is a crucial topic. Today, the following
statement could be done:
- considering the requests of the Pilot Users and
the strong demand for the Information Society,
the ATM Pilot representatives decided to extend
the ATM Pilot for another 6-month period (new
MoU deadline: 31December 1995);
- in any case, it is expected that ATM Pilot
members may make bilateral arrangements to
keep the ATM VP network. It would allow our
Pilot Users to maintain their ATM connections.
The ATM Pilot has allowed initial technicalwork
on this topic to be undertaken. We hope that
continued ATM connectivity would provide the
opportunity to the Pilot Users to complete their
new applications and will foster the European
entry into the InformationAge.
On the switched VC side, further in depth
studies are also ongoing, coordinated between
the ATM Pilot Working Groups and relevant
Eurescom Projects.

Indeed, the ATM Pilot is a major step towards
the European Information Superhighways and
should pave the way for a European broadband
offer within few years.

The European ATM Pilot has already given the
opportunity to better understand the potential
ATM has as a networking technology of the
future. A considerable amount of time and effort
has gone into the development of the ATM Pilot,
and nobody pretends that everything has been
straightforward: indeed that would be far from
true.

The European ATM Pilot is by far the most
complex and extensiveATM testbed anywhere in
the world, linking 15 cities through Europe. The

pilot has been developed to evaluate and prove
ATM, which will be a key technology for the
building of the Information superhighways of the
future.

To introduce some of the more technical aspects,
the European ATM Pilot is a trial to assess the
concept of a network in a multi-operator and
multi-vendor environment. To reach this
objective, operators agreed to set up a network
relying on products compliant with current ATM
standards and recommendations. Today's
network representas a snapshot of the ongoing
developmentof ATM.
For the transfer of cells, the so called User plane
in the standards world, ETSI and ITU have set
up sufficiently stable standards to allow
manufacturers to design the relevant equipment

The specifications for the Pilot where drawn up
by the ATM Pilot Coordination Group, their
work built on the earlier deliverable form
EURESCOM Project 105. It is important to
underline the close co-operation between
Eurescom and the ATM Pilot. Eurescom has
provided some useful groundwork. The
operational procedures are also based on P105.

Management of ATM networks is certainly one
of the current "Hot topics". For the management
of this equipment, each operator has procured a
local management system which does not
interwork with peer equipment from other
manufacturers. This is the reason why the
EURESCOM project P105, defined a common
set of specifications for the management of
cooperative networks. This was delivered in
October 93 and is now being proposed for
standardization in ETSI/NA5 and planned to be
the basis for a European standard in 1995. In the
meantime, the European ATM Pilot has applied
these specifications on a slower network (POTS)
to connect these Network Manager Centres.
Using faxes as a temporary provisional
procedure, the time to set up, modify or release
the bandwidth of one VP is a few hours. This is
of course recognized as being inadequate and
therefore represnts a key area for development.
We intend to trial a much improved system
before the end of the Pilot.

When the Pilot was first conceived we realised
that there would be many issues to be resolved
before we could reach the position of actually
connecting users over the network. We have
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established a number of working groups to
address specific issues. Some of these have
concentrated on the testing of the interoperability
between the different crosss-connects, the
evaluation and testing of the benchmark services,
while others have been concerned with
performance and network aspects. The ATM
pilot has brought together many specialists,
technical experts, manufacturers and operational
teams. The last 20 months have seen a period of
rapid developments, requiring a great deal of
flexibility form all sides. The experience gained
has fostered the development and understanding
of all involved.

The pilot has now entered a new phase with the
introductions of pilot Users to the network, this
will bring additional requirements and will
doubtless uncover many new and ecciting issues.
As before flexibility will be required on all sides
by working together experience and
understanding during this pioneering phase.

The key message that we would like you to take
away from these worhshop is that ATM is the
key technology for future broadband networks
and that as a result of the knowledge gained from
ATM Pilot the participants will be well prepared
to provide Europe and beyond with the
broadband services of the future. With this trial
the European PNO prove their capability to
cooperate on advanced issues and stimulate the
introduction of new technique able to support
innovative services. As such, the ATM MoU is a
major initiative of European PNOs for the
introductionof ATM in the networks.

4. METRAN

Since 1988 DGXIII stimulated the European
PNOs to provide the 'electronic highways' of
Europe, which were required to enable the cost­
effective, pan-European communication
capability to support the Integration of Europe as
a common trading block to rival the United
States.

At a similar time, standardizationactivitieswithin
CCITT were developing as new 'highly
manageable' transmission multiplex structure
which would enable significantlymore flexibility
than currently available for 2Mbit/s, 140 Mbit/s
and potentially higher capacity transmission

'circuits'. This was the Synchronous Digital
Hierarchy (SDH).
Meanwhile, the CEPT realized the need for
coordination between the independent
deployments of SDH technology and
management within each PNO.
The resulting target network, named the
Managed European Transmssion Network
(METRAN) was seen to offer the best
opportunity to meet the electronic highway
requirements. Whatever data, voice or video
transport mechanism was deployed to provide
advanced services to customers, the rapid
availability of high-quality underpinning all
future pan-European communicationcapability.

Twenty-six European PNOs signed a
Memorandum of understanding (MOU) about
METRAN. MOU was developed which would
govern the interaction of the PNOs during a
joint, co-operative study to develop proposals for
the future capacity supply mechanism for
Europe. The scope of this study was broad,
covering all aspects of the PNOs interaction to
plan provide and operate the correspondent
trasmission network, including common
equipment functionality, network design
architectures, operational procedures,
performance targets and monitoring methods,
future organizational structures and the optimum
type or form of legal structure to deliver all of
this.

The project was overseen and managed by the
Management Board (MB), which had
representation from all of the Signatories of the
MOU. Over twenty separate areas of study
(Tasks) were identified and international task
teams were created. Tasks which required
significant discussion and consensus
development had a large number of participants
(10-15). EURESCOM was used to co-ordinate
and manage the more technical tasks in a supplier
role to the METRANMB.

Overall day-to-day project co-ordination was
provided by a Project Leader, who ran a forum
for all Task leader's named the Support Group.
Midway through the project, the MB recognised
the need create the MB Advisory Group
comprising some eight named individuals chosen
for their knowledge of METRAN activies which
acted as a 'think tank' for the MB, developing
proposed solution to those issues which coul not
be solved intially at the largerMB meetings.
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The target of the METRAN study is the
production of a comprehensive agreement that
captures the common technical, process and
organizational proposals developed in the
projects, and defines the commitments that the
PNOs will make to each other to follow these
proposals in a defined manner. After
considerable discussion on the best form for
such an agreement, addressing options ranging
from a further MoU to the creation of a jointly
owned company to 'operate a single pan­
European network, a multi-lateral contract has
been developed termed the METRAN Operating
Agreement. This is currently in advanced draft
stage and to be opened for signature in early
1995.
The METRAN project will allow to meet the
needs of current and emerging services across
Europe, still mantening a full control over
national networks by each national operator.

S. Conclusion

ISDN is already a reality through Europe and
will play a key role in the near future.
ATM Pilot is already started and is certainly
considered an opportunity to investigate new
issues, such as: state of technology versus
existing standards, maturity of the market for
broadband services, regulatry aspects, initiative
from the Commission towards user applications.
METRAN initiative is approaching the
implementation phase by signing the Operating
Agreement in the forthcoming 1995. The
question is: what will be the future ?
The question is raised: the answer will be based,
of course, on the results, but PNOs are
convinced that building pan-European Networks
allows the Countries to be closer.
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Open Network Provision
and

Leased Lines

John Horrocks
ETSI BTC2 Chairman

1 Introduction and Background
Open Network Provision (ONP) is a programme of regulation being undertaken by the European
Commission designed to ensure non-discriminatory access to and use of public telecommunications
networks.

The concept of ONP arose from concern to facilitate the development of an expanding and competitive
market for value-added services, and from consideration of regulatory measures in the USA called Open
Network Architecture and Comparably Efficient Interconnection.

The main concern about value added services is that public network operators are both monopoly providers
of basic services and also providers of value added services. Competing value added service providers are
dependent on basic services provided by the public network operators and therefore regulation is necessary
to ensure that the public network operators do not use their monopoly to put these competing value added
service providers at a disadvantage by failing to provide them with the basic services that they need.

The first proposal came from the Analysis and Forecasting Group (GAP) which is a sub-group of the Senior
Officials Group - Telecommunications in 1988 as part of discussions in connection with the Green Paper on
telecommunications. A Framework Directive for ONP was submitted to the Council in January 1989 on the
basis of Article 1OOAof the Treaty of Rome. A Services Directive under Article 90 was also proposed at
approximately the same time to ensure the development of competition in all services other than the
provision of infrastructure and voice telephony. Agreement on both these Directives was reached in
December 1989 and they were adopted and notified formally to Member States in July 1990.

The Framework Directive will lead to other Directives on specific areas to be covered by ONP. These
Directives are addressed to Member States not to telecommunications operators or users, and Member States
are required to put into effect national regulations and procedures to implement the requirements of the
Directive.
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2 The ONP Framework Directive
2.1 Description
This Directive defines the areas to be covered by ONP as:

• leased lines
• packet and circuit switched data services
• ISDN
• voice telephony
• telex
• mobile services
• new forms of access such as data over voice and access to intelligent network functions
• broadband networks.

The Directive addresses the preparation of ONP conditions for open and efficient access to the public
networks and directs the Council to prepare specific directives to establish these conditions. The three
conditions that may be harmonised are:

• technical interfaces
• supply and usage conditions
• tariff principles

Supply and usage conditions cover provision time, quality of service including transmission, and
maintenance. The tariff principles require tariffs to be cost based if the service is the subject of an exclusive
or special right, and where possible to be unbundled leaving the user to choose which elements he requires.

These ONP conditions have to be based on objective criteria, be transparent and published, and guarantee
equality of access without discrimination. Access to the public network must not be restricted except for
reasons based on the essential requirements of:

• security of network operations
• maintenance of network integrity
• interoperability of services in justified cases
• protection of data, as appropriate

It should be noted that these requirements are not exactly the same as the essential requirements in the
Second Phase Directive.

Thus the focus is on establishing a harmonised set of conditions for the use of ONP services.

The procedure for each of the areas covered is that the Commission:

• initiates detailed analysis and prepares a report
• invites public comment over a period of at least three months
• requests ETSI to draw up appropriate standards for technical interfaces and service features
• draws up proposals for ONP conditions

The Commission is assisted by an advisory committee of representatives of Member States, known as the
ONP Committee, and is bound to take the utmost account of the opinion of this committee.

The Directive contains guidelines for implementation in the period up to the end of 1992. These guidelines
propose:

• specific Directives for leased lines and voice telephony
• implementation by January 1991 of harmonised technical interfaces and features for ISDN and packet

switched data services
• adoption by the Council by 1July 1991 of a recommendation on the application of ONP to packet data

services
• adoption by 1January 1992 of a similar recommendation on ISDN
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• examination of specific Directives on packet switched data and ISDN to follow the Recommendations

2.2 Progress To Date
The highest priority item for ONP initially was leased lines, but great attention was also given to voice
telephony until the draft Directive was rejected by the European Parliament (see later)..

Progress to date is that:

• A Directive has been adopted for leased lines
• Two Recommendations, possibly to be followed later by Directives, have been adopted for ISDN and

public data networks

The reason for issuing Directives for leased lines and voice telephony is that these services are normally the
subject of exclusive or special rights, whereas other services may be the subject of greater competition. As a
result of the recent plans to liberalise all services and infrastructure by I January 1998, the future role of
ONP is being reconsidered (see later).

3 ONP Leased Lines Directive
3.1 Introduction
Directive 92/44/EEC was adopted on 5 June 1992.

The scope of the Directive is limited to leased lines that provide transmission capacity between network
termination points but do not include on-demand switching under the control of the user. Thus the scope
includes "part time" leased lines which are available for only part of the day but excludes the newer virtual
private network services with switching under user control.

The Directive contains two main requirements:

• it requires all leased lines to be offered under harmonised usage conditions and tariff principles

• it requires certain types of leased lines to be offered in all Member States as soon as possible and not
later than the date on which the Directive is brought into effect in the Member State concerned, which
must be not later than 5 June 1993 (but it does not restrict other types of leased line from being offered).

3.2 Minimum Set
Five leased line types have been defined so far, and they are listed in Table 1, but standards for additional
types (eg 2B+D, n*64kbit/s, higher order 34Mbit/s and 140Mbit/s) are being produced in connection with the
ONP programme although it is not the Commission's intention to add them to the minimum set.

Leased Line Type
Ordinary quality voice bandwidth 2 or 4 wire analogue
(M.1040)
Special quality voice bandwidth 2 or 4 wire
analogue(M.1020 & M.1025)
64kbit/s digital to G.703, but X.21 or X.21bis may be used
for an interim period
2Mbit/s digital to G.703 (unstructured)
2Mbit/s digital to G.703 and G.704 (excluding section 5)
and with CRC check to G.706

Table 1:Minimum Set of Leased Lines

ETSI is developing a set of standards and corresponding terminal interface standards to define these leased
line types more precisely. The status of these standards is as follows:
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Leased Line No Contents Status
2048 kbit/s ETS 300 246 Network interface (NB: Will be Adopted Oct 93
Unstructured withdrawn following

introduction of ETS 300 418)
ETS 300 247 Connection characteristics Adopted Oct 93

64 kbit/s ETS 300 288 Network interface Adopted Jan 94
ETS 300 289 Connection characteristics Adopted Jan 94

2048 kbit/s pr ETS 300 418 Network interface (NB: Will be Adoption expected
Structured used for both structured and Spring 95

unstructured)
pr ETS 300 419 Connection characteristics Adoption expected

Spring 95
2 wire, ordinary pr ETS 300 448 Network interface and Adoption expected

connection characteristics July 95
2 wire, special pr ETS 300 449 Network interface and Adoption expected

connection characteristics July 95
4 wire, ordinary pr ETS 300 451 Network interface and Adoption expected

connection characteristics July 95
4 wire, special pr ETS 300 452 Network interface and Adoption expected

connection characteristics July 95

Table 2: ETSI Standards for Minimum Set of Leased Lines

The corresponding terminal interface standards and TBRs are:

Leased Line Interface Standard TBR
2048 kbit/s ETS 300 248 TBR 12
Unstructured
64 kbit/s ETS 300 290 TBR 14
2048 kbit/s pr ETS 300 420 TBR 13
Structured
2 wire, ordinary pr ETS 300 450 TBR 15
and special
4 wire, ordinary pr ETS 300 453 TBR 17
and special

Table 3: ETSI Standards for Terminal Equipment Interfaces for Connection to Leased Lines.

Their status is the same as that of the corresponding leased line standards.

In June 1994, the Commission, through Commission Decision (94/439/EEC), changed annex II to Directive
92/44/EEC to introduce the European standards for the 2048 kbit/s unstructured and 64 kbit/s leased lines.
Until 31 December 1996 leased lines may be provided in accordance with either the European standards or
the ITU-T Recommendations, but after that date they must be provided in accordance with the European
standards. In the case of the 64 kbit/s leased line, interfaces based on X.21 or X.21 bis may be used instead
of the European standards even beyond 31 December 1996. The reason for the relatively long transitional
period is that several countries use 75Q unbalanced interfaces rather than the 120Q balanced interface
specified in the European standards.

The standards for the digital leased lines all specified the use of the ISO/IEC I0173 connector used for ISDN
primary rate access. Early in 1994 it was discovered that this connector is not available because it is
impracticable to manufacture it because the specification does not allow sufficient material adjacent to one of
the keyways to give adequate strength. In consequence the standards that have already been produced will
have to be amended. The current versions permit a hardwiring option as an alternative to a plug/socket and it
is expected that hardwiring will be the most common form of connection.

The development of standards for the analogue leased lines has proved to be rather controversial. ETSI has
found it difficult to reach agreement on a number of techincal parameters because of historical differences in
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the various national networks. Furthermore ETSI, in accordance with advice given initially by the
Commission, has specified low levels of performance in line with the ITU-T recommendations. However the
ONP Committee has expressed concern that better levels of performance should be specified. Because the
consensus within ETSI is fragile, the Commission has proposed that this should be achieved through
additional informative annexes that could be added to the standards rather than through changes to the
requirements. The issue is still under discussion.

3.3Other Requirements
Member States have to ensure that information on the technical characteristics, tariffs, general supply
conditions and conditions for attachment are published in a way that provides easy access for users.
Information on new leased lines must be provided at least two months before the new lines are introduced.

The supply conditions have to include:

• the typical delivery period within which 80% of leased line services are delivered
• the minimum contractual period that the user must accept
• the typical repair time for 80% of lines of the same type
• any refund policy

Member States have to ensure that usage conditions derived from the essential requirements are imposed by
regulation and not through technical restrictions. No restrictions are allowed on the interconnection of leased
lines to other leased lines, or to the public telecommunications networks.

The only essential requirements under which access to leased lines can be refused are:

• interruption of service or denial of access in an emergency
• interruption and disconnection if non-approved apparatus is used, or
• restrictions on access to ensure compliance with data protection requirements

Member States have to notify the Commission before I January 1993 of the identity of the national
regulatory body that will supervise the provision of ONP services and lay down procedures for deciding on
the legitimacy of actions by the public network operators such as interruptions of service, and for defining
general rules that can be followed in such circumstances. The national regulatory body also has to adjudicate
on cases where public network operators provide transmission capacity equivalent to leased lines for their
own provision of competitive services such as value added or data services, but do not make such capacity
available to others.

In August 1994, the Commission published (94/C 214/04) a list of the National Regulatry Authorities that are
supervisiong the ONP Leased Lines Directive and gave further information on the use of the conciliation
procedure in the event of disputes.

Member States have to promote the setting up, by 31 December 1992, of a common ordering procedure, a
one-stop ordering procedure and a one-stop billing procedure.

Member States have to ensure that the tariffs for leased lines are cost orientated, transparent, based on
objective criteria and independent of use. They also have to ensure that the telecommunications operators
implement an appropriate accounting system capable of assigning costs to the provision of leased lines.

Users who claim that the provisions of the Directive have been infringed, may complain to the national
regulatory body or to the Commission.

The obligations to provide the minimum set of leased lines may be deferred if the requirement places an
excessive burden on a particular Member State.

3.4 Additional Leased Line Standards

The Commission has requested ETSI to prepare as soon as possible a set of standards and corresponding
TBRs for higher order leased lines at 34 Mbit/s and 140Mbit/s. ETSI has completed a preliminary study of
the work to be done (see ETR:087) and produced the following drafts:
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Standard Title
orETS 300 34 & 140Mbit/s Network Interface
orETS 300 34 Mbit/s Connection Characteristics (structured and unstructured)
prETS 300 140Mbit/s Connection Characteristics (structured and unstructured)

Table 4: ETSI Standards for Hogher Order Leased Lines

The structured versions of these standards are based on a new form of structure defined in ETS 300 337
(ITU-T G.832), and not on the G.704 structures.

Although the Commission has said that it does not intend to add these higher order leased lines to the
minimum set under the Directive, it does attach considerable importance to the availability of these standards
to support international leased lines for use by trans-European networks such as "resale" networks providing
valu added, data and corporate communications services.

ETSI is also studying the production of leased line standards for:

• "2B+D" leased lines for off-premises extensions for ISDN basic access
• "SDH" leased line.

and is expected to produce ETRs on these subjects towards the end of 1995.

ESTI is currently working on standards for n*64kbit/s leased lines presented in a 2 Mbit/s interface; these
standards will be derived from ETS 300 289 and prETS 300 418.

Additional information on standards may be found in the:

"European Guide to Telecommunications Standards"

Published by:

Horrocks Technology
Bethany
Chapel Lane
Pirbright
Surrey GU24 OJZ
England

Tel: +44 1483 797807
Fax: +44 1483 797617
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Annex: The Evolving European Network
The purpose of this section is to explain the current thinking as to how the various technological
developments will be brought together in practice in the development of wide area switched bearer networks
in Europe.

For the purpose of this explanation, switched networks and their services should be considered as consisting
of four layers:

• The service
• The switch
• The transmission system
• The transmission medium

Before the introduction of these new developments, switched networks were as shown the Figure 1. (This
explanation assumes a wholly digital network based on the Plesiochronous Digital Hierarchy, PDH, in
practice the phasing out of analogue transmission and switching has overlapped the introduction of optical
fibre and SDH.)

There was a network of copper cables (there were also some fixed radio links and satellite links but to
simplify the description we will ignore them), and the capacity on these cables was subdivided into separate
64 kbit/s and 2Mbit/s channels using transmission systems based on the PDH. The channels were used to
interconnect switches. The routing of channels between switches could be controlled at the 64 kbit/s and
2Mbit/s level to some extent through cross connects and patch panels but the degree of flexibility for altering
routings was somewhat limited because individual channels could not be extracted easily from higher order
multiplexes. There were two types of switches, circuit switches and packet switches, each providing its own
particular service. Leased lines were provided from the PDH transmission system and its cross connects.

There are three general strategies for the introduction of new technologies:

• Substitution, involving the removal of the old technology.

• Overlay, involving the addition of new technology without the removal of the old, but with some
interconnection between the two.

• Overlay, involving the addition of new technology without the removal of the old, but without
interconnection (introduction as islands).

64 kbit/s circuit
switched service

Packet switched
service

Circuit Switch
64 kbit/s channels Packet Switch

Leased Lines

PDH

Copper cables

Figure 1:Early Structure of an All Digital Network
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Chronologically the first change was the introduction of optical fibre which normally replaced copper but in
some cases was introduced alongside copper. The early transmission systems used with optical fibre were
PDH.

The next two changes are tending to coincide chronologically. They are the introduction of SDH and the
introduction of new broadband services such as frame relay and SMDS.

The introduction of SDH is either through substitution or overlay. Interconnection between SDH and PDH is
common, SDH can carry circuits that are also carried by PDH, because many circuits will have to pass
sequentially through routes served by SDH and routes served by PDH. SDH can also use either optical fibres
or copper cables as the transmission medium, but the tendency is for SDH systems to be introduced where
the transmission medium is optical fibre. The circuits carried between switches by the SDH transmission
network were initially structured according to the frame formats defined for PDH but new structures for rates
of 34 Mbit/s and 140 Mbit/s provided on SDH have standardised by ITU-T (G.832) and ETSI (ETS 300
337) and will be introduced soon. These structures contain better error monitoring and management facilities
than the G.704/G.706 structures, and are designed to be well suited to the transport of ATM cells.

The introduction of SDH creates much greater flexibility for reconfiguration of the transmission network
because SDH provides an efficient drop and insert and cross connect capability, where channels can easily be
removed or inserted at any level of the hierarchy. The introduction of SDH will therefore coincide with new
and greatly improved cross connect and circuit management capabilities. In the diagrams, the cross connect
switching is implicit in the PDH and SDH boxes and should not be confused with the circuit switch and
packet switch boxes which apply to the provision of switched services, ie switching in response to customer
signalling.

The existing switch technologies are incapable of providing new switched services such as SMDS and frame
relay. These new services may therefore be introduced initially using separate special purpose switches. The
interconnection of these switches may be either on the PDH or SDH. The interfaces to terminal equipment
are normally based on the PDH.

The structure of the network after these further changes is shown in figure 2. This figure shows only the more
common connections and not all the possibilities.

Packet switched
service

64 kbit/s circuit
switched service

Packet SwitchCircuit Switch
64 kbit/s channels

Leased Lines

Copper cables

Figure 2: Current Network Structure

New service
eg SMDS

New switch
eg SMDS

Leased Lines

Optical fibre

An ATM "service", as an alternative to a network of leased lines - rather similar in purpose to a Virtual
Private Network, is one of the new services that may be introduced at this stage, and this use of ATM should
be distinguished from the later use of ATM as the universal transfer mechanism.
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------Narrowband----- .i Broadband

64 kbit/s circuit Packet switched SMDS B-ISDN Frame
switched service service Relay

I I I I I
I

Circuit Switch Packet Switch New ATM
64 kbit/s channels based switch

I I I
ween non-ATM switches ATMce
>H frame structures I Leased Lines new1

I
: SDH I

I
Optical fibre

Figure 3: Network Structure in the 1996-2005 timeframe

The next stage of development, typically in the 1996-2005 timeframe, will be the introduction of an overlay
network of ATM switches to provide a range of new services. These ATM switches will be used
predominantly for broadband services with the current generation of switches remaining to carry narrowband
services. PDH and copper cables will tend to be phased out during this period, except in the local loop. The
circuits between the old switches will use the frame structures designed for PDH, although they will be
carried in the SDH transmission system. Circuits carrying ATM cells between the new ATM switches will
use the new frame structures (G.832) referred to earlier. Where new services such as Broadband ISDN
include narrowband services there will need to be gateways between the switches to provide the
interconnectivity required by users. The structure of the network is illustrated in figure 3.

Interfaces to terminal equipment will begin to be based on ATM ceJls contained in SDH frames during this
period and some optical interfaces to terminal equipment will be introduced. If optical switching is
introduced at all, it will be towards the end of this period and wiJI probably be limited to cross connect
applications perhaps using wave division multiplexing.

The final stage of development foreseen at present is the phasing out of the current generation of switches so
that ATM switches will be used for both broadband and narrowband services, giving the structure shown in
figure 4.

.------Narrowband-----+ +---Broadband

64 kbit/s circuit
switched service

Packet switched
service SMDS B-ISDN Frame

Relay

ATM
based switch

ATM cells carried in
new structures

Leased Lines

SDH

Optical fibre
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Figure 4: ATM Based Network (2005+)

The development outlined here represents the general consensus within Europe. Some assumptions have
been made and some possibilities have been excluded. The following points should also be borne in mind:

• The generation of electronics used in the current digital exchanges has a long potential life and requires
little maintenance. They may therefore remain in use much longer than expected unless the majority of
residential users require services that they cannot provide. Thus their phasing out will be driven more by
the requirement for new services than by cost savings through the use of newer technology.

• ATM cells do not have to be carried in SDH (or PDH) frames, and there is a placeholder in the ITU-T
standards work programme for the development of a purely cell based transmission system and interface,
where the transmission management information as well as the user information would be carried in
ATM cells. Such a development would enable the same switches to be used for both cross connect
switching and switching in support of services. However in view of the development of SDH there is
little support for pursuing this approach, although it has been studied within RACE.

• Some services such as speech require a fixed transmission delay. Where speech is carried in ATM it
should be given priority over data to reduce delay variation although paradoxically it does not matter too
much if a few speech samples are lost.

• ATM cells have a rather high overhead for bulk data transfers and while they can carry such traffic fixed
rate circuit connections at rates of 2MbitJs and upwards may be preferable, but it remains to be seen
whether there is sufficient demand for a new type of circuit switch capable of meeting such a
requirement. High bit rate leased line services will be provided directly from the SDH transmission
network.

This text is adapted from:
The Technology Guide to Telecommunications
by John Horrocks and Robin Scarr
Published by:
Horrocks Technology
Bethany
Chapel Lane
Pirbright
Surrey GU24 OJZ
England
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Why Frame Relay?

By now, you will have heard of Frame Relay. However, hearing and believing are not the same thing.
If you are to make use of Frame Relay you need to know some facts about Frame Relay:

• Why Frame Relay?
• What is Frame Relay?
• What can it do (and not do)?
• Can it benefit me?
• Is it available?
• Will it last?
• Are there any barriers to using Frame Relay?
• What is the Frame Relay Forum and how can it help?

This short paper gives brief answers to these questions. It also explains the role of the Frame Relay
Forum both Worldwide and in Europe.

The convergence of computing and telecommunications has been an aim that is now becoming a
reality. The power of desktop computing allied with Local Area Networks has brought new oppor­
tunities and challenges.New applicationsmake extensive use of graphics and demand high speed com­
munications. New requirements at the desktop place demands on Local and Wide Area Networks
alike. Cost effective, efficient, and high speed networks are, therefore, in demand.

These networks must be:

• Flexible.
• Efficient.
• Cost-effective.
• Manageable.
• Standardized.
• Capable of high speed, low delay operation.
• Able to link LANs over a wide area.
• Interoperable.

Frame Relay delivers these benefits. That is why it is needed and is in demand.

3
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What is Frame Relay?

The term "Frame Relay" can mean many things, including:

• A communications service.
• A Technology for Public, Private and mixed public/private networking.
• A Protocol.

It helps to know which aspect is being discussed, and this paper discusses Frame Relay as a
Service. So, what characterises a Frame Relay Service? Important facts are that Frame Relay
provides:

1. Lower cost solutions.
2. High speed, low delay any-to-any connectivity.
3. Guaranteed bandwidth.
4. Efficient support for traffic that is bursty in nature.
5. Support for existing communications devices and protocols.
6. Multiplexing at layer 2 on virtual connections.
7. An ideal access and migration to ATM.
8. A "standards based" service with recognised user and network interfaces.

Frame Relay services are designed to take advantage of high quality digital transmission and
intelligent terminals. Low error rate transmission makes extensive network-based error correction
(e.g. as provided in X.25) redundant. It then becomes feasible to restrict error correction to the
users' terminal or DTE. Minimising processing by the network makes high speed and low delay
possible. 'Ibis is a common feature of all so called "Fast Packet" Networking, including ATM.

4

A Frame Relay service transports frames transparently, only the frame label and Frame Check
Sequence (FCS) are modified by the network. Frame based communications are important
because:

• All current communications devices generate frames (except for a few ATM equipments).

• Frame based communications are efficient because large payloads can be transmitted in one
frame. For example, a 1500 byte LAN frame can be transmitted with an overhead of less than
1%. Using ATM the overhead would be about 18%.

• Frame Relay can carry all today's data protocols. Standards for Multiprotocol Encapsulation
provide support for SNA, IP, OSI and LAl'J protocols.

Today, Frame Relay services provide logical connections based on Permanent Virtual Circuits
(PVCs). Figure 1shows this. All the standards are in place for Switched Virtual Circuit (SVC)
services and these may become available in the next year or two if the market demands

151



Frame Relay in Europe: EEOS workshop 15-15 December 1994

them. PVCs are arranged by subscription but SVCs are provided on-demand using updated ISDN
signalling (Q.933).

FR Network

PVC 4
PVCs 1-4

Figure 1: Frame Relay PVCs

The Speed Hierarchy

Frame Relay services can be positioned in a speed hierarchy. This is illustrated in Figure 2.

At the lower speed end, X25 based packet services have proved very successful and popular.
However, the error correction and window mechanism ofX25 leads to performance limitations
and cost penalties for speeds much above 256 kbit/s, It is clear that Frame Relay and X25 are
complementary; X25 comes into its own at lower speeds and when service is required to locations
without digital connections.

Most Frame Relay services today are offered at speeds of up to 2 Mbit/s (4 Mbit/s in Finland), in
line with market demands. Services operating in this speed range make practical and economic
sense. Practical, because the majority of terminals and applications can make good use of such
connections (whereas there are few terminals and applications that really need very high speeds).
Economic, because digital transmission at speeds much above 2 Mbit/s is very expensive or not
available. However, Frame Relay can operate at higher speeds, certainly to around 50 Mbit/s,
(NB. Northern Telecom demonstrated 45 Mbit/s Frame Relay back in 1991). Depending on
demand, higher speed Frame Relay may become available.

5
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Cell based services such as SMDS/CBDS and ATM are better optimised for speeds of34 Mbit/s
and above.

Figure 2: Speed Hierarchy for WAN Technologies and Services

Frame Relay is optimised for data transmission. It is different to conventional packet switching
(X.25) because each logical connection can have a Committed Information Rate and Excess Burst
Size defined. Because of the low delay characteristics it is also possible (and is being done today)
to carry packetised voice and video over Frame Relay networks although ATM is better for such
applications.

1 Gbifl•

100Mbltfa

100kblf'•

ATM
SMDS
CBDS

Frame
Relay

X25

The Committed Information Rate (CIR) is the information rate that the network is committed to
transfer under normal operating conditions. [Because information is transmitted in bursts, at
parameter called the Committed Burst Size (Be) is also defined]. The CIR parameter introduces
an element of determinism to the Frame Relay service. Traffic within CIR should not be discarded
in normal conditions.

The Excess Burst Size (Be) defines by how much the input information can exceed Be.
Information corresponding to Excess Burst is treated as lower in priority than CIR traffic.

These parameters allow virtual circuits to be adjusted to suit the information flows and to optimise
costs. A low (or zero) value for CIR means that little bandwidth has to be reserved in the network.
This should result in a lower tariff than for a high CIR. On the other hand, using

6

153



Frame Relay in Europe: EEOS workshop 15-15 December 1994

a very low or zero CIR means that none of the traffic is committed. Uncommitted traffic is
discarded in preference to committed traffic if the network suffers congestion.

Also, Frame Relay networks use Congestion Management as distinct from flow control used by
packet (X.25) networks. Congestion management includes explicit notifications of congestion and
as noted above, the discarding of uncommitted traffic during congestion.

Table 1 gives a brief comparison of some network technologies/services.

Table 1

TOM X.25 ATM Frame Relav

Provides: Dedicated circuits Data service Transport protocol Data service

Statistical Multiplexing No Yes Yes Yes

Port Sharing No Yes Yes Yes

Bit rates V.Hiah but inflexible Medium V. High Hich

Delay Very Low High Very Low Low

Protocol Transparency Above Layer 1 Above Layer 3 Above ATM Layer Above Layer 2
Core

Can it benefit me?

You should seriously consider the great advantages of using Frame Relay if your requirements
include:

• A growth in the use of LANs and a need to interconnect them.
• The need to consolidate multiple applications, terminals and protocols. (Example applications

could be the exchange of graphics, large file transfers, or interactive ones requiring a fast
response.)

• A single consistent solution supporting data rates at circa 64 kbit/s to 2 Mbit/s now and
possibly 35/45 Mbit/s in the future.

• A need to provide cost efficient access to a large host computer.
• A need for national and international connectivity.
• The provision of a managed network or need to outsource some or all of your data networking.
• The need to integrate private and public data networking.

7
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Is Frame Relay available?

Yes. Frame Relay is growing fast.

• Global Service Growth between 1993 and 1994 was 550%.
• US Revenue from Frame Relay services is projected to double each year from 1994 to 1997.
• In 1993 European Frame Relay represent an £8M market. This is predicted to grow to over

£600M in 1998. [Ovum Ltd].
• Organisations are taking Frame Relay seriously. The average number of sites per customer

(US) jumped from 3 to 10 in the past year. Many users now have over 100 sites connected.
• 40% of US corporations are considering Frame Relay private networks. [Mc Quillan

Consulting Services].
• Wide availability in the US, and increasing in Europe and Asia.

Frame Relay in Europe?

The number of service providers and service availability is growing all the time. Table 2 gives a
list of European countries where Frame Relay services are available. It should be noted that many
of the service providers have extensive coverage in the USA and other parts of the world.

Table 2

Frame Relay in Europe: EEOS workshop 15-15 December 1994

SERVICE PROVIDERS

COUNTRY

AUSTRIA

BELGIUM

DENMARK

FINLAND

FRANCE

GERMANY

GREECE

8
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SERVICE PROVIDERS

COUNTRY IAT&T

IRELAND

ITALY

LUXEMBOURG

NETIIERLANDS

NORWAY

PORTIJGAL

ROMANIA

SPATh!

---
SWEDEN

SWITZERLAND

UK

Information:
DataComms
International,
February '94

Will it last?
Perhaps one question you may have is this; won't ATM soon replace Frame Relay? The short
answer to this question is, NO. There are a number of reasons for this, including:
• Frame Relay is available now in North America, Europe and the Pacific Rim.
• Organisations are using Frame Relay for business critical communications.
• Frame Relay is a very efficient cost effective and realistic solution.
• Frame Relay is based on HDLC (frames) and is widely supported by terminal equipment.
• ATM requires new hardware because it is based on fixed size cells.
• ATM is designed to operate at very high speed and is inefficient for lower speed access.
• ATM is very useful for high speed backbone networks.
• Frame Relay is very useful as a service supported by an ATM-based backbone network.
• Finally, interworking between Frame Relay and ATM is defined in ITU-T recommendations,

ANSI & ETSI standards and Frame Relay Forum Implementation Agreements.

9
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Bandwidth in the Wide Area Network is still expensive and the current enthusiasm for very high
bandwidth networks must be viewed in the light of the real demands of applications. In a recent
prediction, AT&T stated:

• In the year 2000 there will be five times as many Frame Relay users as there will be ATM
users.

Barriers to using Frame Relay

There are some barriers that need to be overcome. The main things that need to be addressed are:

• The need for clear pricing and tarriffs.
• Service offerings with clear and consistent Quality of Service options.
• Greater number oflocal points of presence to avoid long and expensive connections to a Frame

Relay network.

Pricing and Tariffs

Tariff principles for Frame Relay

Approaches to tariffs vary. Some approaches involve customised packages that offer network
design and various CPE options. Although some tariffs offer good saving over leased lines, the
PTOs have a vested interest in not undercutting leased line services too much.

Tariff considerations in Europe are different to the US because of the large installed base ofX.25
and the higher cost ofleased lines in Europe. The cost of leased lines also varies considerably
depending on the country considered.

Current frame relay tariffs can generally comprise three elements based on:

1 Port or access line speed.
2 Some measure of bandwidth utilisation.
3 Geography.

10



Frame Relay in Europe: EEOS workshop 15-15 December 1994

Port/access line charges
Most PTOs charge a monthly port or access charge based on access speed. The higher the access
speed, the higher the charge. Charges vary quite widely, a ratio of 4: 1 in charges for the same
speed access is not uncommon.

Bandwidth Utilisation based chaqies
Two methods for bandwidth utilisation charges are conunon, they are based on ; (1) Conunitted
Information Rate (CIR) and (2) Usage.

Conunitted Infoonation Rate CCIR)based charges
Various rates are charged depending on the CIR allocated to each PVC. Again the charges for a
given CIR vary widely. Due in part to limitations of the equipment platforms, early frame relay
services have not been able to exploit pricing based on both CIR and Excess Burst size. This is
because early services were very limited in the way they handled bursts. More modem equipment,
particularly some of the platforms available for private enterprise networks offer better burst
capabilities. Later generations of equipment used in the PTO networks are likewise improving in
this respect.

Charging comparisons are also complicated by the practice of oversubscription of access lines. In
this case the sum of the CIRs is allowed to exceed the total access line speed. Although this is a
common practice, it should be pointed out that oversubscription is not strictly compatible with a
standards compliant frame relay service. This is because the CIR represents a throughput rate that
the network is committed to deliver and this is impossible to guarantee ifthe generated (CIR)
traffic can overload the access link.

The matching of traffic requirements to frame relay parameters like CIR and Excess Burst size is
not yet well understood by users. However, careful scrutiny of utilisation and changing traffic
patterns will enable users to optimise the use of frame relay resources.

Usage
In this case charges are made on units such as megabytes or kilosegments transferred. Some PTOs
charge on the basis of kiloframes transferred without reference to the frame size.

Geography
Charges may be based on the distance to the carriers nearest frame relay node or point of presence
(POP). These charges may be based on access line length and may fall into distance-related charge
bands. Other PTOs use tariffs based on the total length of the frame relay connection.

11
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Another variation is to base charges on the type of area served. Areas may be classified as high or
low density. Customers in low density areas are charged a premium (perhaps up to 25%) reflecting
the higher cost of servicing the more remote areas.

Quality of Service

The main issue is the fact that service providers make offerings based on their own interpretations
of the QoS parameters. Committed Information Rate (CIR) is a case in point. Some providers
oversubscribe access and or trunk routes, thus the true meaning of CIR is somewhat compromised.
(Although oversubscription can be effective, e.g. where the probability of access devices operating
simultaneously is low) Also, for bursty traffic it is essential to be able to specify the burst size
(both committed and excess). Some offerings are unclear in this area. Specification of other
parameters such as end-end delay and delay variance are well supported For example, the choice
of CIR will depend on how the network treats excess data. Networks may:

1. Restrict the transmission of excess data.
2. Transmit excess data when not busy but may not transmit all excess data when busy.
3. Be dimensioned to support a high proportion of excess data.

In case ( 1) the CIR would need to be set equal to the burst data rate, in case (2) CIR can be set
lower for off peak traffic and for case (3) CIR may be set even lower (or even to zero).

159

Because of these differences in network offerings, it could be useful from the users perspective, to
have some agreed guidelines metrics and QoS values for a European Frame Relay service.

What is the Frame Relay Forum & how can it help?

The Frame Relay Forum is a non-profit making organisation dedicated to promoting the accept­
ance and implementation of Frame Relay based on international standards. The Forum's activities
include work on technical issues associated with implementation, promotion of interoperability and
conformance guidelines and market development and education. Forum membership is open to ser­
vice providers, equipment suppliers, users, consultants and other interested parties. The Forum has
been instrumental in reaching consensus on a set of Frame Relay Implementation Agreements.
These agreements address the optional parts of the relevant standards and propose agreements
among vendors/suppliers on which options to implement.

12
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The Forum has a European Office. Sylvie Ritzenthaler of OST chairs the European Chapter.
Sylvie is also a member of the World-wide Frame Relay Forum Board of Trustees and past Vice
President of this board. Marion Llick (OST) provides secretarial support for the European Chapter.

Frame Relay Implementation Agreements

"Implementation Agreements are a true litmus test of a technologies maturity"; so said Raj iv
Kapoor - chairman of the Frame Relay Forum's Technical Committee. By this, he meant that
when industry is prepared to cooperate to reach consensus, then you have a truly workable sol­
ution. Implementation Agreements (!As) worldwide in scope, based firmly on international
standards and are ratified by the Frame Relay Forum:

User-to-Network Interface FRF.1 (UNI). It specifies requirements for the physical interface, for
data transfer and congestion control, and management of PVCs across the interface.

Network-to-Network Interface FRF.2 (NNI). Provides an agreed way for any two frame relay
networks to interconnect. This means that different public frame relay networks can connect to
give world-wide coverage. It also enables private frame relay networks to interconnect to public
networks. In common with the UNI agreement, the NNI agreement is based on the support of
PVCs.

Multiprotocol Encapsulation FRF.3. This defmes arrangements for carrying a wide range of
protocols including SNA. over frame relay. Multi protocol encapsulation procedures enable
multiple protocols to be carried over a single frame relay connection. Note: Annex G to ANSI
Tl.617a also defines the encapsulation ofX.25/X.75 over frame relay.

Switched Virtual Circuits FRF.4 (SVCs). Most applications of frame relay are well suited to the
use of PVCs. As networks become larger and users require short-term access, some other arrange­
ment is needed. SVCs meet this need. They enable frame relay "On Demand". As we shall see
later, SVCs can simplify the addressing in large networks.

Frame Relay/ ATM Network Interworking FRF.5. Asynchronous Transfer Mode or ATM is set
to be the method for conveying all types of information at very high speed. It will be some time
before ATM is available on a wide scale and even then frame relay will provide a natural data
interface to ATM at more modest speeds, say up to 45 Mbit/s. The Frame Relay and ATM Forums
worked jointly on this agreement. It will ensure that the frame relay user has a clear migration
path.

13
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Frame Relay Service Customer Network Management FRF.6.
Provides frame relay customers with the means to perform network management functions on the
services provided to them. It is based on the use of the Simple Network Management Protocol
(SNMP) and uses a Management Information Base (MIB) developed by the FRF and the Internet
Engineering Task Force (IETF).

Multicasting FRF. 7
A Multicast service accepts frames from one user and distributes (copies) them to a number of
other users. Several variations of multicast are defined, including, one-way, two-way and N-way
services.

Future technical work by the Frame Relay Forum includes:
Frame Relay/ATM Service Interworking
High Speed Frame Relay at UNI and NNI
Abstract Test Suites
Packetised Voice on Frame Relay
Frame Relay/ATM SVC Interworking

Information services

In order to make it easy for end users to investigate frame relay, the Frame Relay Forum has
developed on-line information services to provide information about frame relay and its
applications. These on-line services are co-sponsored by Communications Week and Data
Communications to provide up-to-date information to their readers.

There are two parts to the on-line services: the Frame Relay InfoExchange, an electronic bulletin
board; and Frame Relay Facts-by-Fax, a fax-on-demand service. In addition, Indiana University
maintains an Internet USENET service on Frame Relay. Users can retrieve information using a
personal computer or standard fax machine. Both services are available with NO usage charges or
connect-time charges.

The Fax-by-Fax service.
Many documents are available from this service. Simply call +1-415-688-4317 from a standard
fax machine handset and follow the spoken instructions.

How do I access the InfoExchange?
If you have a CompuServe account just type GO FRAME. If you don't use CompuServe, phone or
E-Mail the Forum's US office with your contact details and ask for information on connecting to
the InfoExchange.

14
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The Frame Relay lnfoExchange has two parts: a library containing documents and information
and an interactive message section. Typically the library has copies of the Forum's Implementation
Agreements, recent articles on frame relay and a directory of Forum Members. The message
section offers users the opportunity of interaction. Questions can be ask.ed and experiences shared.
For example, a user considering frame relay might want to know how a particular application
behaves when connected with frame relay instead of multipoint leased lines.

The USENET is also a very useful source of information and discussion. A mailing service is
available.

Reply-To: comp.dcom.frame-relay@indiana.edu
Errors-To: owner-frame-relay@stone.ucs.indiana.edu
X-Info: submissions to comp.dcom.frame-relay@indiana.edu
X-Info: [Un]Subscribe requests to frame-relay-request@indiana.edu
X-Info: example- unsubscribe frame-relay somebody@somewhere.com
X-Info: archives (soon to be announced)

Contact addresses for the Frame Relay Forum

The Frame Relay Forum
303 Vintage Park Drive
Foster City, CA 94404
Telephone: +l 415 578 6980
Facsimile: +l 415 525 0182
E-Mail: frf@interop.com

Frame Relay Forum
European Office
c/oOST
B.P 158
35510 Cesson Sevigne Cedex
TELEPHONE: -t-33 99 51 76 55
FACSIMILE: +33 99 41 71 75

Harman H Hopkins
H3 Consultancy/ Vice Chair, European Frame Relay Forum.
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lntrod11ction

The conventional data networks, which are using in their majority the packet switching
technique, are designed for operation on already existing telephone lines, usually analogue
lines, with low bit rate and enough noiJe.

This has led in complicated protocols, requiring enough processing in the intermediate nodes of
the network, which introduces many difficulties in the realisation of high speed data networks.
But the continuous evolution in optical fibers technology as well as their wide use as natural
transmission means allows the use of a wide frequency band for correct, fast and
advantageous, as far as the cost is concerned, digital communications .These properties may
not be used only for the simplification of new protocols designing.

This presentation is limited f- the Frame-Relay protocol which relies on the exlstrnce of best
quality natural transmission means in order to simplify the switching procedure shifting the
data correction procedures due to errors or traffic at the terminal systems, instead of the nodes
of the network. A description of the protocol can not of course be made here, but the various
fields of satisfactory or not application of the Frame Relay protocol are examined.

1. Excellent application field of the Frame -Relay protocol

As it is understood, the main target of the Frame Relay protocol design, was the
realisation of a high throughput interface to the network, with small transmission delay,
limited action field for error correction, based on the terminal systems for recovery in case
of problems. The above targets are also required in the design of a Local Area Network
(LAN). The main difference between the above two cases is that the Frame Relay is a
Wide Area Network (WAN) protocol and not a LAN protocol. In this way the Frame
Relay may be succesfuly used for the extension of a LAN in a wide area. The
connection of two LANs through a WAN may be accomplished in various ways, ex. by
bridging and routing. The two techniques used, mainly, for connection by bridging and
routing are Time Division Multiplexing (TOM) and packet switching. In case the network is
based on TDM, there is possibility to have enough frequency band available to perform
the connection of two more LANs. The necessary capacity, thus, should be defined during
the installation of the connection. This means, that the frequency band available
by a time division multiplexer for the performance of a connection, is essentially wasted
in the time intervals, during which the connection does not us~~·theabove mentioned
frequency band.

So, though the TOM technique, may offer high throughput, is disadvantageous in case of
applications with "txasty' traffic.There is better performance in case that the packet
switching method is used for the connection of two LANs. This- happens because there
is the possibility of statistical multiplexing,ie. the possibility to offer frequency band to the
connection depending of the required frequency band during each time interval. - "'

This technique is extremely advantageous- in case of "bursty" trafic (as it is the ·traflc
between two LANS), because there is no frequency band wasted. But, there is· a­
problem in case the applications need high throughput, which is due to often big delays
which may occur in a packet switching network.

The frame relay offers a mechanism of fast data transfer in parallel with the engagment of
the frequency band depending on the connection. The mechanism of frame rejection is
'
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not a problem, because it may be considered, in a WAN, as the extension of the frame
rejection mechanism in the LANs (as, for example, the packet rejection in case of collision
when the LAN is operating with the CSMA/CD method).

Additionally to the above, big advantage of the frame relay are the Committed Information
Rates (CIR). Because there is no local flow control, the users are able to introduce in the
network as many data as they need in a specific moment. This, of course, may lead to
trafic jums in the network since it is possible, in a specific moment , many users to decide
to introduce much trafic in the network. In the Frame Relay there are no mechanisms to
enforce the users to stop their data transmission, but there are only mechanisms to notify
the user that there is a case to create a problem in the network, if the user continues the
data transmission in the same (high) rate. The principle of CIR has been developed in
order to avoid cases when a user refuses to conform to suggestions of the network
continuing the data transmission without rate reduction.

2. Saii.sfactory application fields of Etame-Rela~

The Frame Relay has been designed to serve data trafic and so it may easily be used as
a data transfer mechanism for other protocols,additionally to those for LANs. In order to
manage it , products must be constructed which will transform the data flow in a form of
Frame Relay, allowing thus the trafic of data into the Frame Relay network. These
products are named FRADs (Frame Relay Assembler/Diassemblers) and their technology
will be continuosly developing as long as the Frame Relay protocol is accepttable in
general.

For the service, of the data transmission today the X.25 protocol is used. The main
reasons for the transition from the X.25 to Frame Relay are the demand for high
throughput capacity, and very small delay in special occasions. These characteristics are
offered through leased lines having however a quite high cost. The alternative solution
that the Frame Relay offers instead of the leased lines is very attractive. As it was
already been mentioned, the user of the Frame Relay network can transmit, through a
WAN, data in a higher rate than his CIR for which he is being charged. But, in order to
occur this, all the equipment should be modified in order to support the Frame Relay
protocol, or the FRADs should be adopted. ·

- The problems that faces the establishment of the Frame Relay in public networks are the
following:

• The Frame rejection from the network enforces the user's terminal to apply
correction techniques.
There are no defined methods for the transformation of the data of various
protocols in frames for the Frame Relay.
The advantages in the performance of the Frame Relay can be balanced by the
additional processing needed by the FRADs.
A very careful planing, testing and control of the work ls needed because the
mixture of the trafic from the LANS with other data trafic of conventional type may
lead to performance reduction for some users. This happens because of the fact
that in many occasions LANs trafic is consisted of very big packets which can
provoke big delays in the queues tor the other trafic types.

•.·•
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The factors mensioned above make Frame Relay a good one but not a perfect technique
for the transmission of data trafic of other than LAN types.

3. Fieldsof unsatisfactory..ap.p_Ucation of the FrameRelay.

Though the Frame Relay is a relatively fast technique of data transmission, it has
some typical characteristics of the packet switching networks. Such a characteristic,
that acts restrictively as far as the application fields of the Frame Relay are
concerned, is the unconstant delays that the frames are subjected in the network. In
case we have combination of various types of data trafic through the network, the
unconstant delays may cause serious problems in some users.This can be directly
seen in the case that a frame relay switch should input in the network packets from
two sources, one of which mainly sends large packets (ex. LAN) and the other small
ones. In the switch the frames are placed in a queue in their entrance order.

Because of the longer transmission time needed for the large frames, the small
frames, are often liable to unacceptable delays. In case that all the frames are large
the delays in the switch may be too long.

A solution to this problem is the creation of priorities for the various types cf trafic.
So the small frames having bigger priority will be able to jump over the big frames
in the queue. In that way however, the delay of a small frame which is inserted in
the switch, the moment that the transmission of a large frame is starting, is not
reduced, because the priority algorithms do not reject data which are under
processing, when other data of bigger priority arrive.

Because of the unconstant delays the Frame Relay cannot support services
sensitive to delays, such as voice and videoconferencing. The insertion of
unconstant delays in these occasions reduces a lot the quality of the services
offered and so in this case the use of TOM, where there is insertion only of a
constant delay due to routing , is more advantageous.

One possible solution of the problem would be the cutting of large frames in smaller
ones (subframes) from the access switch or the FRAD. This· solution may be
applied in the case of X.25, where the protocol ensures that the subframes will be
linked correctly at their destination. In the frame relay, however even if it's sure that
the subframes will arrive in their sending order, it is not ensured that they all arrive,
because of the rejection in case of error.

In addition, because there is no enumeration of the subframes during their
1transmission, the testing of correct linking in reception, cannot be made. A solution
ito this problem was the creation of a protocol on the Frame Relay which would be
{responsible for the management of the subframes as well as error correction. But

- !"'thissolution is not considered as satisfactory because it eliminates the advantages
.,of! the Frame Relay protocol making this way preferable the instalation from the
beginning of an X.25 packet switching network.

·'
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1. What is Euro-ISDN

Euro-ISDN is defined as the European ISDN platform, based on harmonised ETSI
standards, providing the following minimum set of facilities:

- at the user/network interface : Basic rate access (BRA) and primary rate access (PRA)
- as international interface : ISDN user part Version 1 (ISUPv 1)
- as bearer services : circuit mode 64 kbit/s unrestricted and circuit mode 3.1 kHz audio
- and as supplementary services : Calling line identification presentation (CLIP), calling
line identification restriction (CLIR), direct dialling in (DDI), multiple subscriber number
(MSN) and terminal portability (TP).

However, all these technical characteristics, implemented through a memorandum of
understanding by 26 Public network operators (PNO), do not give a clear picture as the
definition of Euro-ISDN contained in the so called "Bangemann report" does.

"Euro-ISDN is a first step for the infrastructure of the new Information society".

2. ISDN in the Union

ISDN is commercially available in all Member States (MS). More than 800.000 BRA have
been sold, mainly to private customers and Small and Medium Enterprises. In addition,
more than 40.000 PRA are active, mainly used by medium and large enterprises. This
gives a total of abut 3 millions 64 Kbit/s channels actually used.

The territorial coverage for the availability of Euro-ISDN accesses is today, with a few
exceptions, high. For the end of 1995, it has been reported that the geographic availability
will be not less than 80% in each MS. As a title of example in Belgium it is reported at
100%, in Italy ISDN is available in 105 main cities and in Denmark at 100%.

Tariffs are changing rapidly toward a convergence for lower prices, however today it
exists a large difference among Member States.
A basic access may cost double in Ireland than in Denmark, while a "normal" telephone
line costs about the same.

For the benefit of application developers, two Application programming Interfaces (API)
have been created (they are named CAPI and PCI). An important effort is today spent by
the European Commission in providing the best environment for the industry in order to
evolve those two interfaces to a new single interface of the next generation, including
multimedia aspects.

More than 100 terminal manufacturers, mainly European, are present in the market, thus
allowing the user to choose cost/effective solutions as needed.

A European ISDN User Forum (EIUF) has been created.
EIUF allows to customers, industry representatives and members of the European
Commission to discuss trends in developments of ISDN and to assess user needs.

169



4

The next plenary meeting of EIUF will be in Berlin (D) on 22-24/05/95. More information
can be obtained at the EIUF secretariat, tel. +32.2.2968628.

3. Embarking a new phase: ISON as a Trans-European Network (TEN-ISDN)

In force since the 1stNovember 1993, the Treaty on the European Union gives in its Title
XII a mandate to the Community to contribute to the establishment and development of
trans-European networks.

Telecommunications is one of the sectors where such networks will be developed and
three initial priority areas were selected :

telematic networks between administrations : TEN-TNNIDA;
Integrated Broadband Communications: TEN-IBC and
Integrated Services DigitalNetwork : TEN-ISDN.

In relation to the main topic for this workshop, I will cover only the TEN-ISDN action.

However, potential synergy exists among the programmes and only a global positioning of
the three topics will allow the full exploitation of the benefits of having a full and
harmonised European platform for the business user.

Given its vocation as a general switched network, ISDN was a natural choice for
development as a trans-European network.

The provisions in Title XII open up new possibilities for co-operation with the sector
actors towards the achievement of the common objectives.

It was already on the 1st September 1993 that the Commission adopted its proposal for
the development ofISDN as a trans-European network.

The main purpose of this communicationwas to propose a set of measures concerning the
development of ISDN as a TEN, in order to support the availability of an advanced
telecom infrastructure, so that all participants of the internal market, and notably the
SMEs have better chances to exploit the benefits of the market without internal frontiers.

Moreover, the Commission prepared two proposals for Council and Parliament decision
on a series of guidelines and a multi-annual community action for the development of
ISDN as a TEN.
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The first proposal, the so called "schema directeur", defines the objectives, the priorities,
the line of measures to be adopted and the projects of common interest to be carried out.

The latter defines the envisaged Community contribution and the framework for the
implementation of the projects of common interest.

The main objective aims at the full coverage and rapid availability of Euro-ISDN
conformant facilities in all MS, including a basic set of harmonised services.

The priorities are the rapid availability especially to SMEs, in maximising the usage of
Euro-ISDN and in facilitating the access of peripheral regions by means ofEuro-ISDN.

Both the proposals have been given a favourable opinion by the European Parliament,
with the request for a number of amendments, apart of which has been accepted by the
Commission and integrated in a modified proposal

Concerning the European Council, the debate on the first decision has now led to a
"common position" by the Member States on the 22 of December 1994.

4. Lines of action for developing ISDN as a TEN

Based on a close consultation with the Public Network Operators (PNO), the signatories
of the Memorandum of Understanding on ISDN, four main action lines have been defined:

- elimination of bottle-necks in the roll-out ofEURO-ISDN;

- ensurance of the end-to-end interoperability of telematic services;
- migration of public and private sector applications to EURO-ISDN and

- promotion ofEURO-ISDN terminal availability.

4.1. Elimination of bottle-necks

One objective of the Community action is to accelerate the introduction ofEURO-ISDN.

Particular attention is paid to the needs of the Small and Medium sized Enterprises
(SMEs). In the Community we have 14 million SMEs.

Moreover, 10 of these 14 millions are micro enterprises, with no more than 10 employees.

SMEs can typically not afford to use dedicated network solutions, like for example

corporate networks, and cannot request customisation of products on their particular

needs.
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Hence, S:MEs depend to a large extent from a public service offering and from "ready of
the shelf' business solutions.

SMEs are also not in the position to deal with interconnectivity problems as they often
occur in private networks.

ISDN is not the most advanced technology of which we know today in the field of
networking.

However, its particular value consists in its complete interconnectivity on the basis of a

world-wide numbering plan and in its - hopefully soon - universal coverage.

If we want to offer to the I4 million SMEs a network which is more advanced than the
telephone network and which is affordable for them, then it is hard to think of any
alternative to ISDN.

In 1993 the EC has launched a feasibility study to investigate at a macro level a series of
bottlenecks in the areas of technical, political, social and economic field.

This study has been carried out on behalf of the EC by a large and well know consultancy
firm. The results have been presented in a open workshop in the month of October.

In synthesis, over a dozen of bottlenecks have been identified, classified in 4 level of
priorities.

Although the relatively high number, many of them can be solved easily if the consensus

of the sector actors will prevail over the close viewpoint of fragmenting the market on a

national basis.

Among the bottlenecks at the highest level of priority, the most important are:

- the still not complete geographic availability of Euro-ISDN in all MS (only nine of the

twelve MS will offer I00% availability of Basic Rate Accesses by the end of 1995)
- the absence of a fully defined and harmonised set of Quality Of Service (QOS)
parameters , particularly on international routes

- the reduced availability of harmonised telematic services

- the absence of a certified interoperability of generic telematic services and applications
- the type approval procedures for terminals (cost, complexity, time scale)
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- the PNO tariff policy for Euro-ISDN.

The EC is currently engaged in a number of these bottlenecks to put in practice the
suggested action for their removal.

As examples of our present actions,

- a set of QOS will be studied in 1995.
- a concept for a voluntary Euro-Label for the certification of the interoperability of a

number of generic telematic services is in study and will start in practice in 1995.
- a bridging measure for an unified type approval procedure in all MS for terminals has

been agreed and will be published soon on the OJ of the European Commission.

4.2. Ensurance of end-to-end interoperability of telematics services

Services are the key issue within ISDN. The average user is not interested in the technical
aspects of the network; he is interested in services which facilitate his business.
Application developers are also interested in a core set of "frozen" service primitives on
which to develop business solutions.

Which services are needed?

Certainly voice - but ISDN was not invented just to improve telephony. The interesting
part of ISDN are the "new" non-voice services, based on a mix of media format (data,

images, ....).

In our proposal TEN-ISDN, we have identified five of these services which are commonly
recognised to be of general interest:

- file transfer
- electronic mail
- access to data bases
- videophony and
- facsimilegroup IV.

Although those services already exist notably in the computer world, their penetration into
the world of telecommunications is quite insufficient.
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What are the reasons for this situation?

Many of these services are - with regard to the end user - PC based. ISDN is ideally suited

to support PC-PC interconnection. A 486 based PC, in terms of its processing power, can
process around 50 kbit/s, and the basic capacity ofISDN is 64 kbit/s.

We have approximately 35 million PCs in the Community, but they are only to a small
extent connected to the general telecommunications networks.

An ISDN based PC-PC file transfer could replace a lot of facsimile; file transfer is not only

quicker and hence less expensive, it allows immediate post processing and does not
present the environmental disadvantages of a fax-machine which produces quite some heat
and uses a lot of paper which is often immediately photo-copied.
Moreover, facsimile contributes with about 60 % to the Community's 1.2 BECU trade
deficit with Japan in telecommunications equipment.

If the advantages are so evident why does it not happen?

The crucial point of the matter is the requirement of "end-to-end compatibility ••.
Facsimile, although it is technically obsolete, is successful for two main reasons:

- full interoperability between all vendors and
- there is a mass population

A basic characteristic of telecommunications is that users does not know "today" with
whom they will communicate "tomorrow". This implies, that they does not know what

kind of equipment is connected to the other end of the network.

In spite of this, interoperability between the two end systems must be guaranteed.

If we now look to the existing offerings for file transfer, we will discover that there are

products from around twenty different vendors which are in a large part incompatible with
each other.

It is therefore imperative for the development of an open population of multi-vendor

compatible file transfer systems, that there is not only a single standard which is option
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free, at least with regard to the core functionality, but that the single standard is also
implemented by the various vendors.

Up until now, this was a major problem, certainly in the case of the services mentioned
above. Standardisation cannot and has not overcome this problem.

In the context of ISDN, the EC has in close co-operation with ISDN operators and

manufacturers of terminals promoted the achievement of such a consensus for the case of

file transfer.

Almost any provider of ISDN application software in the Community offers today
products referred to as EURO-File-Transfer and which are based on a recognised ETSI

standard.

Under our programme of work within the action TEN-ISDN we will undertake similar
efforts at least for electronic mail, access to data bases and videophony, for which the

same problems exist.

These types of services have of course the additional complexity that they involve service
related facilities like the "electronic mail box" (in correct technical terms the "message
transfer agent") and the data base server. This will complicate the achievement of a

consensus.

In order to generally promote this telecommunications specific requirement of end-to end

system compatibility, the proposal TEN-ISDN contains an action-line for the creation of a

voluntary based Euro-Label.

It is our firm intention to go ahead with the first steps in the implementation of the Euro­

Label during the course of 1995.

4.3. Migration of public and private applications to EURO-ISDN

In the beginning I mentioned another TEN-action in the field of telecommunications, the
so-called Telematic Networks between Administrations (TNA).

The essence of this action consists in the development of applications required for the

management of the single market. Examples are the interconnection of the computers of
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the police services, of the VAT-services, of the sanitary control services, of the statistical
offices and many more.

All these applications at Community, national or regional level require interconnection.
Given the Community-wide repartition of the respective services and their high number of

end systems, a network support by an advanced general telecommunications network is
likely to offer the most economic solution.

We will therefore scrutinise the possibility of supporting the interconnection of those
applications by EURO-ISDN.

Of course, there may be many other areas, in the public and in the private sector where
European-wide networking is required. Examples are telemedicine, air traffic
management, reservation systems, remote education and learning, images management
etc ..

In the context of the action TEN-ISDN, we will invite for proposals for applications
which can migrate to EURO-ISDN. The framework of the action TEN-ISDN includes the
possibility for support for such a migration.

We hope that the industry in Europe is taking up our offer.

4.4. Promotion of Euro-ISDN terminal availability

A study launched in 1994 by our directorate, shows that the today terminal market in
Europe is fragmented and nationally based.

Three countries (France, Germany and UK) dominate the current European ISDN
terminal market. The fragmentation analysis reveals that over 90% of products sold by
these suppliers are destined for their home market.

Moreover, the existing ISDN terminal equipment market is today dominated by ISDN PC

cards and terminal adapters, used for a range of unique applications. This is consistent
with the relative immaturity of the ISDN marketplace at this time.

176



11

In many cases, substantial investments are in course for the development of new terminals
(in exemplum, more than l 00 MECU have been recently invested by the private sector for

developing new ISDN based videoconferencing terminals).

So, this action line will try to focus Community resources on a harmonised and

interoperable solution and will promote the availability of these terminals among users,

mainly SMEs.

5. Trends and conclusions

Europe is on the way of developing a vision of the new Information Society.

The significance of the digital revolution and the potential synergy of integrating telecoms,
information technologies and audio-visual systems need still to be fully recognised in

Europe, while in other areas of the world is becoming a reality.

A first clear signposts for the way forward have been put up with the Bangemann Report
and the subsequent Commission Communication on Europe's way to the Information

Society.
During the second half of this year and the first half of 1995 concrete measures must be

brought on its way.

The full availability ofISDN and its related business solutions will be the first step.

We are convinced that ISDN will become a success for Europe.

ISDN will develop into a "Universal Access and Delivery Platform" for all kinds of

services in particular for the benefit of the Small and Medium sized Enterprises.

ISDN is not the state of the art of the technology in telecoms, indeed, it was a long way
from the initial inception of the ISDN concept in the late 70ies until its present realisation

in a harmonised manner.

However, it is the only technology which allows multimedia, today, with a so wide

availability, at a reasonable cost, and with a general numbering schema.

Moreover, EURO-ISDN is built on the same pattern as GSM. Through a Memorandum
of Understanding, 182 harmonised standards have been defined and a proven
implementation practice exists in almost all West European countries. There is no reason,

177



12

why ISDN should not be similarly successful as GSM, which is marketed in more than 70
countries around the globe, giving to Europe a strong competitive advantage to US and
Japan.

6. Postscriptum

This postricptum has been written after the workshop and wants to try to fix some
comments which came out for discussion.

The various contribution at the workshop have clearly shown that a large variety of
technical solution exists today on the market.

So, it is not a technical problem but it is a matter of choice.

However, the complexity of a model for a self-sustainable market for the EEOS will be
reflected in the networking system.

Therefore, more than one technology will have to be chose depending on the functions to
be performed.

ISDN is obviously, in view of its limited bandwidth, inefficient as a large bandwidth
network for transmitting large high quality colour images in a very low transmission time.

Nevertheless, it is evident that it can play a major role in many other areas :

- when requests for images are not continuos and do not pay back a leased line
- when costs have to be maintained low (compared for ex. to ATM)

- in interconnecting via a public network private LANs

- when only extracts are exchanged (like parts of images, or text associated, or messages)
- and finally, but very important, as the best fully digital access to Internet.
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Abstract

Although emerging high bandwidth multi-media applications are
one of the major driving forces behind the B-ISDN initiative, its
success or failure largely depends on how well currently used data
communication applications can be supported in these networks.
This paper analyzes architectures and protocols specifically
designed for providing data communication services in ATM LANs
as well as ATM wide area networks. Current trends and activities
within standard bodies are outlined, the merits and weaknesses of
each solution is given, the issues that still need to be addressed in
the future are discussed.
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0. Introduction
An increasing number of customers require LAN access with high bandwidth and low
delay over long distances. To satisfy these needs, several high speed network
techniques have been developed recently, offering data rates up to hundreds of Mbps.
Typical examples are FDDI, Frame relay, Fast Ethernet, Ether switch and most recently
Asynchronous Transfer Mode (ATM), all designed to satisfy connectivity requirements
emerging from current LANs as well as high speed workstations in order to run
powerful multi-media applications in a distributed manner.

Much interest has been expressed in ATM, due to its flexibility and its support of
multimedia traffic. Although ATM was initially intended to be used in wide area
networks, interest today is growing from LAN networking vendors. ATM is superior
compared to other networking technologies as it offers high bandwidth and it is
scalable in the sense that the bandwidth capacity of an ATM system is not
fundamentally limited to the technology itself. Furthermore, it can support
multimedia traffic offering seamless integration with wide area ATM networks, both
public and private.

Initial ATM installations will operate as subnetworks of existing networks and MAC
layer protocols. One of the main challenges in ATM is then the transparent support of
existing connectionless services. Recently, several activities have been launched
within international standard bodies and forums aiming to specify how to provide
data communication services over ATM. Most notably are Switched Multimegabit
Data Service (SMDS) and the similar Connectionless Broadband Data Service (CBDS)
being supported mostly by public network service providers [1, 2], but also other
approaches such as IP over ATM, and LAN emulation [3, 4] that show more adherence
to the existing local and campus area networking environment.

In the following, chapter 1 addresses the requirements and the architecture of the LAN
emulation service. Chapter 2 describes the alternative IETF methods for carrying IP
packets over ATM. Public broadband service architecture and CBDS are subject of
chapter 3. The conclusions are drawn in chapter 4. At the end of each chapter, the
strength and weakness of each described solution is given.

1. LAN emulation
While it may be foreseen that ATM, and in general multimedia technology will drive
the development of new networking interfaces, it is still required to support the
existing networking interfaces. The majority of installed protocol stacks rely on
facilities provided by today's LANs. In order to use the current base of existing LAN
applications, it is necessary to define an ATM service, herein called LAN emulation
(LE)*, that emulates services of existing LANs on an ATM network, and this without
the need of any change in the ATM terminal equipment's interface to the MAC layer.

Providing the LE service at the MAC layer facilitates transparent support of many
protocol stacks including IP, SNA/ APPN, IPX, NetBios and AppleTalk. Alternative
approaches, for example, IP layer emulation restricts support to only the IP protocol.

* The LAN emulation service is specified by the LANemulation subworking group of ATMForum. The first draft of this
specificationis expected to be ready at the end of this year.
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Nevertheless, existing LANs differ radically from ATM in several important aspects
[1]. For example, ATM networks are connection-oriented in the sense that data transfer
is proceeded by a setup phase and succeeded by a release phase. LANs are
connectionless, i.e., data is transferred at any given time with no prior explicit
warning.

Also, in LANs broadcast and multicast is easily achieved through the shared medium.
Every packet, whether being unicast, multicast, broadcast packet, is broadcast to all
stations which reside on the shared medium, and each station filters out the packets it
wants to receive. In ATM, such a mechanism would lead to inefficient use of network
resources.

Further, the address format supported by current LANs is based on manufacturing
serial numbers and does not reflect the network topology, whereas ATM addresses are
hierarchical. Since LAN and ATM addresses have different formats, address resolution
functionality is required to associate LAN addresses with ATM addresses.

Another major problem associated with the provision of LAN services is that
although "normal" ATM connection set-up procedure requires the specification of the
user traffic characteristics, the vast majority of LAN applications are incapable of
predicting their own bandwidth requirements in advance. Hence, an explicit guarantee
of service cannot be given. A number of novel solutions to the congestion and flow
control problem can be found in [5, 6, 7, 8, 9, 10, 11]. The traffic aspects of data services
are not described in this paper.

In essence, the LE service needs to perform those functions that are required by
traditional LANs but not directly supported by the ATM network.

1.1Architectural issues
The LE service [12] is exclusively designed to support three configuration scenarios;
ATM-ATM interworking (fig. la), ATM-LAN interworking (fig. lb) and LAN-LAN
interconnection (fig. le). Hence, the interconnection of existing LAN applications
across an ATM backbone, to other, end user systems, both those which are ATM
attached (servers, high end systems) and those which are on legacy LANs is possible by
means of bridging methods. The aim is to enable ATM to be used seamlessly as a
backbone technology for existing legacy LAN technologies. This will enable the end
users to take advantage of the features that ATM offers as backbone technology, while
offering them a migration path, to take advantage of native ATM facilities in the
future.
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The LE service architecture is based on a client-server (query-response) model. The
components of an emulated LAN include (fig. 2) ATMworkstations and ATM/LAN
bridges (i.e., clients). The components of the LE service include LE server (LES),LE
configuration server (LECS)and Broadcast and Unknown server (BUS).However, LE
architecture does not imply any particular implementation. In fact, any of the LE
service components can be implemented distributed (for reliability or performance
reasons) or centralized. All components may even be collapsed into a single physical
entity (for economical reasons). To enable such an implementation flexibility, a
number of virtual channels (VCC) are defined for the communication between LE
clients and LE components. Normally, clients use control channels (e.g., configuration­
direct VCC, control-direct VCC, etc.) for sending/receiving control messages to/from
LE components and the data channel (data-direct VCC, multicast-send VCC) for
sending/receiving only user data.
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The LESprovides a facility for registrating and resolving MAC addresses into ATM
addresses. The LECS is used for locating the LES and obtaining configuration
information for each ATM segment. BUS is mainly used for forwarding
multicast/broadcast frames but also for delivering unicast frames targeted to the
unregistred LANstations, for which addresses can not be resolved yet.

The integration of LANs with ATM technology offers significant benefits of virtual
networking. Virtual networking means complete separation of the physical and logical
network infrastructure. ATM LANs can be virtually segmented into multiple
segments which can be organized along administrative boundaries providing
increased security and scalibility(fig3).

Fig. 3: Virtual emulated LANs
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Connectivity between partitioned virtual ATM segments can be provided by means of
bridging or routing methods. Unlike traditional LANs, membership in af virtual
ATM segment is characterized logically rather than physically. This offers mcreased
flexibility in terms of terminal movebility and network management [13]. A client may
be a member of more than one virtual ATM segment via a single physical attachment
and it can remain a member of the same virtual ATM segments, even if it moves
from one physical location to another in the ATM network. Normally, clients
belonging to the same emulated LAN would be connected to the same logical LES and
BUS pair. Each emulated LAN with its own LES and BUS would provide service of
either Ethernet/802.3 or Token ring segment.

The cost of such flexibility is, of course, the increased complexity within the network.
The current ATM Forum specification covers only the interface between a client and
a single ATM segment. However, it is envisioned that future work in this field will
also cover the interface between multiple ATM segments.

Within ATM stations, the LE service is provided by a LE layer. The LE layer shields the
higher layer protocol stacks from the characteristics of the ATM network and gives
them the illusion of being attached directly to a traditional LAN. The LE service
provides functions related to initialization, registration, address resolution, and
forwarding of unicast or multicast frames. When designing the overall architecture,
attempts have been made to cleanly separate control and data transfer paths. The
primary goal has been to use the LE service mainly for control functions using the
control channels whereas, the data would be transferred via data channels transparent
to the LE service. This goal, as will be seen in the following sections is sometimes
violated in order. to achieve better throughput.

1.2 LAN emulation service functions

1.2.1Initialization
When an ATM station is plugged into a switch port, it executes initialization, joining
and registration procedures in order to have access to the LE service. At the end of this
phase, the LE client should have initialized some parameters (e.g., the emulated LAN
type, client id, connection timeout period, ageing time, forward delay time, etc.) and
configured its own MAC and ATM address. Bridges can choose to register all LAN
stations behind them (non-proxy bridge) or flood all frames it receives to the LAN
segment it is connected to (proxy bridge).

1.2.2Address resolution and Unicast
In order to set-up ATM connections, the clients need to maintain information about
MAC to ATM address mappings. In the absence of such information, the address
resolution function provides a method which allows a client to resolve MAC address
into an ATM address using LES. The LES constructs a MAC to ATM lookup table upon
the registration of the clients and this table is updated every time a client joins or
leaves the network.

Initially, a client may not have any information about the MAC to ATM address
mapping. In order to send a MAC frame, the client needs to find out which VPI/VCI to
send the frame on. If such an entry does not exist, the client forwards a request to the
LES to get the ATM address for a given MAC address. The LES may directly reply to
this request, on behalf of the registrated clients, or it may choose to broadcast the
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request to other clients via point-to-multipoint connection, with the LES as root and
the clients as leaves. The reply is also sent to the client via the LES.

While the address resolution progresses, the client may also send data frames to the
BUS which will flood "unknown" unicast frames to all clients. The rationale behind
performing data forwarding in parallel to address resolution is: first of all, without
such a mechanism unregistered LAN stations would never be reachable, secondly,
some LAN applications are delay sensitive and may not operate properly due to delay
caused by address resolution and subsequent connection set-up procedure.

To avoid clients abusing the broadcast channel, a client is allowed to send only a
limited number of broadcast frames within a given time. While such a limitation
may be useful, the current ATM Forum specification does not make it clear as to how
BUS polices "unknown" frames.

When forwarding unknown frames, the BUS can forward an unknown frame
selectively to the target client (assuming the client is registered) instead of flooding to
all clients. Selective forwarding would thus reduce the total amount of traffic within
the network and the load on the clients. The current specification does not put any
requirements on the BUS to have such intelligence. The argument against introducing
such intelligence is that this would complicate and make the implementation of the
BUS and the clients more expensive. Besides, the intelligent BUS provides negligible
improvements in efficiency because the unknown traffic sent by a client to the BUS is
insignificant, and most traffic flows over the direct data path between the clients.

1.2.3 Unicast/Multicast/Broadcast
Once the MAC address is resolved into an ATM address, the client initiates connection
set-up procedure. Upon the completion of this phase, frames can be transferred directly
to the receiver client, transparent to the server(s). Connections are torn down after a
preconfigured idle time. Clients can cache the ATM connections in use, assuming that
future communications to previous destinations are likely to arise.

The data frame format for an Ethetnet/802.3 emulated LAN differs from a Token-ring
emulated LAN. What is common though is the absence of cheksum field in both. The
advantage of having two different frame format for each emulated LAN is that it
simplifies bridge implementation since, due to logical differentiation between
emulated LANs, bridges, within a single emulated LAN, are not required to perform
conversion between Token-ring and Ethernet/802.3 frames. Conversion mechanism
would be necessary though if two different emulated LANs are interconnected via a
bridge. Such a mechanism is currently beyond the scope of the LAN emulation
service.

The procedure for sending and receiving multicast frames is slightly different than in
unicast. The client will initially request the LES to return the ATM address of the BUS.
The client will then establish multicast connection to the BUS in the sending
direction. The BUS will, in turn, set up a multicast connection to the client on the
return path to enable the client to receive multicast traffic.

The BUShas to reassemble and sequence multicast frames before forwarding them via
either point-to-point or point-to-multipoint ATM connections. A client can identify
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and filter broadcast/multicast frames by comparing with its own LE client-id which is
obtained during the join or registration phase.

1.2.4 Frame sequence integrity
Most LANs rely on in sequence delivery of frames. In an emulated LAN, clients are
allowed to transfer frames through the BUSprior to establishing a direct data path, and
when such a direct connection is established, the client may end up with having two
data paths, one via the BUS and one direct. Switching between these paths introduces
the possibility that frames may be delivered out-of-order. The problem of preserving
the order of transmission of unicast frames across an emulated LAN has been solved
by the flush protocol. The algorithm applied for the flush protocol is rather simple.
When switching between the two paths, the sender client transmits a flush message
down the old path and holds the frames for the given LAN destination until the
receiving client transmits an acknowledgement that the old path is cleared and the
new one is ready to use. Upon receiving the acknowledgement, the sending client
dumps all frames that were held down to the new path.

There are some other alternative methods to deal with the out-of delivery of frames.
One is to let the receiving client accepting frames only from the direct path and not
from the BUS, which will result loss of initial frames. Another way is to let the
sending client waiting for some period of time for address resolution to work before
utilizing the BUS. In this way, out-of-order frames can be minimized at the cost of
some delay. As a matter of fact, the flush protocol itself introduces some delay due to
buffering of frames while waiting acknowledgement from the receiving client.

1.3 Discussion
As noted above, current LAN emulation specification covers only the interfaces of a
single emulated LAN. Protocols for multiple emulated LANs are subject to future
work. LAN emulation is well suited for small workgroups, due to its protocol
independence and high speed. Multiple emulated LANs can be interconnected
through traditional bridging, routing or brouting techniques. However, the inherent
and well known limitations of bridging suggest that it would be impractical and
imprudent to extend bridged virtual LANs beyond a local area or small number of
workgroups. Interconnecting multiple emulated LANs through a wide area ATM
network by means of traditional bridging techniques would also lead to performance
limitations due to increasing broadcast traffic.In order to reduce the broadcast traffic,a
router can be used instead to filter out unnecessary traffic. Alternatively, multiple
emulated LANs can be interconnectedby means of direct ATMconnections.The main
advantage would then be reduction of interconnection devices (e.g. bridges, routers)
and thereby improved performance.

2. IP over ATM
While LAN emulation may suffice for workgroups, the interconnection of large scale
LAN and WAN networks across ATMwill require the development of native mode
network layer protocols. This is essential, for instance, for the operation of ATM
routers that will be used as the primary mechanism for interconnecting current LANs
and WANs across ATM backbones, as customer premises networks evolve towards
the widespread use of ATM.The early work on IP over ATM standards was largely
done by the IP over ATM working group of the IETF. This work so far comprises
encapsulation methods [RFC1483],default maximum transmission unit, and address
resolution method within a logical subnet [RFC1577].There are also working drafts
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specifying establishment of on demand connections [14].Most of the work done so far
does not attempt to change the fundamental nature of the IP protocol (hence the name
"classical IP over ATM") [15]. However, more radical architectures are under
discussion which cast out the traditional subnet architectures in favour of ATM
internet model [16, 17]. The new model is called the peer model which means that
ATM network and IP routers are considered as peers (i.e., they exchange routing
information between them).

2.1 Classical IP overATM
In the classicalmodel, hosts connected to the same subnet communicatesdirectly. But,
communication between two hosts on different IP subnets is only possible through an
IP router, regardless of whether direct ATMconnectivityis possible between these two
hosts.

Implementing IP over ATMwill require mapping between IP and ATMaddresses. In
the classical model, IP addresses are resolved to ATM via ARP and vice versa via
InARP,within a subnet. Initially, hosts are required to register their own addresses to
an ARP server which is connected on a well known channel in the ATM subnetwork.
The ARP server uses inARP to determine the IP and corresponding ATM address of
the connectedhost. Thereafter,hosts can query the ARPserver to get the ATMaddress
of a given IP address. An ARPserver resolves only IP host addresses connected to the
same subnet.

In order to encapsulate different network layer protocols,hosts can apply two different
encapsulation techniques [18]. The first method allows multiplexing of multiple
protocols over a single ATM channel. The protocol of the carried protocol is then
identified by prefixing LLC/SNAP header. The second method does higher layer
multiplexing implicitly by assigning different channels for different protocols. Both
methods are functionally equivalent. It is envisioned though that LLC/SNAP based
encapsulation may be suitable, if the ATM network only supports semi-permanent
ATM connections. Multiplexing per channel would be more suitable in those
environments where dynamic creation of large numbers of ATMchannels is fast and
economical.

2.2 Non-BroadcastMulti Access(NBMA)networks
Although, the classical IP over ATMis conceptuallyvery simple and does not require
any changes to the existing systems it is very limited, since communication between
different subnets must occur through a router. This is a significant limitation
particularly for an ATM based network in which many subnets can be defined. In
ATM, hosts connected to the same network are capable of communicating directly,
without IP layer switching by routers. This presents an opportunity to optimize
performance and perhaps lower cost by eliminating unnecessary hops through the
medium.

In order to overcome this limitation, the Routing Over Larger Clouds (ROLC)working
group at the IETFhas been investigating the possibility to set-up direct connections
across non-broadcast multi access (NBMA)networks such as ATM [19].With this aim,
the ROLCworking group has proposed a new protocol named "NextHop Resolution
Protocol" (NHRP)which relies on the use of "super"ARP servers. Disjoint IP subnets
are treated as one logicalnetwork, called NBMAnetwork. For every NBMA,there is at
least one NBMA-serverwhich resolves addresses. If there are multiple NBMA-servers



within one NBMA network, the servers resolve the addresses cooperatively using the
traditional server to server protocols (e.g., IS-IS, OSPF, GGP, EGP). NBMA networks
are, in turn, interconnected via IP routers (fig. 4).
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Fig. 4: NBMAnetwork architecture

If source and destination host is connected to the same subnet, address resolution is
performed by conventional means using ARP or pre-configured tables. If the
destination host belongs to another subnetwork, an ARP request is sent to the NBMA­
server. If the address entry is found, the server returns the ATM address of the
destination host, otherwise the server forwards the query to the next hop towards the
destination. A negative reply is sent back to the source, if destination cannot be found
within the NBMA network. In order to increase the performance of the protocol,
responses are also cached in each path on the return path.

2.3Discussion
The Internet protocol family is one of the most important network protocols for ATM
to support. The classical IP over ATM, being designed to allow rapid
implementations, has a number of weaknesses. Firstly, end-to-end QoS can not be
guaranteed as data traverses through several IP routers which do not allocate
resources. Secondly, it does not scale well to the large size of the eventual ATM
network due to large number of routers. Although NBMA servers reduces the
number of hops, it may increase response times up to a round trip time, which may be
critical for some applications. Besides, NBMA servers add complexity for network
management, and introduce more network failure points.

In general, current IP over ATMsolutions obscures the full power of ATMincluding
scalability, performance, and guaranteed quality of service. Ideally, the Internet and
ATM technology should be more tightly coupled such that direct ATM connectivity
can be provided between two end-points without intervening external servers or
routers. To this end, the future version of ATM internets need to address appropriate
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(or even elimination of) address resolution techniques, mapping of Internet
multicasting with ATM multicasting, security issues, QoS connections and coherent
routing policy in both ATM and Internet segments. In fact, the success of Internet in
ATM depends largely on how well these two networking services can be integrated.

3. Connectionless Broadband Data Service (CBDS)
Unlike the previous architectures, ITU's connectionless service is provided at the
user-network interface. The ITU-TSS draft recommendation I.364 identifies two
different configurations [20]as depicted in figure 5, indirect and direct.

B-ISDN
customer

SB, TB, P,M: Reference points
-- Semi permanent connection
..............Call by call connection

Fig. 5: Indirect Direct and connectionless service reference model.

3.1 Architecture
In the indirect method, the connectionless (CL) service together with associated
adaptation layer (AAL) entities are installed outside B-ISDN. A transparent ATM
connection, either permanent, reserved, or on demand, is used between B-ISDN
interfaces. All connectionless service related functions are performed outside B-ISDN.
This operation mode may be suitable when the network does not support signalling
and when the number of connection end points are small enough to allow for a fully
interconnected mesh [21].

In the direct method, a Connectionless Service Function (CLSF) is installed within B­
ISDN. The CLSF terminates CL protocols and routes CL-packets to their destinations
according to routing information included in CL-PDUs. The ATM connections
between user and the CLSF, as well as the connection between the CLSFs can be either
semi-permanent (PVC) or on-demand (SVC). The CL-servers can be installed at
various ATM switches as well as ATM cross connect nodes. The connectionless user
sends data to a well known CL-server, e.g., the closest one, to which it either signals or
has a semi-permanent connection already established. The CL-server then forwards
the data to the destination user possibly via a route of other CL-servers. The CL-servers
may be interconnected by a "virtual overlay network" consisting of several Virtual
Paths (VP) with preallocated bandwidth resources. The choice of PVC or SVCs depends



on the user traffic characteristics and quality of service requirements. The use of CL­
servers within the ATM network will lead to a reduction of the number of VPs needed
(as compared to the full VP mesh) and thus to a concentration of connectionless traffic
on fewer VPs. By statistically multiplexing several sources on the same VP, burstiness
can be reduced (paradoxically, the losses due to buffer overflow may also increase).
Furthermore, the number of connections each end point needs to set-up is reduced to
only one.

Figure 6 depicts the protocol architecture of the CL-servers in the access (UNI) as well
as between the network nodes (NNI).

CPE-CINAP
AAL3/4
A1M-Physical
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J Physical @m Physical .
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CPE-CLNAP
AAL3/4
A1M-Physical

Fig. 6: Protocol architecture of the connectionlessserviceusing CL-servers.

The connectionless service function (CLSF) terminates the B-ISDNConnectionless
Network Access Protocol (CLNAP) which includes functions for the mapping of
connectionless protocol onto the connection-oriented ATM service by means of
AAL3/4 entities. The CLNAP includes functions such as routing, addressing,
multicasting, QoS selection, carrier selection, etc. Routing is performed based on the
E.164address information contained in the CLNAP-PDUheader.

The Connectionless Network Interface Protocol (CLNIP) supports the CL-service
between CL-serversinside a network operator domain as well as between two network
operator domains. CLNIP provides for the transport of both encapsulated and non­
encapsulated data units. Interworking functions between the CLNAP and the CLNIP
are provided by a Mapping entity (ME)in CL-servers.

The CLNAP layer includes, among other things, functions for the routing [22] and
addressing of variable length CBDSpackets transferred between one source to one or
more destinations without establishment of any ATM connection by the user. It also
supports multiprotocol encapsulation and the QoS parameters: transit delay, cost and
residual error probability. To achievehigher traffic concentrationat CLSs,VPsbetween
CLSs can be configured not to form full mesh connectivity. Alternatively, the CL­
servers can be interconnected arbitrarily or by means of other topological schemessuch
as hierarchicaltree, bus or ring [1].

Up to now, CBDSis the only ATMservicewhich is specifiedon top of AAL3/4. It has
been shown though that CBDScan be designed more efficiently [24,25]making use of
AALSinstead. Also, AALSbased CBDSservice would be interoperable (at least with
respect to AALlayer) with other data communication services such as Frame relay, IP
over ATMor LAN emulation which all are designed on top of AALS.

190



191

The CLSs can operate in message mode or streaming mode. In the first case, each CBDS
packet received is completely reassembled by AAL3/4 and then passed to the CLNAP
layer which performs the routing function based on the E.164 address and QoS
requirements. The same packet is fragmented again to cells before being forwarded to
the next hop. In the streaming mode, the AAL3I4 will pass only the first cell of the
packet to the CLNAP layer which then establishes an association between destination
E.164 address and incoming VPI/VCI/MID to the outgoing VPI/VCI/MID. All
subsequent cells of the same packet will follow the same route.

Obviously, the message mode cause processing delays and requires large reassembly
buffers. On the other hand, erroneous packets can be detected when reassembled such
that if a single cell is damaged, the whole frame can be discarded.

There are two alternatives regarding the placement of CLSF in B-ISDN. One is to
implement the CLSF integrated with the ATM node [23]. The other is to implement
the CLSF in an unit externally attached to the ATM node [24, 25]. In the integrated
approach, incoming connectionless cells which are identified by a special tag (e.g., the
CLP bit or a special VPI) will be sent to a switching unit, which transfers cells directly to
outgoing link. The integrated method performs better than stand-alone method at the
cost of less flexibility.

The major drawback of having CLSF in an external unit is that every cell has to be
switched twice. All connectionless cells will be switched to the CLS in which the
routing decision for the outgoing link will be taken based on destination addresses
along with the QoS requirements. The main advantage with the stand-alone approach
is that the network designer can manage the CLSs, without intervening the
underlying ATM network. In this way, addition of new CL-service related functions
will not cause disruption to "pure" ATM switching services.

3.2Discussion
As noted above, the ITU/ETSI architecture for the direct support of connectionless
service make use of CLSs. The key distinction between LAN emulation and ITU
connectionless service architecture is that in the latter every cell has to go through the
CLS. This put very heavy requirements on the CLSs to have high speed packet (or cell)
forwarding capability. Particularly, if the CLS is implemented in an external unit, the
CLS may become performance bottleneck.

Also, although CBDS service is designed on top of AAL3/4, remaining data services
are based on AAL5. This introduces, in the future, interoperability problems which are
yet to be solved.

As of the time of writing, there is as yet no consensus on issues such as CLS streaming
mode operation, accounting, CLS connection topology, resource and congestion
management and inter-server routing.

4.0 Conclusions
This paper presented data communication service architectures designed for both
private and public ATM networks. It is clear from the above discussions that different
solutions will apply for different networking environments which will inevitably lead
to interoperability problems. Up to now, such problems have not even been addressed
in standards bodies. As far as the concepts described in this paper, even though some



interim results exist that may lead to short term products, more work still needs to be
done with respect to architectural scalability, address resolution, multicasting, resource
management, and optimized routing.
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1) Introduction

Within the DFN-community a number of regional high-speed networks have been implemented. This article
will describe basic concepts, technical structure, status and future extension plans of this ongoing activity.

Before describing these new facilities some information on the current network status of DFN: Until now
DFN has been providing the WIN (Wissenschaftsnetz)at user access capacities between 9.6 Kb/s and
2Mb/s. More than 400 sites are connected to the WIN, more than 50 sites have 2 Mb/s access. The WIN is
connected to the rest of Europe via EuropaNet (2*2Mb/s) and a 1,5Mb/s line to ESNet provides the
connection to the USA. Similar to all networks one finds a sharp increase of transferred bytes also in the WIN.
Thus, an upgrade of all above mentioned network components is urgently needed.

DFN has discussed since some time possibilities to implementa high-speed network for the German
research community. As preparation for such an upgrade several DFN-projects with high-speed-connections
have been implemented already in the past (e.g. 34Mb/s between Erlangen an Munich). These limited
projects had the task to test and understand the various techniques (e.g. SMDS/DQDB, ATM) and to enable
applications to run within new test environments.

Now the time has come to provide such high-speed networkson a broader scale. They will form the
extension component of the current WIN, i.e. the HS-WIN.
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2) Concept

A major problem when realising high-speed networks in Germany are the enormous costs for the monopoly
lines needed. This is also true for DFN as DeutscheTelekom (OT) is not allowed to directly give special rates
to DFN, for example.

This cost problem limits the possibility to establish a national HS-WIN at one step: Neither DFN has currently
the budget to subsidize such a national backbone, nor the potential users/customers have the budget to
pay the charges needed then. In this context it is worth mentioning that DFN has to pay regular charges to DT
for the current WIN and that these costs are covered by the overall (capacity dependent) charges of the
customers of the WIN. No direct subsidary is involved in the provision of the WIN.

To overcome or at least minimize this cost problem a stepwise approach had been choosen. In the first phase
regional high-speed networks should form the start-up solution. This reduces clearly the needed budget for
the lines. Further on from the very beginning a number of dedicated users and advanced applications should
be available which really need the new capacity.Thus, the implementation of the regional networks should
be accompanied by projects which realize and use advanced applications.

The idea was that the actual use of the regional high-speed networks by new applications (beyond classical
applications) would enlarge the visibility of the needs and of the possibilities. An increased visibility should
form a better basis to get more money (from either source) for the implementation of an expensive national
high-speed network. The next step after implementing the regional networks would then be the
interconnection of these high-speed islands via a national backbone.

The time gap between the first and the second phase should result in:

- a prise drop for 34/155 Mb lines,
- a growing awareness within the customer organisation to increase their budgets,
- an inceased funding for DFN to allow subsidising (for a certain time) such a national high-speed backbone.

Hopefully a mixture of all three components will be the result and allow to enter actually the second phase as
soon as possible.

For the technical implementation we discussed several possibilities. One idea was the usage of the
MAN/DQDB-based Datex-M service of DBPT.But the combination of certain technical and performance
restrictions and volume dependent charges finally led to the decision to implement a combination of ATM
and router technology on top of leased lines.

This final technical concept is shown in fig.1. Each participating organisation will get a router.The interface of
the router to the inner part of the RTB will provide ATM.Within the inner part of the RTB ATM-switches are
used. The interface to the user will provide only IP (on a FOOi-interface)at the beginning. Thus, ATM is used
at the beginning mainly as an invisible transport mechanism.Some users will get an ATM-access also from the
beginning. But this is strictly experimental and it will be withdrawn if that experimental ATM-access disturbs
the production IP-access. More details are discussed in chapter 4.

3) Preparation Phase

In spring 1993 DFN issued a "call for tender" for the implementation of "Regional Testbeds" (RTB). The
proposals for such RTBs hade to include technical concepts for the implementation of the regional networks
and advanced application projects in need of using these regional infrastructures.

In automn 1993 a number of good proposals were submitted to DFN. During winter a careful analysis and a
further detailed specification of these proposals took place. Finally, in summer 1994, the process of technical
tuning was finished. In the first run five RTBswill be implemented: Bavaria, Baden-WOrttemberg(BaWO),
Berlin, North Germany and North-Rhine-Westfalia (NRW). In Eachof these RTBs a number of application
projects are funded by DFN (see below). Also the investment costs (router/switches) for all participating
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organisations in all RTBs are financed by DFN.

The line costs are handled differently in each RTB: In the RTBs of Bavaria, North Germany and NRW DFN is
funding about 50% of the line costs for a period of two years, the other 50% must be paid by the participating
organisations. The state of Baden-Wurttemberg finances all line costs of the RTB BaWu. In Berlin the
participating organisations will use fibre optical lines of the City of Berlin (instead of lines of Deutsche
Telekom) without any charges.

4) Status

4a} Status of Application Projects

There are about 35 application projects which are funded by DFNwithin the concept of RTBs. Most of these
application projects can be grouped into the following categories :

* Libraries and Journals

One task is the provision of catalogue information on books and journals. These catalogue information shall
be used for the exchange between libraries and for inquiries of end users. Such information are stored at
distributed servers. Thus, easy and transparent search tools and user interfaces are needed. A significant
problem is the agreement of different libraries on a powerful but easy to use catalogue scheme.

A second task is the provision of books and journals themselves (not only catalogue information).
Additionally to the text information images, graphics and , later on, audio and video shall be presented. Full
text retrieval must enable well-directed ?quering of certain parts of the document. Apart from technical
problems accounting and copy right problems must be handled.

* Medical Applications

The whole area of health and medicine includes a very large range of many different aspects concerning
networking. It is much to large to be covered by DFN projects. Thus, only some aspects in the field of image
and signal processing were chosen as work items. Often special medical instruments are the source of data
which then must be transferred to dedicated computers for evaluation and storage. Finally, users (physicians)
at different locations must have access to data and results. The work items include for example:

- Planning data from a hospital for a radiation therapy will be transferred to the specialised radiation center.
Thus, at the radiation center no further examination of the patient (e.g. X-Ray) must be done.

- Different techniques to take images of brains will be integrated for a common diagnosis.
- Results of computer tomography examinations will be 3D-visualised.

* Distributed Teaching and Learning

One goal is the interactive multimedia communication between teacher and students during a lesson.
Another task is the provision of multimedia lectures that may be studied self-controlled by students.

* Simulation and Visualisation

In the field of natural science and engineering classicly two methods were applied in the past: theory and
experiments. Often modern problems are much to complex, to expensive or to time consuming for
experimental or theoretical analysis (e.g. climatic research,aero dynamic problems in car and airplane
design). Thus, with growing computer power a third basis for research and understanding is formed by
computer simulations.

Such simulation (often with visualisation afterwards) within distributed specialised environments (super
computer, graphical work-station, render server, etc.) must be available also for remote users outside a LAN
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environment to exploit the expensive hard- and software. This creates a large need for high speed networks.
Often also a real-time access into the simulation and visualisation process is needed for the adaptation of
parameters to save expensive super computer time. Thus, apart from bulk transfer of resulting data also a
high bandwidth access for the real-time interaction is necessary.

Distributed virtual reality forms a special application in this area. Here several participants of the same virtual
reality interact in real time not only with the environment but also with each other.

* Multimedia Teleservices

This area covers the provision and adaptation of generic teleservices (multimedia-mail, video-conferencing,
multimedia information server) into special user environments. Most of the above mentioned areas
(teleteaching, health, libraries etc.) need one or several multimedia teleservices.

The table of projects funded within the concept of RTBs and a short description of their special tasks is
presented in the Appendix.

All projects within the RTBs of Bavaria, Berlin, North Germany and NRW have been started in September and
October 1994; the projects in BaWQwill probably start in spring 1995. The usual project period is two years.
DFN-funding for these application projects is about DM 3,5 mio. (ca. ECU 1,9 mio.) in 1994, about DM 6,5
mio. (ca. ECU 2,9 mio.) in 1995 and about DM 4,8 mio. (ca. ECU 2,5 mio.) in 1996.

More information about these projects and their ongoing activity are availabe via DFN-WWW
(http://www.dfn.de/). There one finds further references to the different RTB-WWWs.

4b) Status of Network Implementation

In September 1994 DFN ordered the necessary line capacity from Deutsche Telekom for the RTBs in
Bavaria,North Germanyand NRW.At the beginning of 1995 the situation is as follws:

In Berlin almost all 155 Mb-lines are in operation.Also the 34 Mb-lines in Bavariaand North Germany are in
operation. The 34 Mb-lines in NRWwill be available in February 1995. In BaWQthe contract between the
state of BaWQand Deutsche Telekom about the ATM-based network must still be discussed, but in the
meantime (since summer 1994) the eight universities use the Datex-M service (SMDS) of Deutsche
Telekom.

Also in September 1994 DFN ordered 30 Cisco 7000-SSP routers and 15 Cisco (NEC) Hyperswitch A100
ATM-switches. In fig. 2a+2b the abstract topology of the RTBs and in fig.1 more specific technical details of
the access properties are shown. As mentioned above, each participating institution gets a router with FDDI
interface to the user side and with an ATM-interface to the network side. In the RTBs of Bavaria, of North
Germany and of NRW 34 Mb PDH-interfaces are needed; in Berlin a combinationof 155 Mb
multimode/singlemode SDH-interfaces is needed.

The routers with SDl-Vmultimodeinterfaces and with PDH interface are already delivered. The ATM-switches
with SDH/multimode interfaces are also delivered. The ATM-switcheswith PDH interfaces will be delivered in
January 1995 and the ATM-switches with SDH/singlemode interfaces will be delivered in February 1995.
Thus, while this article is written some connections start already their operation and the others will follow
stepwise within the next few weeks.

The ATM-switches are located in the following institutions:

RTB Bavaria: University of Erlangen, LRZ/Munich;
RTB Berlin: TU Berlin, FU Berlin, HU Berlin, FHG/ISST,LIT,HMI,ZIB;
RTB North: University of Hannover, DKRZ/Hamburg;
RTB NRW: University of Cologne, GMD/Birlinghoven,KFA/Juelich;
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RTB BaWu: The final topology is not yet agreed.

These institutions may use in addition to the FOOi-interface at the router also a direct ATM-interface at the
switches. Whereas the IP/FOOi-interface is for production service within the RTB the ATM-access will be at
the beginning only for "experimental" purposes. That means that the institution will make this kind of access
on their own risk and their own expense (e.g. additional interfaces). If the production service will be disturbed
the direct ATM-connections may be withdrawn.

The startup funding for the network implementation is about OM 3,5 mio. (ca. ECU 1,9 mio.) for the
equipment and about OM 3 mio. (ca. ECU1 ,6 mio.) for the lines.

5) Outlook

Of course, the current realisation phase is only the first step in an ongoing upgrade of the WIN.
Our stepwise approach includes four successive phases of implementation:

Phase O: Start of the RTBs: Implementation of regional networks based on lines with 34- and 155 Mb/s. The
participating institutions get IP-access for the production service. Additionally, they may use the ATM-access
at their own risk and at their own expense. This phase is currently being implemented.

Phase 1: Start of the HS-WIN: The regional networks will be interconnected via a backbone. The probable
topology of this backbone is shown in fig.3 with thin dashed lines. The production access is still IP;
experimental ATM-access is possible. Additional institutions (outside the former RTBs) may participate. The
new HS-WIN is integrated with the current WIN via gateways. This phase should be implemented after
summer 1995.

Phase 2: ATM production service: Stability, interoperability and needed service features (e.g. flow control
mechanism, PNNl-interface, ABR-service) are implemented and successfully tested. The HS-WIN provides
production ATM-service. This phase might be implemented in the second half of 1995.

Phase 3: Integration of the telephone service into the ATM-basedHS-WIN. Precondition for that phase is an
overall upgrade to line capacities with 155 Mb/s. Experiments could start in 1996.

Regarding the technical network components and the availability of fibre optical lines in Germany the HS-WIN
could be implemented very fast. But the further quickness of network upgrades in DFN is very sensitive to
the evolution of charges. Both, the reduction of charges for high-speed lines by the (monopoly) Deutsche
Telekom or the licensing of competitors will speed that process.
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Appendix A: Involved Institutions

RTB Bayern: University of Erlangen, LRZ (Munich), TU Munich, University of Munich

RTB BaWue: Universities of Stuttgart, Mannheim, Freiburg, Karlsruhe, Konstanz, Ulm,
Heidelberg, Tuebingen

RTB Berlin: TU Berlin, FU Berlin, HU Berlin, FHG/ISST,LIT,HMI (Hahn-Meitner-lnstitut),
ZIB (Konrad-Zuse-lnstitut)

RTB Nord: TU Braunschweig, University of Hannover, AWl/Bremerhaven,
DKRZ/Hamburg (ClimaticComputer Center)

RTB NRW: RWTH Aachen, University of Bonn, University of Cologne, GMD/Birlinghoven,
DLR/Cologne, KFA/Juelich

Appendix B: Application Projects within the RTBs

RTB Bavaria

* IRIS: Usage of a distributed editor within a video-conference.

* Collaboration of electronic libraries: Provision of electronic documents and electronic query tools.

*Tera-Back: Transparent back-up service for distributed fileservers. Central mechanism for the migration of
data to cheap storage memory will be implemented.

* Clinical and histological conference: Physicians will use video-conference tools to discuss
dermatological results and images (stored in imagedata bases).

* Multimedia-based teaching and information systems: Implementationof a WAN teleteaching infrastructure
between Erlangen and Munich with integration of ISDN-based homework places.

* Distributed computing for engineering applications. Usage of work-station clusters for the computing of
very large parallel algorithms.

* Processing of medical images and signals: Application of modern methods of image processing (analysis,
image transformation, noise reduction)and image transfer in six different clinical areas.

* Visualisation of molecular models: Chemists in Erlangenwill use the Cray in Munich (LRZ) for simulation and
visualisation of electrostatic properties of molecules.

* Multimedia-based decentralisation of interdisiplinary teaching: Implementation of an infrastructure to
perform looked-after computer trainings resp. practicals with a distributed group of participants from
economic informatics.

6

199



RTB Berlin

* Visualisation of scientific data: Implementationof a center for visualisation (super computer, archive server,
render server; video production) for users in different working areas of universities and research
laboratories in Berlin (e.g. chemistry, astronomy, nuclear scattering, mathematics).

* Medical image processing: Resulting images of nuclear spin tomography procedures will be 30-visualised
and stored in a data base for tissue samples. The diagnosis of the results will be supported via multimedia
teleservices (multimedia-mail, video-conference).

* Hypermedia-based lessons for student lectures: Development and provision of multimedia-based teaching
material in the area of economic science.

* Hotline und consulting system: Provision of a help-desk system including fault data base and human
on-line-support (video-conference).

*Unified data environment with heterogenious computers: Implementation of AFS (or DCE/DFS) for a
distributed filesystem in Berlin with an unified name space.

RTB Nord

* Video production via networks: In an already existing service center the results of simulations are
transferred into video movies. This process will be (partly) controlled by users and the resulting movies
will be distributed to the users via the network.

* Distributed computing in the field of "Global Change Research": Users in the Alfred-Wegner research
laboratory in Bremerhaven will make simulations and visualisations at the dedicated super computer (Cray)
in the German Climatic ResearchCenter (DKRZ) in Hamburg.

* Visualisation of hydro- and aerodynamical calculations: The simulations will be carried on at the super
computer in Hannover, the results will be visualised in the University of Braunschweig.

* Calculation and visualisation of global climatic data sets: Simulationat the Cray in the German Climatic
Research Center (DKRZ) in Hamburg with visualisation in the University of Hannover afterwards.

* Online-documentation: Multmedia documents and journals will be presented online (collaboration with
a publisher). Short response times shall create an impression of leafing ("book paradigma").

* Multimedia collaboration in the field of climatic research: Users from that working area in different institutions
in North Germany will apply multimedia teleservices (multimedia-mail, video-conference) for their
cooperation.

RTB NRW

* Usage of the SNI super computer at the University of Aachen for other users in the state of NRW.

* Distributed (heavy parallel) super computer center: An Intel Paragon (at KFA)and the CMS(at GMO)will be
used as a virtual common super computer by certain applications (e.g. aerodynamic calculations).

* Interactive aerodynamic simulation for components of power plants: Simulation at the University of
Cologne, visualisation on dedicated computers at GMO (St. Augustin), transfer of results to users at
DLR (Cologne).

7
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*Visualisation of large multi-dimensional parameter spaces: Meteorological data from the University of
Cologne will be examined at the Cray of KFA (Juelich). The results are used in the KFA and in Cologne for
further research.

RTB BaWu

* Implementation of a mutual backup service between several computer centers.

* Distributed provision of software routines which will be linked into software modules.

* Provision of user support for the DFN-RPC (Remote ProcedureCall): This software tool is widely used by
scientists for distributed applications running on different super computers and work-stations.

* Implementation of an distributed electronic library for scientific literature (PhD theis, diploma,
"unpublished" papers, etc).

* Helpdesk: Implementation of a distributed online helpdesk for all universities in BaWu based on information
servers and multimedia teleservices.

* Distributed numeric laboratory: Mathematicians from the University of Freiburgwill implement their
numeric algorithms at the parallel computer in the University of Stuttgart. Experts from the computer
center in Stuttgart will interactively support this implementation by using the software tool PAGEIN.

* Simulations in Computational Physics: The output of simulations on a super computer in Stuttgart shall be
transferred directly to the work-station of the user instead using the expensive memory space temporarily
at the super computer.in the meantime

* Distributed laboratory based on virtual reality: Expertsfrom the computer center of the University of
Stuttgart and different user groups (astrophysicists and biologists from Tuebingen) will implement
application specific distributed virtual environments.

* Distributed provision of software: The access of arbitrarywork-stations to distributed software servers shall
be realized as automated as possible.

* Integration of services into the environmental informationsystem of the state of BaWu.

8
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RTB-Konfig3

a) Nord, NRW, Bayern
ATS-Switch

CISCO 7000 +M 34 Mb-PDH
SSP A1 Localor TelekomLine • CISCO HS

A100

FDDI

b) Berlin

CISCO HS \ 155 Mb-SDH I CISCO HS
-ATM A100 ATM ATM A100

CommunityLine ·
ATM-

ATM ATM

CISCO 7000
SSP

CISCO 7000
SSP

FDDIFDDI

Fig.1: Technical Configuration
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RTB-Konfig2a
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LRZ0 0 ~N

RRZE
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RW1H
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D Cisco 7000 Multiprotocol Router
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Fig.2a: Configuration of the Regional Testbeds of DFN

203



Berlin

SM

SM

1UB

SM

BaWO
Uni MA Uni HD

Legende

D Cisco 7000 Multiprotocol Router

0 A 100 ATM-Switch (RTB Berlin)

@ ATM Switch (BelWO)

SM 155 Mbps Singlemode

MM 155 Mbps Multimode

Uni KA

~
Uni FR

Uni S

Uni TU

Uni KN

Fig.2b: Configuration of Regional Testbeds of DFN
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RTB-Jtonfigl
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Fig.3: RTB-Connectivity (Phase 0) and HS-WIN Backbone (Phase 1)
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Keeping the Internet Free

Peter Dawe
Managing Director

Unipalm Group/PIPEX

P~J~.P·E'
·:::~~:;<:'<~«'~~:;:;:::~:::;::·;::..::;.'"'~"''"""'''::k

·Keeping the Internet Free
·Peter Dawe · . .·.·.·····.·.
.Managing Director. Unipalm Group pie. ·•··.
Introduction
In this talk I will look at the factors behind the success .·
of the global Internet and some of the problems it has·
had to overcome. I will also consider how we can apply
the lessons learned from the growth of the Internet to
date to the provision of a Europe-wide network .
infrastructure which will service projects such as
EEOS.

(c) Unipalm Group 1994.
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(c) 1994 Unipalm Group 2

Keeping the Internet Free

}Yfe.are.(;lt(;)_Critica}juncturefor the Inte.me!..andfor
'data.commllnicationsgenerally.•••Tue.network
jnfrastruct~e which has grown up overthf!.last ~5
years is being challenged by PITs and Telcos who Wish}
to impose their monolithic model, based on the voice
.communicattons system, on computer networking.
Large user. organisations are advocating a §inglf!
network for Europe. despite the failure of similar
projects (X.25 and ISON)to deliver either cost.ben.efits
or quality of service. The Internet's core.ch~ging ·
model is also.under attack.
As an Internet Service Provider (ISP)I want to see .the·
Net evolveto meet the growing needfor data
transmission. and to do so at a cost and. DJ-<:t 111;~f!~
which is truly accessible to everyone. I do not believe
that a monoculture. like a meadow stripped of allits
native species. can provide this. The Internet is built
on diversity. and that diversity is its strength.

(c) Unipalm Group 1994.
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(c) 1994UnipalrnGroup 3

Monoculture?

Monoculture . . . . ·
:".<:.:.:::.::><"·:.···.:·.: .... ·::::·.:::·.·:...-· ·_··:·.·:<·.:::::.:·-.::·::·.:_·:·.:._:·:_ .. _.. -.··--_ ::·:.:·: ·-_:·.'-·:·_·. :·· _:_-::..·-_:··:---·:_. :.:_: _·-.·-:···_ ..... · _·. ···:. · .. :.· .. ·. -.·:.:·-·_ .

.·By"monoculture" I mean.what we see in the fields
···aroundus: smgle crops grownyear after year. This
\form of agriculture is only sustainable with massive
. inputs offertilizer and the use ofmachinery. It is
·expensive, and inflexible - the overproduction ofkey

!' ~ops has been a feature of the ComnionAgricultural ·
·Policy for many.years, We are in danger of building a
·European network which cannot providewhat the·
··customer wants, of having to sell.what we have built, ·.·
..·rather than building what the customer needs.
..Asingle European backbone would be like.this: one ;.•.,··:':..
.·:supplier.nocompetltlon and no flexibility:It would . --
.distort the market and be unable to meet customer's ...·•··.··
....... - ' . . . -· ,.. . - ' .

. real needs.

(c) Unipalm Group 1994.
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or Ecology?

le) 1994Unipalm Group 4

C~ology
m contrast, the.natural enytronmentabounds with
Y-~peciesliving in balance. A natural ecologywill adapt
<qiiicklyto changes in circumstances, ..and will endure
.even if the exact makeup changes over time .
•~e Internet is •likea .•natural ecology ..•manyJSP~
.,occupying dtfferentrilches.Icompettng and cooperating
i:toprovide an environmentin which data can flow
<freely.

(c) Unipalm Group 1994.
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·§Ingle Er.lropean. Backbone
gherei~gt-ea.£ pressure from certain guaxter~fg?~:
single European backbone - an ..information
/~liperhigllway" forEurope.vThe PITs and '.f~I~g~>>y;:' ;;• ··
;ac::Iyocaty'f:1:lisapproach beg:tl.lse they .see 'f:tU:!lp.~f!!Yf!~
~e natUI"8;!/choiceto install and ruJ.l.~ucb.~~!~~f ..,..
/Jtiey .woulcl.also be .able to J.lJ.Clke..ma1dJnllIIJ.J?fg~~'1:~1
>pavinga monopoly on data transmisf:;ion~fll.!B · ·--··
"':Eiirope. ··
Our experience of other PIT/Telco initiatives st:i~fi.
the overpriced X.25 services .and ISDNshou1g·£!1J.~~p_§t
.~ft..~. ~{!rously abo.1.lt...th(!iJ;cabili~.~g~ ~:~~I . ,·.
_:.~netWork. Acting.as "natural monopoli(!~~#{tflYY.
,g.ieir understanding of markets, ·CO:q:!pf!fifj<).Il,.~9'<
..customers is often lacking. . ' ' ... '' c .•.

The
Single

European
Backbone

Monoculture

(c) Unipalm Group 1994.
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ean Future (II) ?
The

Internet
Model
Ecology

(c) 1994UnipalmGroup 6

<The Internet
:~e]nternetmodel is based on having a multitude of
. §erviceproviders, none with monopoly rights. Each
··>Qf:fersconnectivity to its customer base.
</~achISP charges its customers on the basis of
LECl-fidwidthnot traffic: customers pay for the ability to
move data around the ISP's network. (both inbound and
'·§litbound data) on the basis 'of the size of their
: connection to that network. Since the bandwidth
-••determines the maximum data flow, the fees paid set
·.an upper limit on the use of the network.
>~J.1vi9uslyeach ISP can only_pr()V!-~eclif~ctco.ll!lections
to its customers - there must be some way to contact
Xlliecustomers of other ISPs.

(c) Unipalm Group 1994.
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The
Internet
Model
Ecology

ean Future (II) ?

(c) Unipalm Group 1994.
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eutral Interconnects/RLR
number of sites have been established (CIX, .. ··.
istributed Global Internet Exchange in Stockholm, ...
ndo!l LJ.ternetExchange and others) to offer .. ..
.eutral" iriterconnection. ·Theseare sites which will let ·
·y ISP connect to them for interchange ofpackets
th.other ISPs at no addition! cost.. . .:•·· ··

" eutral Interconnects underpin the Internet's free .
··marketnature: any provider can connect'to any other.
··providervia a neutral interconnect without having
.ormal agreement with that other provider. ..

- - -· .. -· ':_< =·_ :::'''"""- <:. ···:·> _- - : .•. - : -_·---- - --··- - - - .:'·.: __·:_:·.::..:-:.:.:. =·:··-::-::.:• ,:·:··-··;: ::_: :._::· ·• -- - ' ,..

:enciingthis idea, the Internet also relies on the .·..
·stence of a "route of last resort .•- a.means of .'..
'.charigingpackets of data with another network that.•·

. always offerconnections Withoutsettlement. ·
·MAE-EAST,the East Coast MetropolitanArea Ethernets'
~:iscurrently the Internet's route of last resort, offeringa
eonnectton point through which any other network can .

reached. If a supplier is willingto bear the costs of
to MAE-EAST,then they can connect to the

IobalNet.



ean Future (II) ?
The

Internet
Model
Ecology

~ilateralAgreements
;;:.','-':::·-:;:::i::' __:<:>, _·-:,.-_.:·. :·.._<-._,: __:__... ·,:: __ ·... ,-:. :. ·.. · -, .. '-, . -_.-.. ·-.··.__,,- .. , .. ::_ .. ::::.·:=·-_-=-:: ,-_ '·: -=::· '.. ..:.,·:·:.._,:::::-,_::.:,:::__.;:··=:·

Bilateral Agreements between ISPs underlie the current
,>Internet. They are contracts made between two .
parties, and the terms are entirely under the control of ··
··the parties. In conjunction with the availability of ·.··.·
·.neutral interconnects, they enable the Net to grow and .
·handle an increasing volume of traffic.·• . . . ·....•·.· ··.·
·Since the costs of the links are generally shared .· · · ·
· between the two parties and passed on equally to their ··.
customers, the cost of the link is eventually shared.by ..·

.·.all of the people who might use it. Each ISPs ·· · ···········.···.

. customers pay for the cost.of that ISPs infrastructure ..
: (including links), but there is no need for the ISPs to · .·· ··
.~~nitor the. traffic between the two networks ~d ....·....·..
· charge each other accordingly, since the customers ()f

ISP A are paying the cost of ISPA's connection to ISP B
- and customers of B are paying for the infrastructure

•maintained by B.
\!1¥s J.ll()cjelis central to the Interrttt. tFor ..~I1e"tlliJJ.g.it
·;eJ.:lviatesth<;need· for complex:accollllting and charging···.
•\mechanisms.

(c) Unipalm Group 1994.
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The Internet Settlement Model

+ Customer pays for incoming and outgoing
traffic

+ ISP does not pass costs on
+ Lowinterconnect cost between ISPs

(c) 1994Unipalm Group 9

1!~1tltei-fi~t'sis~tt1el11~ri1:rri<lcie1·.•·•·1s···a#iaJor·.fattor •..•iI1•.·1§
!~~cc~~~-/Because •.the :N:etc:loesnot.require ISf>s.•to F> . :i••·••

<:~~ountfor trafflc: and ..m.ake••··paymentgtoeachotherg:n <
·:t:yebasis of usage. it has been able to..grow and thrive. ·
'iIW<.Yyi.c1~~1····•1~J?s.·lI1ay.ne~o~ate.••pilate~ ..agreements
,;~~ch r~qurre their pee;rsto bear a fiigh proportion o~
;pie.CQ~ts'reflecting an.fjcipate us~ gf'f:helines - but ·····
'me····exist~nce·..··•·of•••I1eutra1•••··intercolll1~ctsCll1a··•••RLRs fitean
that in the end an ISP can exchange 'data with every ·
.·····~~~:rI~I>W!thout.having ~o.•pay them.·<·U..is t1Ws
'principle which underlies today's Internet andwfilcl1··········

t~~~t got ..·•.~.~····~loj'edto•~iQ~~~e~.. <··•• \ . <•·•·.······•••·•. ••••• •·<••·•··· ·. <•••••••••· > .t,;~dvocates of single European backbt)rie are advocating .....
j .~(!.C\f!~~Qn.ofe.single n.~~orts. :Prc>Y!.~erwhich.\Y()ul<l,·pyvirtue of its size and market position, be able to
~ompel other ISPs to pay for the privilege of peering
. Yrth itr. _t\nd if that provider were n()t~ompelleci t().P(!e;r>
neutrally then it could dominate the market and use Its
.position to wipe out competition.

,·--,:,.•.,,.,,.,.-.,.-.··.;

(c) Unipalm Group 1994.
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. ,:··:·.··..:.:·;:.·· .. : .. ·..·.·.:·····.,.·.·· .... ··:.···.:··:.:... •:.· .·.:,·.:: .. •:.:::...•..·.:.:·:•.· ·.:.... :.:····<·::·.····.::..:::..:·..'··.·":..;·:·.:::·.·::..·..:,..:::-'.··,.... ··· ..•.·.·.·.· ..·.·

.eNet cari.contlriue.to grC>w·andto thriVe - but ...
•.'1aincondition5·m1.lstbe fulfi]le(lifthis is to happen. ·.·····
·ch of tlie·futurctof data commtlni.cat:ions·illEtlrope .

·...··.·. in the ha1lcl·riotofthe Governments .orthe · .·•.•.. ·•...··..·.·..··
·•Commission, but .ofthe users. .Ifthe users of the data · ·.
··•networks make appropriate demands of their suppli~rs,. ····•·

en the Net can continue to operate on its current
. asis. If the users seek tocreate a single European
_'networkthen they will have to face the consequences.

What We Need

• The Settlement Model is central to the
Internet

• Wemust build on our previous

le) 1994Unipalm Group 10

(c) Unipalm Group 1994.
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What the Internet Needs

+Guaranteed Connectivitybetween
non-monopoly suppliers
NoCross Charging

(c) 1994Unipalm Group 11

To continue to grow, the Net needs.three things;
If is vital that connectivity is·guaraiiteed. ·EveryISP,
·from the smallest to the.largest, niustbe linked toa ·
singleglobal infrastructure. · · ····· ·

:-:::.:·::.:.·.·.-·:·=·:•·:;·-.--: .. ·:·:·:··:·.:::.:::.c:::-.':

$ioss-charging, ·•the••·abciiicle>~e~~<(:)~t:lJ.~••··cttI:r'~~~..•..••...
model. must be resisted, Nqtonlywqµld·.tll.~D;ee<.ltq
introduce accounting ·mechcfru~.Il1~~~~~o····~~··•~§~?•c9
()f.provtdtngthe •.servi97··t>.u~t:lJ.~~l>~~t·~~~~ ~e~<:I(</.
g-eate between suppliers"\iVC>:ti!c!f~!~}ly,~am~g~t:H~..··.·••
current free··.market···••m.••·•!l~.t\.V~~lfjtj.~~.~~~~~···c~.·~5••~~;·/
··•t:lJ.~••Iarger supplierse11Jor~~5~~~:.~§n2m!~·:gfs1

:;e~.!heg rie~or}{s ...~g.~~~t:lJ.~~.~1 ... . . .

··wouldbe to destroythelnriovafive'.smc:J•1er~l1P~..
•F'illally,suppliers neeclacc~ss'tofu~k~~~ ~~,·~t:J:
buying" deals and exertion of custo~7; powe~'t>~e.g.
DANTE distort the market and willnotlead to the
desired outcome. Bypromoting a sfrigleEuropean
supplier, they will eventually I'esuJ.t~ p.igherc:ostsandi:

(c) Unipalm Group 1994.
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What the Internet Needs

\ I
Neutral Interconnect

Route of Last Resort

12

'[lie Net·p.·e·ea.•....< ~.··.••·.1:hr..•••.e.e.tlling~toc()11tffi.·.:\..•.....•.u.••. e.:
:··· ... ·..··.· ···.:·:··.·.. :· .... ·.····. ···: ··: ... · .: .· ·.. ·::::·:·:-·-:-,_._·.... :..... : .. ·. : .-·-·,·:><--··-.-·-·.... _·.... ·... . ..

Unfet1:erecl•ffeedotn•fot··1s1?~tOfua.kebilateral
agreements on their own te:C'l11$
The continuance (and expansion) of'neutral
interconnects, where a.number-of supplters agree
to lfnk-thetr networks.
The-guaranteed availabilityC>f\route·oflast resort
so that all ISPs-can route·data.

F\Viththese three conditions met, tll~Ne'(:~swell.placed
/:•to growand thrive

(c) Unipalm Group 1994.
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A Free Market?

+ Some Examples
+NSFNet and ANSin the USA
•DANTE in Europe

+Dtstort the Market
+ Damage the Prospects of an
Internet-style Solution

(c) 1994Unipalm Group 13

(c) Unipalm Group 1994.
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A Free Market

+ ISPs do not need massive resources
+They need a market
+They need to connect
+They need to work together

I

(c) 1994 Unipalm Group 14

,·TheISPs can manage with.the.minimum of
, Government regulation - the global Int~met has been .·'
····builton "that basis. · .
•> ,::_:- ":• -: - ".. :- :·· ·····--- .. '. : .:. __:': -: ··: =·_·: '-:"_: ··;:···: :_ - .: ··- - - -- - _-- '- __ ··__ :--- -_-

Cable companies in the UKhave demonstrated raising
.capital for major investment in infrastructure and ·
. services does not have to rely on the backing of a
' ·national PIT. Many ISPs have demonstrated that they · ···.··
.·can grow from entrepreneurlal startups. to national and · ·
' international companies - Altemet and PSINetin the
US. and PIPEXin Europe, provide g~~dexamples.....

·C:·:_:··-:-·•-•:-·-·.·--·.:.. ·- .• -: .· . .··:-· ·..... -_·:.-:•-:.--:-.-·-.

·/.•\V"hat•·•we.•.··fCU1't•••1ll8.lJ.}fgei"Wifb.out.ar~~~et§•••·••-P8(JP1~~(,.·~~.r·
-.:Bl.J.Yiol.J.l)•f(JI1ll~S~().H~..·.> ,f ~~ .et_re.de~~~ ~(J~·~«~~J;t~~~ ... ..
·tlirough restrtctive purchasing arrangeµierits.or offi.e
deals, then the current model of the Internet will .
di~appear' fo be replaced by one tb.atfu.ri~e'i-e~etnble~··.

international phone system - of urenty years ago.

(c) Unipalm Group 1994.
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Freeing the Market

The most significant thing that usersofall sizes can do
i$to insist .that theiJ:ISP plays a parj:.iinthe global
>Internet. by:

Offering atlea§tOI1epointof11~~~al> ...•.•....•...•......••..•.•...•••.....•....< <·

interconnection with their networkfor otherISPs
Supporting the establtshmentof routes of last
resort
Entering into bilateral agreements

···Ifusers, especially the larger use~ •.ei.:e..content to...·...
make dealswtth IP providers who dg ~ot regard .these
>principles as important then they "\V'iJJ.payth~Pri£~£·
:1:.f vall··beriil'1IlciaIa:rld······aisot~2fuilciili~~li~i:vall :fa~~~
pan-European monolith to offer connectrvtty to·outlyirl.g••:.
regions? A local entrepreneurial provider with
guaranteed access through a neutral interconnect
might be able to make a business out of it - if given
chance.

< §C> ... support your lo5al proyider; al'.l1 ~<r~istt!te
>temptation to call for a single source. of IPservices.
Europe does not need it ..

(c) Unipalm Group 1994.
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Abstract

This paper gives short general introduction to VSAT systems. followed by the principles and
operational aspects of two European VSAT based EO distribution networks: IDUN and BDDN

Focus is then given to the opportunities soon arising for new high speed (12 Mbit/s) on-demand
VSAT networks, By utilising digital TV transmission technology, cost efficient high capacity receive
and transmit stations are feasible.



Introduction to VSAT
systems

The term VSAT stands for Ver; Small
Aperture Terminal and has become a standard
phrase for small satellite earth stations for
business communications.

As opposed to earlier satellite communication
systems where the satellite earth stations
where connected at the top level in the
national terrestrial network VSAT earth
stations are directly connected to the users
equipment

VSAT Systems can be categorised as follows:

TDM Broadcast Systems
(TDM = Time Division Multiplex). These
systems carry a broadcast addressed data
frames from a single Hub to a group of remote
earth stations (VSATs). Typical applications
arc distribution of data such as stock exchange
data and distribution of digital encoded voice
to shops etc. (MUSAK).

Figure 1: TDMBroadcast System

TDMflDMA Systems
(1DMA = Time Division Multiple Access).
In addition to the outbound TDM bearer these
systems have an common inbound time
division accessed channel for requests and
confirmations. These systems can typically
em~ an X.25 or SNA network; with the
mainframe connected to the Hub and
Terminals to the VSATs.

These networks became very popular in the
United States during the 80's; but the same
take-off has not oocurred in Europe, although
expected by many. Its limited success in
Europe is explained with: R.egulatoty aspects
at the ti.me of introduction, Lack of pan­
European companies. and transaction oriented
data communications already solved by other
means when regulations ceased.

Figure 2: TDMfl'DMA Network

Fixed
These systems provides fixed point to point
(VSAT to VSAT) links, but are despite its
simpHcity very popular for a wealth of
applications including "rural business
communications" to East Europe. Common
names for this functionality is MCPC
(Multiple Channels Per Carrier) or SCPC
(Single Channel Per Carrier) networks, As
these VSAT systems undertakes only the
physical (ISO level 1) function, they are
protocol transparent and thus very easy to
interlace.

Figure 3: F"n:edVSAT Network

On-demand networks
On-demand networks provides a circuit -
switched dial-up service. They may be
implemented using TDMA (Time Division
Multiple Access) or FDMA (Frequency
Division Multiple Access) techniques.

3

223



A central Access Control Station (ACS)
usually manages the network.

On-demand VSAT networks tends to be
developed for two different markets: (i)
Telephony Networks. Sub 64 kbit/s networks
with telephone interface to support telephony
in extremely rural areas, and (ii) Bandwidth­
on-Demand Networks for high volume data
transfer.

...r:». )\.9
~· ·.. · ..•...·~e

Figure 4: FDMA On-Demand network

The requirements we have seen for
distribution of earth observation data usually

have multiple data sources and multiple
destinations (roa.ny-to-many relationships).
The rest of this paper will theref.orc focus on
VSAT networks with "meshed" topology. Le.
Fixed and On-demand networks.

The IDUN system

The IDUN (Image Distnoution Using
NORSAT B) network is an application within
the Norwegian Telecom NORSAT B satellite
service.

An application to provide secure store and
forward broadcast was developed by a
Norwegian consortium including: Spacetec,
FORUT, Norwegian Computing Centre,
Tromse Satellite Station, ID Software and
NERAAS.

Figure 5 below shows an overview of the
IDUN system.

Fipre S: The IDUN Application within the NOR.SAT B System

Image pre·
processing
system

VSAT-
.' ..•-

~··

Data is received from the polar orbiting Earth
Obselvation satellite (not shown} and pre­
processed into an e.g. 60 MByte image which
is. via the Local Area Network, uploaded into
the IDUN primary node. The IDUN primary
node then activates a simplex point-to-nmlti­
point call in the NORSAT B network

IDUN
Secondary

Node

Remote
Image

Processing

Using the IDUN HDLC-bascd protocol; data is
multi-casted to the receiving sites. with each
block numbered. The secondary nodes will·
receive and log correctly received data blocks;
and through the terrestrial X.25 network
request re-transmissions of lost blocks from
the primary.
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Any block lost from at any secondary site will
cause re-transmission via satellite from the
primary. This will continue until all
secondary nodes have received all blocks in
the image.

Special f'tltcring and alarm mechanisms
ensure that processing is completed even when
severe errors are present.

The IDUN primaiy and secondary nodes are
implemented in a Personal Computer
equipped with:

• Ethernet board for communication with
image pre-processor/remote image
processing system

• Hard-disk drive for intermediate storage of
2 images

• X.25 interface board for terrestrial return
link

• SLIC (Satellite Link Interface Controller)
board for satellite data transmission or
reception

• OS/2 multitasking operating system

The IDUN system operates with 2048 kbit/s
transmission speed.

IDUN nas been in successful operation in
Norway from Tromsa Satellite Station from
1990 to 1994; and appreciated by users for its
technical stability and case of use. However,
high leasing cost for the up-link station and
low demand for real-time images bas caused
the system to currently be out of operation.

The Broadband Data
Distribution Network

Using the application software developed for
IDUN. A similar system was launched for
the European. Space Agency for distribution of
ERS-1 data. This was named BDDN

(Broadband Data Dissemination Network:).
However BDDN runs with fixed satellite links
instead of on-demand service causing
considerable higher space segment cost

At the time of implementation (1990) a .
central network:Access Control Station was a
multi-KAU venture, and theAccess Control
Station in operation by Norwegian Telecom
on Intelsat V ooVered only northern Europe.
Although an on--Oemand ERS-1 service
originally was planned, an implementation on
EuteJsal II without DAMA was .finally
decided

Today (1994) this situation has changed.
NER.A can now offer 400 KAU Access
Control Stations (ACS/2) for Eutelsat or
Intelsat with a series of enhanced functions.
As we shall see below this creates new
opportunities for even higher speed data
dissemination networks. Secondly,
Norwegian Telecoms service is now moved to
Intelsat VII and covers all ESA member states
except Greek.

A future VSAT based EO
distribution network

Technologies in digital
television transmission
The technologies for digital television coding
creates new opportunities for transmission via
satellite. Hugi. R & D investments are nQW

carried for digital television broadcast to
cable-heads anddirect to home.

Television transmission is however not only
broadcasting; there is also a considerable
equipment market.for satellite news gathering,
outside broadcasting, and inter-studio
program transfers. These markets are as
Eanh Observation characterised by a need for
on-demand set-up and clearing- of satellite
program links.

The MPEG 2 decoding standard gives
broadcast quality at 4 Mbit/s and studio
quality for 800/o of programs at 8 Mbit/s.

5
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With the broadcasting mass market in mind,
major silicon foundries are developing chip­
sets not only for :MPEG 2 decoding; but also
for high-bit-rate satellite carrier demodulation
and coding. :MPEG 2 requires almost error
free communication channels. Le. bit error
rate = io-12• This is achieved by concatenated
Viterbi and Reed-Solomon decoding with
interleaving.

Synergy's with Earth
Observation Networks
Digital television technologies brings to the
EOworld the following key elements:

Low bit error rate
10-12corresponds to 1 bit error per 125.000 M
Byte or 0.1% ptobability of error in a 125M
Byte file transfer. Re-transmission may not
be required.

High data rates
The ESA-NERA implementation of digital
television via satellite plans for 16Mbit/s with
204/188 Reed Solomon Coding and 718
Viterbi Forward Error Correction. 13.5 Mbit
/s with Reed-Solomon and 3/4 rate Vitetbi and
finally 9 Mbit/s with Reed-Solomon and 1/2
rate Viterbi

Low cost earth stations
The mass markets for digital TV brings to
market inexpensive high quality silicon chips
for low cost receiving earth stations.

The Need for a Protocol Handler
Few or no computer platfonns have the
capability of directly supporting 12 Mbit/s on­
demand multi-cast services. A generic or an
Earth Observation specific machine is thus
required for a future network.

Potential candidates would be the ESA­
SAIT/Radio Holland XVSAT system, or an
enhancementof IDUN. One should bear in
mind though. that re-transmissions are not
necessarily required with the considered bit
error rate, this simplifies the set-up.

Conclusion
This paper has given an introduction to VSAT
networks and explained the principles of
operational VSAT networks for Earth
Observation.

ESA and NERA plan to bring forward
technologies for on-demand digital TV
transmission that are directly applicable to
distribution of Earth Observation data. A
future VSAT based EO network could have
the following cbalacteristics:

• Multiple up-links, on-demand capability.

• Very low cost receive stations

• Transmission rates up to 12Mbit/s

• 99.~A>of all images transferred without
need for re-transmission

The audience comments are appreciated.

6

226

) !ArAC: c;;l) ) • ).llJ TQbC:QJ



'

ABB-Ne1·n/Norwegian Telecom SAIT Systems MPR Tcltech

USE OF THE SWITCHED VSAT COMMUNICATION SYSTEM

IN EARTH OBSERVATION NETWORKS

M. ERCULISSE, S. HULIN ( SAIT Systems)

E. KOLDAL ( ABB-Nera)

R. MWIKALO ( MPR Teltech )

W. HANSTEEN (Norwegian Telecom Satcom)

A. NORDBOTTEN (Norwegian Telecom Research)

ABSTRACT

This paper describes the possible use of the Switched VSAT Communications System (
X-VSAT ) in support of Earth Observation electronic information transport.

The X-VSAT system is currently being developed under an ESA contract by a
consortium consisting of SAIT Systems, ABB-Ncra, MPR Teltech and Norwegian
Telecom.

An overview of the major technical features of the system is presented including (1)
LAN interconnection and circuit emulation; (2) bandwidth on-demand; and (3)
bandwidth modification for LAN intercnnection . The role of the NORSAT-B system is
described. The ATM adaptation , multiplexing and transport facilities are outlined.

The distinctive features of the XVSAT Network Management and Call Handling
Facilities are emphasized. Future enhancements are identified, particularly with respect
to signaling, service adaptation and interoperability with terrestrial-based networks are
identified
A review is given of the specific requirements of the Electronic Information Networks
for Earth Observation that could be supported by the X-VSAT system is performed.

, Specific advantages arc discussed, including operational flexibility, and cost savings
which result from the system's bandwidth-on-demand and bandwidth modification
features for LAN interconnection.
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1. INTRODUCTION

The X-VSAT is a fully meshed hubless VSAT network based on Asynchronous Transfer
Mode (ATM) switching and transport technology. Optimised to operate from 64 Kbps to
multi Mbps data rates, X·VSAT allows small as wen as large-sized businesses to support
a wide range of voice, video and data applications.

X-VSAT offers flexible and economical real-time satellite bandwidth sharing, providing
capacity based on the actual needs of the users. Request for bandwidth modification can
be automatically invoked by a distributed traffic monitor and performance management
function, or manually invoked from a call handling terminal.

This unique integration of technologies, developed under European Space Agency (ESA)
contract, provides a flexibility not currently matched by terrestrial networks. It includes
ease of expansion, dynamic bandwidth-on-demand, handling of mixed traffic sources.

It is important to note that the X-VSA T operation relies on the well proven satellite
NORSAT-B services provided by Norwegian Telecom.

1.1. LIST OF ABBREVIATIONS

ACS •............................................. Access Control Station (of Norsat B system)
AAL ATM Adaptation Layer
API ...•.......................................... Application Programming Interface
ATM Asynchronous Transfer Mode
BoD Bandwidth-on-Demand
BSC ..•........................................... Broadcast Sign:i.lling Channel
BRA Basic Rate Access
CBOS ........................•..................... Conti nous Bitstream Oriented Services
CH ..•....•.•.........•.......................... Call Handling
CHES Call Handling End Server
CHIS Call Handling Intermediate Server
CHUA Cnll Handling User Agent
CLPOS ...................•.........•.•...........•.. Connectionless Packet Oriented Services
CM CompSys .......•.................................. Control & Management Computer System
CMS Central Management System
CSC .............................•................ Common Signalling Channel
EEOS ..............•....................•.........• European Earth Observation System
FSD Functional Specification Document
IP, Internet Protocol
ISDN
rwu
M:JI
N""M
PABX
RDBMS

. SA
SNM'P
SUS
TCP
TBD
TDM
TSD
UDP
X-VSAT

.............................................. Integrated Services Digital Network

.............................................. Interworking Unit
· Man Machine Interface
: Network Management
.............................................. Private Automated Branch eXch~mgc
.............................................. Relational Data Base Mun:igcment System
.............................................. Service Adapter
.............................................. Simple Network Management Protocol
.•.....•...................................... Satellite User Station
.•............................................ Transmission Control Protocol
.............................................. To Be Defined or Decided
....................•..............•.......... Time Division Multiplex
.•••...........................•.............. Technical Specification Document
....•.•....................................... User Datagram Protocol
.•............................................ switched VSAT <,

-,
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3. TECHNlCAL DESCRIPTION

An overview of the system is presented in the figure below.

4 ~~;~;~1
Station I

' -------------~
Figure 3: X-VSAT System Overview

The X-VSAT system is composed in each site of:

the IntcrWorking Unit ( IWU );

the Satellite User Station part of the Norsat-B satellite subnet;

the Call Handling System ( not shown in the above figure ).

In one of the sites will be located the Central Management System ( not shown on the
, figure). ·

3.1. THE ATM INTERWORKING UNIT

'

The role of the ATM Interworking Unit is to support the simultaneous access to common
transport connectivity over the satellite. The IWU is composed of five major components
as described hereafter.

The Connectionless Packet Oriented Service Adapter is responsible for the conversion
between IP packets carried over Ethernet and ATM cells. In addition it performs routing ,
flow control and the necessary management functions. The IP datagrams are carried over
ATM using AAL 5. Each route to a remote CLPOS-SA uses a different VPINCI.

The Continuous Bitstream Oriented Services Adapter has for role to convert between
the user access interface format and the ATM cell flow on the network access interface (-.
5 December 1994 Page S of 11
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ATM TAXI interface operating at 100 Mbps ). The conversion is performed using the
AAL 1 protocol. The user access interface consists of a 2.048 kb/s E 1 interface carrying
one or more user channels in both directions. The transmit and receive channels arc
completely decoupled thus enabling the setup of either simplex or duplex channels.

The role of the A'TM switch is to perform the connectivity routing between the VPINCI
corresponding to the user access side and the VPI/VCI corresponding to the satellite
subnet side.

The ATi\1 Satellite Transmission Adapter is to convert between the ATM cells format
transported over the TAXI interface and the HDLC format transported over the RS530
interface with the satellite modems.

The IWU-Controller has for role to control and command the various IWU components
in cooperation with the Call Handling System and the Central Management System
described in subsequent sections.

3.2. THE SATELLITE SUBNET

The Satellite Subnet is based on ABB Nera SuperViSAT products running under the
Norwegian Telecom NORSAT B service provision. The SuperViSAT Satellite
Communication System consists of the following network components :

one or more transponders in geostationary communication satellite;

a network Access and Control Station;

·several subscriber earth stations ( VSATs ).

From a signalling point of view, SuperViSAT is a "star" network with the ACS in the
centre of the "star". From a traffic point-of-view, SuperViSAT is a meshed network. i.e.
the traffic is conveyed directly between the VSATs.

The VSATs and the ACS together form a digital network offering connection-oriented
services. Immediate switched as well as leased and pre-booked connections are offered to
carry the multiplexed ATM traffic flows. The possible connection modes are point-to·
point, point-to-multipoint and conference, simplex or duplex symmetric and asymmetric.
Full use of these features within the X-VSAT allow an efficient transport of the users
connections over the satellite connections.

Th'e VSATs communicate with the ACS in the inbound direction using the Common
Signalling Channels. The CSC is a random access ( ALOHA ) channel used for call
requests and polling responses. In the outbound direction, the ACS communicate with the
VSATs using a continuous Broadcast Signalling Channel ( BSC ), giving timing and

·_frequency reference as well as transfer of call handling and supervision information.

The typical VSAT is composed of indoor and outdoor equipments ( antenna and radio
equipment ). The indoor equipment for multicarricr is achieved by using a signalling
channel modem and up to seven Traffic Channels M36 and channel combiner.'

The traffic channels support Network data Rates at 1,2,3,4,5,6,10,l2,15,20,30 and 32x64
kb/s.

S December 1994 Page 6of11
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SITE B

CH&SUS
Agent

I CH&S\JS
·Agent

\cH&SU
Agent SITeCSITEA

Figure 3.4 : Management Architecture

Each site has one local manager station. The manager-agent structure is applied between
the local manager and (local) agents using the S:N""MPmanagement protocol with UDP/IP
as underlying protocol .stacks. The manager-manager structure is applied between the
(local or central) managers using the SNMP management protocol with TCP/IP as
reliable underlying protocol stacks.
The local manager is located in the IWU-Controller. The local manager shares the
management functionalities of the CMS in a distributed environment. The allocation of
functionalities between the CMS and local managers (such as event management, alarm .
polling, data repository, ...) will be examined during the system design phase, namely
based on:

the management robustness (minimise the loss of information management)

the cost of the transfer of management information over the user network
(minimise the satellite bandwidth use due to the polling of the agents), and

the network performance (mixing the management information in the user one
may reduce the performance of the services provided to the user).

'
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4. MAIN FEATURES AND BENEFITS

To sum up the main features described in previous sections, the X-VSAT system is based
on the Norwegian Telecom NORSAT-B satellite network which offers:

"switched" as well as "fixed" or "permanent" connections;

full mesh connectivity;

point-to-point and point-to-multipoint connections;

(nx64) kbps and 2Mbps connections;

symmetric or asymmetric circuits

and provides a European coverage through an INTELSAT 702 transponder (spot 2).

The specific specific features of the X-VSAT system are :

(Automatic) Bandwidth on Demand capability, which permits to use the exact
bandwidth needed, and avoid paying for unused capacity;

Multiplexing capabili ty;

Networking capability.

Whereas it is quite difficult to compare communication services, as each one has its
specific features and capabilities, we have tried in [1) to fairly determine the advantages
of the X-VSAT system.

In order to perform that, we have combined the Norwegian Telecom NORSAT B service
features with the X-VSAT specific ones.

To summarise the ideas developed in [ 1 l. wc can say that :

A satellite service, whether speaking of switched or fixed (booked) lines, is always
more flexible than terrestrial leased lines or even than switched terrestrial services.
This is the main reason why it is so difficult to compare satellite and terrestrial
services, even providing the same objective advantages.

Concerning the Norwegian Telecom NORSAT B satellite service:

(l) Satellite fixed connection service provides a more flexible (compared to
terrestrial leased lines) and cheaper solution (compared to PTT common satellite
service) connecting European sites for a price just above the average line between
European leased lines minimum ( connected countries, e.g.Belgiurn-France) and
maximum prices (e.g. Belgium-Portugal) (for bit rates higher than 256 Kbit/s).

(2) For increasing bit rates, the break-even usage time necessary for satellite
switched connection service to become more economical than ISDN (combined
with inverse multiplexing) dec;a:~-~-rapidly. -- ---- -- --' - -

(3) The operation cost dependence of both switched and fixed connection
services versus the bit rate is linear up to 640 Kbit/s, then sub-linear up to 2
Mbit/s.

5 December 1994 Page 9of11
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Note that common PTT satellite services and terrestrial leased lines prices are also
"sub-linear", but that ISDN prices are "linear" versus the bit rate.

(4) Above an average of J. hours of communication per 24 hours (30 days
months), or 3/24 hours (20 days months) (or 3630 communications of less than
one minute), whatever the communication bit rate used, it is more advantageous
to book a fixed connection than-to use switched one.

X·VSAT Bandwidth on Demand capability:

Thanks to the sub-linear dependence of the price versus the bit rate, it is more
interesting, for applications which do not impose the bite rate (e.g. files
transmission), to transmit as fast as possible on both delay and financial planes.

For those who use both applications requiring a fixed and relatively low bit rate
(telephone, videoconferencing), and also other non-imposing rate applications,
the BoD capability is indispensable to make profit.

X-VSAT Multiplexing capability:

when one has N different applications to transmit :

above a certain duration of utilisation per day (if the configuration that
supports mux is more expensive than the one that does not) or independently
of that duration (if it is the converse),

and if the equivalent aggregate bit rate goes over the price linear zone (in the
sub-linear zone),

then it is financially more interesting to use a single multiplex of the N
applications rather than N separate flows.

X-VSAT Networking capability :

As already mentioned, the benefit is here difficult to evaluate because it depends
on the network configuration, on the flows utilisation, .... Nevertheless, one can
easily demonstrate that the combination of flexibility, switching, multiplexing
and BoD benefits can only be profitable at a network level.

'

5. SPECIFIC REQUIREMENTS OF THE REOS

The present section will aim to emphasise some of the specific requirements or
applications that could benefit from the use of the X-VSAT for the deployment of the
Electronic Information Network for Earth Observation.

It must first be noted that in addition to providing nominal on-demand interconnectivity
between Data Centres or between Data Centres and User Facilities, the X-VSAT system
can also be used due to its flexibility and cost attractiveness in providing backup of
terrestrial connectivity or load overflow capacity. '

In the load overflow and/or backup scenario, the X-VSAT IP/Ethernet interface could be
connected to a main router. In the case of the backup scenario, the traffic could be re­
routed from the failed WAN connection to the X-VSAT network which would set-up the-,-,
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requested connection; when the main router recovers the nominal WAN connection and
the traffic is transferred on it, the idled X-VSAT connection would automatically be
released. In the case of traffic overflow scenario, the part of the traffic causing
congestion of the nominal resources could similarly be redirected on the X-VSAT
network.

Time lining of the exchanges between centres coupled with the bandwidth-on-demand
capabilities of the X-VSAT can provide significant cost-benefits. This is true for instance
for Batch On-demand Delivery Services. Cost efficient use can be demonstrated to
correspond to shorter transfer times performed at a higher capacity.

Also a distinctive advantage of the X-VSAT system is that it can provide asymmetric
capacity i.e. large capacity from Data Centres to Users facilities and reduced capacity
from User Centres to Data Centres.
The ISDN son·o BRA interfacing capabilities could also be used to provide the
connectivity between centers equippedwith IWU and users facilities not able to afford or
needing these capabilities but for which the right connectivity could thereby be
established on-demand.

A more detailed analysis of the specific networking and operational requirements has
obviously to be performed but we feel that the above examples provide an indication of
possible areas where the use of the X-VSAT could prove beneficial ·

6. CONCLUSIONS

This paper has described the major features of the X-VSAT that could bring significant
advantages when considered in the development of communication infrastructure for
Earth Observation.

Unique flexibility of the satellite facilities associated with the cost advantages of
bandwidth-on-demand and bandwidth modification/adaptation features contribute to the
attractiveness of the solution with respect to or in complement of other terrestrial
solutions.
In addition, the choice that has been made for the X-VSAT of the ATM technology
protects the customer investments by allowing its future integration in ATM LAN and
WAN networks.

'
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DIGITAL DATA BROADCASTING FOR JUST-IN-TIME
DELIVERY OF EARTH OBSERVATION IMAGES

CHRISTINE LEURQUIN

MANAGING DIRECTOR
SAIT-VIDEOHOUSE

I. INTRODUCTION

The ERS I satellite is collecting each year vast amounts of data to disseminate each year
to the various groups of users in Europe. One of the possibilities existing today to allow
for regular, easy to use and addressing of these data in Europe is the use of satellite
technology.

Satellite technology is now well known as having some advantages on terrestrial
infrastructure. It indeed allows for point-to-multipoint communications on a flexible and
competitive way. Satellite transmission costs are independant from the distance and,
remote regions can be covered simultaneously.

One of the satellite technologies used today is the D2-MAC packet which allows for the
possibility to transmit in parallel to the TV signal quite a considerable amount of data
using the digital sound/data multiplex.
The European Space Agency saw a great market potential in that technology and
financed the development of a 02-MAC data receiver terminal and beyond that a fully
operational databroadcasting system.

The system was developed by SAIT SYSTEMS, a Belgian telecommunications
company, and is operated today by his daughter company SAIT-VIDEOHOUSE.
SATT-VIDEOHOUSE has recently developed a store-and-forward automatic multimedia
server via satellite. This new development allows to migrate from the D2-MAC
technology to the full digital technology.
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II. GENERAL ARCHITECTURE OF A DATA BROADCAST SYSTEM

Data Broadcasting, or point-to-multipoint data distribution, has been in existence for
many years, using a wide variety of communications channels : teletext lines within
terrestrial TV services, FM radio, sound sub-carriers in satellite channels. Some of these
ventures have resulted in highly profitable commercial operations mainly in the U.S.

Whatever the communications media employed, the common characteristic and major
appeal of one-way point-to-multipoint systems is that the marginal infrastructure cost of
one subscriber to the service is mainly confined to the cost of the end-user terminal.
When, moreover, the same information is of interest to a large community of subscribers,
substantial savings on communication charges over the transmission link used are
possible.

The economics of the system compare favourably, in these respects, with the provision
of the same service via land-lines. Satellites appear, in this perspective, particularly well
suited to the purpose, provided several key components can be assembled into a system
supporting a commercial offering of services.
The MAXICAST system commercialized by SAIT-VIDEOHOUSE enlights the interest
of satellite for the dissemination of data. The general architecture of the data broadcast
system as conceived by SAIT SYSTEMS, one of the mother companies of SAIT­
VIDEOHOUSE, is outlined in the following figure.
The system comprises the following elements :

• The Data Sources, processing the data to be transmitted;

• The Transmit Front-End and terrestrial infrastructure, for transmitting the data
from Data Sources to the data concentrator or DBTF (Data Broadcast Transmit
Facilities);

• The data concentrator or DBTF itself, which performs the basic and value­
added services;

• The Tandberg encoder, which multiplexes video, sound and data channels. The
encoder also performs encryption of the data channel;

• The satellite link;

• The installed base of Data Receive Terminals.



THE SATELLITE LINK

The MAC family of television standards is well suited to the broadcasting of data
because the sound is transmitted digitally, as well as the Service information related to
conditional access. This standard is also paving the way to the full-digital technology and
allows for a better understanding of the applications to develop and how to serve the
potential customers in the "just-in-time" delivery concept.

The total capacity of the satellite channel for data is a little over 1.5Mbits/s.

THE MULTIMEDIA SERVER

The Data Receiver Terminal (DRT) being the most widely installeditem of the system, it
was essential to provide a low-cost solution.

With the support ofESA, SAIT-VIDEOHOUSE developed the MAXICAST BOARD
based on the following requirements :

•Low cost;
•PC-AT based;
• User friendly;
-Digital:
• Sustain high data rate;
• Support conditional access;
• Simultaneous acquisitionof several (4) data services.

The board is then included in a PC which can also be equippedwith audio or video
compression boards (MPEG) and dial-up modems.
The main features of the multimediaserver are the following :

• The conditional access technology chosen is the "EUROCRYPT M" standard,
using smart cards;

• The application runs under MS-DOS on the PC and interfaces with the board
using "ApplicationsProgram Interface" (API) performing functions such as
"Automatic tune to satellite channel", "Get a specifieddata service", "Automatic
reception of individualsubscription list and playlist", "Creation of log file";

• The modem allows to log files back to the transmissioncenter for
acknowledgment.

• The MPEG card allows -if necessary- for decompression of audio or video files
according to the last received playlist.
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THE CENTER OF DATA TRANSMISSION (CDT)

ESA and SAIT identified the necessity of setting-up the specific infrastructure necessary
at the transmit-end to support the features outlined above in an operational context.
The main purposes of the CDT systemare :

• To interface data providers via the terrestrial infrastructure;

- To offer services like scheduledbroadcast, store and forward transmission,
messaging, conditional access, logging of files via a return link; network control
management;

• To broadcast the collected data via a satellite link;

• To check the correct reception of files.

The CTD is physicallyinstalledat Vilvoordewhere the Uplink Stations are located.
Alongwith the data, the following servicesare offered by SAIT-VIDEOHOUSE beyond
the simpleprovision of a transmissionchannel:



• Messaging :

File transfer : provides the user with the ability
to identifya block of data within
the overall data stream;

Narrowcasting : provides the user with the ability
to broadcast its data to identified
groups or subsets of the audience,
or individually(using the GPD
feature and protocol);

• Error protection via Golay coding : ( 1o-10)

• Provision of check continuity :
Packet loss detection

• Data scrambling :

Conditional access : the conditional access system
realises "opacity" of the data using
EUROCRYPT "M" and using a
key, changed every I0 seconds;

• Store- and forward services : for downloading of batches of
data in off-peak hours and remote
storage of compressed video,
audio, graphics and text.
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To access the CTD, a computer called the Transmit Front-End can be installed on the
premises of the data provider. Whatever the physical means of landline access, the
structure of the software on this machine is the same, and relies on TCP/IP.

At a higher level, a protocol exists to manage the transfer of data from source to CTD,
and notify the sender of its arrival.
A man-machine-interface enables the customer to organize the expedition of his data,
within the registered features of each service. He will, for instance, select which files are
to be sent out over which service, and how many times each file will be repeated. Or he
can mark files for addressing to groups and individuals.



III. SAIT-VIDEOHOUSE SERVICES OFFERINGS

1. INTRODUCTION

SAIT-VIDEOHOUSE has almost two years of existence now and has been created to
challenge the satellite offerings in Europe and to offer new services to enterprises and
organisations in Europe among others the databroadcasting services. The
MAXICAST System has been used in 1993 by ESRIN, the organisation within ESA
whose role is to disseminate images from remote sensing satellites. During the trials,
ESRIN operates the local transmit front end server for correct scheduling and
forwarding of transmission requests originating from local data sources to two
different data broadcast facilities, located in Belgium and in the Netherlands. Four
stations located at ESRIN and two in Brussels with antenna diameters ranging from
90 to 120 cm, serving or receiving terminals.The trials exceeded their expectations
and ESRIN was envisaging to operate the system on a full scale basis.
The MAXICAST databroadcasting allows for the dissemination oflarge files of
different nature be it text, images or binary information. The data can originate from
different data sources and serve multimission purposes.
Within one company or one organisation, multiple applications can be handled using
the same network making it even more efficient.

2. TYPICAL APPLICATIONS

Typical applications for the Earth Observation could be batch and on-demand
dissemination of images in reduced resduction and related data.
The files to be transmitted can go from a few MBYTE to several hundreds
MByte/day (for example one Earth Observation image is= ca. l.MBYTE). The
delivery time is negociated at the subscription with the customer. It goes from a few
minutes or hours to a few days.

3. SERVICES OFFERED

SAIT-VIDEOHOUSE can offer a turn-key system from the desk of the customer to
the end-users. The customer can register for a number of data services which he will
be able to handle from its Transmit-Front-End. Typically this registration defines the
overall characteristics of each service namely :

• Whether it is a store-and-forward application or not;

•The type and data rate oflandline access. Today SAJT-VIDEOHOUSE offers
different accesses via ISDN;
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• The data rate over the satellite link;

• Whether the service data is formatted into files or whether it is a simpledata
stream;

• Whether the service is scrambledor not;

• Whether use is made of grouping and addressing services;

• Whether Golay-protection and I or CRC are used;

• Whether the log-service is required or not.

These features determine the corresponding service charge (price per bit, per rate
and/or subscription fee). SAIT-VIDEOHOUSEproposes to take care and guarantee
the whole chain of transmissionfrom the data provider to the end-users. Each part of
the system is taken care of by SAIT-VIDEOHOUSE: the TFE, the link from the data
provider to the DBTF, the uplinkingof data to the satellite, the access to satellite
guaranteed for 3 years at least (reversable), the installation,maintenance and help­
desk services for the receiver stations, and the encryption services.
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IV. CONCLUSIONS

SAIT-VIDEOHOUSE provides:

• One stop shopping service;

• A full tum-key Data TransmissionService;

•Pan-European coverage;

•Multiplexing of various data sources;

• High data transmission capacities;

• High service quality& highlysecured transmission (trough backlog controlling
system);

• Addressing of data;

• Flexible access control to CTD;

• High degree of customisation of service;

• Bandwidth on demand;

• Multimedia server.

The use of the digital capacity of the MAC standard makes it possible today to offer
one of the most cost-efficient and unique solutions to image or data dissemination in
Europe at high speed rate and with high flexibility.
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'The Trans-European Research and Education Networking Association
(TERENA)and the status of R&Dnetworking in Europe"

Sven Tafvelin
VicePresident Terena

Professor at Chalmer University ofTechnology
Department ofComputer Engineering
S-41296 Gothenburg
Sweden.

TERENA

Terena was formed in October 1994 as a merger between RARE and EARN.

The goal ofTERENAis ... "to promote and participate in the development
of a high quality international information and telecommunications infrastructure
for the benefit of research and education" as is written in its Statutes.

Terena is an association and is working for the benefit of networking. Terena
does not intend to be a service provider. There are a number of them already.

At the moment Terena has about 38 national members which are reserach and
education networks in various European countries. Furthermore there are a few
international members (ESAis one) and about 10 associate members.

In general Terena is a concensus building organisation. Despite the varying
networking situation in the various countries every attempt is done to get
the networking situation to improve and the cooperation between the networks
to increase.

Terena has an important technical program managed by Terena Technical Committe
('rTC). The key part of the program is a number ofworking groups. There a nurr.oer
of experts and soon-to-beexperts meet and discuss and learn about their
chosen subject and decides on how to improve the services. In this way the
concensus is built between the experts and consequently between the networks.
It is also the starting point for improvements of the networks services and
the international cooperation.

Most of the work in the working groups is done using the network, primarily by
electronic mail. Therefore the membership of the working groups is to a large
extent defined by the mailing lists. The membership is open to any one interested.
Tobecomea member you only need to send a request to be added to the mailing
list.



The working groups just now are:

- WG-ll 8N Internationalisation. This working group is working with the difficult
but important problem on how to make it easy to use the national characters
in networking.
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-WG-ISUSInformation Services and User Support. This working group is working
in a very important field. It has attracted very many participants and is very
active.

-WG-LLTLower-Layers Technology.This working group is focusing on the lower
layers in the protocol stack. It has two active subfields. One is the ATM
technology and the other one is local access primarily between homes and offices.

-WG-MSGMail and Messaging. This group is working on the various problems which
happen in the electronic mail environment. One such problem is the mapping of
mail addresses when mail is transferred from X.400 to RFC mail or viceversa.
Another issue is the operation of servers getting requests over e-mail and
typically responding over e-mail.

-WG-NAPNetwork Application Support. This group has concentrated onX.500
services, its contents and how it can be reached fromWorldWideWeb.

-WG-NMANetworked Multi-Media Applications. This group is working on how to
introduce multi.media applications in the European networks.

-WG-NOPNetwork Operations. This working group is currently under reconstruction
caused by the merger of RAREand EARN.

-WG-SECSecurity is a working group working in an area which is becomingmore
and more important. The networks have to introduce more and more security
features to keep pace with those wanting to break the network or the computers
attached to it.

The approximate membership in the working groups are just now:

WG118N Internationalisation 50
WG-ISUS Information Services and User Support 320
WG-LLT Lower Layers Technology 100
WG-MSGMail and Messaging 180
WG-NMANetworked Multi.mediaApplications 180
WG-NOP Network Operation 70
WG-SEC Network Security 110
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Terena and the 4th framework programme

Terena is working hard to help consortia in the 4th framework programme,
Telematics for research to produce as goodproposals as possible.While
supporting the formation ofgoodconsortia and helping them when possible
to get as goodcontents as possible Terema will not be a member of any of
these consortia. The current situation can be seen in the Terena file store
(WWW: http://www.terena.nl)

Terena projects

Most of the networking activities in Europe are being done by the national
networks themselves. But sometimes it is to the advantage ofall to pool
resources to address commonproblems. Then Terena is a suitable framework
to have the work done.

Terena is not a service provider in general but just nowTerena manages
both RIPE NCC and the previous EARNNJE service.

The Status ofnetworking in Europe

- The technologycompetenceis goodas proved by

- Somenational networks are already using 34 MbitJsor higher speed.

- The routing technologyin the Global Interchange (GIX)in Washington
is European

- The European technologyfor route management seems to becomeused all
over the globe.

- The European international networking situation is very bad. Some reasons:

-The international lines are extreamly expensive in Europe

- Sometimes they are 20-30 times as expensive as the corresponding
national lines.

-An international European 2 MbitJslineis about 10 times as expensive
as a corresponding 45MbitJs line in USA



- The fragmented PTT structure causes problems:

- It is difficult to get the European PTTs to even quote an international
34MbitJs line

- It is difficult/impossible to get the European PTTs to cooperate on
building a pan European high speed network.

A consequence of this is that networking in Europe is lagging behind when compared
with the situation in USA for example. This is definitely hampering the cooperation
between European researchers.

Are there any solutions to these problems? I can see at least two of them:

- Solution 1 (long range): Wait for more competition to force the costs to be
reduced. This will take 8-15 years.

- Solution 2 (short range): Someone ( = the Commission of the EU) realises the
very high costs for Europe falling behind in research and accepts the high
costs for a European high speed backbone. This couldbe done in 1-2 years.
In the long range the solution 1 abovewill reduce the burden of the networking
cost.
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EuropaNET

HE Davies, JBersee"

1. DANTE and EuropaNET

The European Multi-Protocol Backbone
(EMPB) was launched in 1992 as part of the
COSINE project, which concluded in 1993.
Securing the continuation of EMPB was one
of the main reasons why the national
research networks in Europe decided to
establish DANTE. Providing a secure
organisational and management framework
for the pan-European backbone as well as
some other international services was one
requirement while the company would also
be in charge of developing and procuring
new international network services for the
research community.

DANTE was set up in July 1993 as a not­
for-profit limited liability company where
the shareholders directly control the
company. Research networks or
organisations of the following countries
currently hold DANTE shares! : Germany,
Greece, Hungary, Italy, Netherlands,
NORDUnet (Denmark, Finland, Iceland,
Norway and Sweden), Portugal, Slovenia,
Spain, Switzerland and the UK.

In the last year and a half, DANTE has
supplemented the pan-European EMPB
service by the addition of transatlantic and
other intercontinental links. The integrated
set of services is offered to national
networks under the name of EuropaNET.

I Four sizes of share holdings
exist. based on a country's GNP.

DANTE

* Postal address: DAN'IE, Lockton House, Clarendon Road,
Cambridge CB2 2BH, UK, Tel +44 1223 302992, email:
H.E.Davies@dante.org.uk, J.Bersee@dante.org.uk
2. EuropaNET facts and figures

The EuropaNET service covers three major
elements. First, the panEuropean backbone
part of the service, EMPB, interconnects
nodes in 18 European countries. It offers
X.25, IP and CLNS services with access
speeds up to 8 Mbps and guarantees of
performance and availability. Second,
current intercontinental capacity to the US
(and to the global Internet) is 5 Mbps; in
addition there is a direct 64 kbps connection
to Korea, set up in the context of the EC
EKORN project. As a third element
DANTE organises interconnect
arrangements with other networks in Europe
with whom there is an interest to
communicate, such as Ebone and EUnet.

EuropaNET is by far the largest Internet
backbone in Europe. Network nodes are
installed in each country where there is a
point of attachment while each node
location is connected to at least two other
node locations. Currently, in Western
Europe The Netherlands uses a total access
capacity of 5 Mbps, the UK has 4 Mbps
access, 7 countries have 2 Mbps access
(Belgium, Switzerland, Germany, Italy,
Spain, the Nordic countries and Spain),
CERN has 1 Mbps access and there are 64
kbps connections in 19 countries. In Central
and Eastern Europe the Czech Republic
(512 kbps), Hungary (128 kbps) and
Romania (9.6 kbps) were provided with
connectivity under the EC PHARE
programme.

252



3. Plans for the near future

The current organisational and commercial
arrangement whereby EMPB services are
provided through a framework contract with
Unisource Business Networks will change
next year. The contract expires in September
1995 and DANTE has recently issued an
open tender for the replacement/
continuation of the backbone.

In addition DANTE is working to increase
the intercontinental capacity of the service
substantially to match the ever-increasing
traffic load from and to the United States.
So far this has resulted in an upgrade in total
US connectivity from 2.5 to 5 Mbps, while
another 3 Mbps will be added to this in the
next few months.

Whereas in the immediate future some
connections within the EuropaNET
backbone will be upgraded to 4/8 Mbps,
DANTE is also investigating ways to
provide a 34 Mbps backbone service -
initially to those countries already deploying
a national 34 Mbps infrastructure - as soon
as possible. The 34 Mbps service will be set
up separately from the current service but
integration of the two will be vital so that
full connectivity is maintained between all
subscribing networks.

4. The commercial setting of the service

Charging for the EuropaNET service is
based on access capacity, regardless of the
amount of traffic that is sent over the
network. To ensure a reasonable
performance and reliability for all
EuropaNET customers there is, however, an
obligation for them to upgrade their access
capacity if the traffic load exceeds certain
defined levels. This arrangement has worked
very well and has resulted in a steady
growth of the access capacity in most
countries.

In principle there is a single charge for intra­
European, intercontinental and gateway
access. For countries who have their own
intercontinental access an alternative allows
them to buy intra-European and gateway
access only. Countries requiring additional
intercontinental capacity pay a
supplementary fee. The price for the
different EuropaNET access capacities is
calculated by applying a standard multiplier
to a basic rate for a 64 kbps access.

5. Acceptable Use Policy

The AUP issue has been much discussed
lately. In October 1994 DANTE was able to
announce a liberalisation of the EuropaNET
Acceptable Use Policy which, rather than
indicating a radical shift in policy,
accommodated to an already existing
situation. Previously the network was
dedicated to research-related traffic only, a
provision derived from the policies of most
of the national networks as well as
originating in (for the EMPB component)
the contract with UBN. Now, EuropaNET
customers are allowed to send any traffic
over the network which is acceptable
according to their own procedures. The
change reflects the increasing commercial
nature of the Internet and the difficulties of
distinguishing traffic from different sources.

In the meantime DANTE's mandate remains
exactly the same as before: organising and
procuring international services for the
research networks and benefiting from
economies of scale by exploiting their joint
buying power. Interconnect arrangements
with commercial networks are established
where they serve the interest of the research
community. Transit traffic between
commercial networks will not normally be
allowed; the provision of such services is
not currently a priority for DANTE.
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6. Summary

Since 1992 the European research
community have had at their disposal a
stable and reliable pan-European network
service, EuropaNET. The number of
countries connected to the network and the
total traffic load on the network have seen a
steady growth. DANTE, the company set up
and responsible for organising international
services for the national research networks,
is currently involved in various activities to
respond to the growing demand for a much
higher speed infrastructure. On the basis of
the progress made so far DANTE is
formulating plans for a first set of 34 Mbps
connections in Europe to be delivered in the
course of 1995.



EBONE the European Backbone
By Isabelle Morel, Renater France

14/12/1994

Needs

Research community needs international services as mail, remote intensive computing, group
multimedia communication, access to large databases, information servers for science, and
technology, for culture, for edition, press etc, that means transport of text, pictures and voice
beyond many frontiers.

In Europe, network service providers chose to create Ebone, a European backbone, in
response to this strong need for interconnection.

Ebone is a consortium of contributing organizations, and it has decided to re-model it into an
association to provide further stability in legal terms.

Services

Ebone federats IP and ISO CLNS networks within Europe. The international infrastructure is
shared and co-managed, and this allows every participating organization to have exchange
points with other large networks such as NSFnet, EUnet, Europanet, etc .
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Ebone admits all types of traffic: public, private, research, education, industry, business,....

Topology

Its infrastructure is organised around a few major nodes called EBS (Ebone Boundary
System). To these nodes, nation-wide networks of all nature may connect through a RBS
(Regional Boundary System).

EBS links are actually :

October 94 Paris - Geneva 2M **
Paris - Stockholm lM*
Paris - Vienna lM
Paris-13 RBS= 2M

* The node in Stockholm allows peering between Nordunet & Ebone
** Europanet is actually peering with Ebone through the Geneva node.

US accesses are : Paris - US 3.5M
Stockholm - US 2Mx2 with agreement for rerouting in case of failure.
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Costs

The cost for academic network is 15 KECU per year for each 64Kbps , and 33 KECU for
commercial networks.

Future

The next configuration planned for January 1995 will include upgrade Paris - Vienna up to
2M and a new EBS in Munich (RBS until now) ,

Paris - Munich 2M
Munich - Vienna 2M
Munich - US 2M

with modification of routing policy between Vienna and Munich. The nodes Paris, Vienna,
Munich and Stockholm are equipped actually with routers able to support ATM or 34Mbps
speed, so evolution is possible as soon as needed.

Next connections on Ebone will be:
Moscow 256Kb,
Telecom IT 256Kb
Cyprus 64Kb , being done already
Peering with EUnet through Vienna.

New services are :

- multicast supported by the Ebone nodes using PIM (Protocol Independent Multicast)
- very high speed up to 34Mbp on the backbone in the next 2 years.

Conclusion

Ebone enjoys a rapidly expanding membership, both in terms of capacity and in terms of new
members organisations.

Financial situation is stable. Ebone association is in progress, studying all legal aspects.

New memberships are possible for sharing transatlantic links or peering with the Paris node.

For more information, please contact: Christian MICHAU

RENATER
Universite P&M curie
4 place Jussieu - Tour 55/65
75252 Paris Cedex
Tel: 33 1.44 27 42 60 Fax: 33 1.44 27 42 61
e-mail: michau@urec.fr
WWW:http://web.urec.fr/Ebone
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NORDUNET

Sven Tafvelin
Professor

Department ofComputer Engineering
Chalmers University ofTechnology

S-41296 Gothenburg
Sweden.

NORDUnet is a collaboration between the national academic and research networks
in the five Nordic countries:

SUNET - Sweden
FUNET - Finland
UNINETT - Norway
DENet - Denmark
SURIS - Iceland

NORDUNET started as a collaboration technology project in the middle of the
1980s and after a few years the network activities began.

Since fall 1993 it is a limited company, NORDUnet A/S, ownedby the governments
or their organisations in the five countries. NORDUnet A/S is a contracting
organisation. All real technical work is done by people on contract staying in
their normal organisation.

NORDUnet is working on interconnection of the Nordic national networks and
connections from the area outside. NORDUnet is peering with other networks and
has expecially contributed to networking in the Baltic states but also to
the international connections to Poland and other countries.

Sometimes NORDUnet is also representing the Nordic national networks as in
Dante, the RIPE NCC contributer Committee etc.

The NORDUnet network is organised as a star with Stockholm as the focal
point. The intra-Nordic network speed is 2 Mbit/s to Norway and Denmark
while the speed to Finland is 2x2MbitJs and to Iceland it is 128 Kbitis.

ToUSANORDUnet has a capacity of3.8Mbitis, to EMPB 2Mbitis and to
Paris a 1 MbitJs line is shared between a number ofparticipants. The
speed to Poland is 2 Mbitis and to the Baltic states it is in general
64 Kbit/s.
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NORDUnet is continuously working on upgrading the lines. The intra Nordic
lines will be upgraded soon. The proposals are being evaluated just now.
The USA line need to be upgraded just as the Paris line and the EMPB capacity.

NORDUnet has always had a liberal attitude towards cooperation with others.
'Working together is better than working separate". A typical example was
IBM and its Easynet where NORDUnet and IBM cooperated to get the most results
out of the availabel funding. Another example is SWIPNET and the USA line.
We are sharing the lines which is advantagous to both of us.

NORDUnet has a networking conference each year which is circulating in the
Nordic countries. It attracts 200-400 participants and is still
growing. When the conference series started it attracted networking
people but nowadays it attracts also people working with applications and
ordinary users of the network.

The internal situation in the Nordic countries are good. Let us take the
Swedish situation as an example:

- SUNET is a 34 Mbit/s network connecting all major universities
in Sweden. Colleges are connected with 2 Mbit/s lines.

- There are pilot experiments with the Swedish PTT (Telia) on
155 Mbit/s ATM.

- The national Hosts proposed from Sweden have agreeed to point to SUNET
as their network connection for ordianary high speed traffic.

What experience can we draw from the NORDUnet work:

- We have a very easy atmosphere since we know each other since years
and we want to do something together.

- I think it was a splendid idea to keep NORDUnet as a contracting only
organisation. We find it easy to contract the right people when needed
and to tenninate the contract when it is not needed any more.

- It is very easy to be convinced on the efficiency ofNORDUnet. Now
more than 80% of the budget is for line costs. Unfortunatly it can
also be regarded as a "proof' of the high international costs in
Europe.
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Roberto Saracco
CSELT S.p.A., Turin, Italy.
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1. GENERAL
The Italian Host (referred also as ItalHost in the following) is the experimental
platform made available by the Italian Administration according to the guidelines of
ACTS Program. It is able to host the experiments of projects coming from ACTS,
but also from other EU specific programmes and international/national R&D
programmes.

ItalHost will be managed by a non-profit Consortium called ITINERA ( ITalian IN
fostructure for European Research towards Advanced communications ) reflecting
the view of the major actors in the Italian telecommunication sector.

ItalHost is conceived as based on a set of logical laboratories (Labs), supporting a
variety of accesses requested by the experimental projects. An Advanced
Telecommunication Network distributed on the whole territory is able to provide the
requested interconnection services between the Labs and between other National
Hosts.

A sample of the Labs offered is represented by:

• the CSELT laboratories in Turin with the CNR-CSELT ATM Test-bed, the
OS and SW Technologies Labs and the Advanced Transmission Lab;

• the Labs connected to the CNR-TELECOM ITALIA Tuscany MAN
experiment;

• the Labs connected to the CNR-1ELECOM ITALIA Naples ATM
experiment (NeaNet);

• the RAI Digital Broadcasting Test-bed in Valle d'Aosta.

CNR (Consiglio Nazionale delle Ricerche) is the National Research Council, the
Italian organisation co-ordinating and supporting the scientific research in the
country. Within the scope of this document, CNR is in relation with the
"Telecommunication Project" (TLC Project), an Italian research program promoted,
organised and supported by CNR, whose results are used in the frame of ItalHost.
The TLC Project is a five years (1989-93) duration research program involving
national manufacturing industries, operating companies, public and private research
centres and university laboratories, with the aim of acquiring the know-how needed
to develop broadband communication network and services. TELECOM ITALIA is
the Italian public operator for telecommunication services. CSELT is the research
centre of SIBT Group, whilst RAI is the Italian public broadcaster.
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The number of Labs is foreseen to increase also due to the contribution of other
members of the Consortium managing ItalHost. In the following a description of the
four Labs mentioned above will be given.

The ATM Test-bed is a flexible environment set up to study the critical aspects
related to the introduction of the ATM technique. It is located in a Show-Room
conceived as an open laboratory for integrating advanced telecommunications
systems, like innovative equipment, software platforms and end-user applications,
used to assess the new services capabilities and features offered by an integrated
broadband network.

The whole of the ATM Test-bed, the OS Laboratory, the Software Technology
Laboratory and the Advanced Transmission Laboratory inside the CSELT premises
allows to experiment new network services and applications, network management
solutions and advanced transmission systems.

Tuscany MAN and NeaNet are broadband telecommunications infrastructures in the
metropolitan areas of Florence/Pisa and Naples respectively. They have the purpose
of experimenting high speed services and applications in a real user environment. The
Tuscany MAN is based on the QPSX technology (standard IEEE 802.6), while
NeaNet is based on the ATM technology.

The trials involve more than sixty active users selected from the scientific
community, under the consideration of the fundamental role they can play in
suggesting and using new services and applications.

The realisation and the utilisation of Tuscany MAN and NeaNet have been
performed in the framework of a co-operation between TELECOM ITALIA and
CNR.

The RAI Digital Broadcasting Test-bed allows to investigate the technical feasibility
of new broadcasting systems and to identify the user requirements of the relevant
services (e.g. Multi-programme, television, mobile radio, data and multimedia), the
economy and the commercial aspects.

• 1.1. User communities on the ItalHost
• 1.2. Sponsoring Partnerships
• 1.3. The potential for synergy effects
• 1.4. R&D areas that can be supported
• 1.5. Interworking with other National Hosts
• 1.6. Possible relations to other Programmes and policies
• 1.7. Facilities for hosting visiting project teams
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2. TECHNICAL
ItalHost is able to host the experiments of the projects coming from ACTS, but also
from other EU specific programmes and international/national programmes.

The experiments carried out by these projects fall into two main categories
summarised in the following:

• B. Projects that elect ItalHost as the platform to use for developing,
experimenting, and trialling leading edge applications and services for
business, public, academic, and/or residential users.
The relevant activities concern:

o development of applications and services
o development and/or tuning-up of terminals
o operations trials, including management aspects
o tests and verifications of usability and acceptability.

These projects may involve network operators, service providers,
manufacturers, research centres, academies, and users.

• C. Projects that are developing highly innovative hardware and software
technologies and want to use ItalHost facilities to experiment highly
innovative solutions on field in order to prove basic concepts, evaluate
technology, evaluating interworking capabilities, evaluate the consistency
between applications and network support.
Examples of issues to be trialled in the field through the NHs could be:

o distributed software architectures
o information networking architectures
o advanced switching capabilities
o advanced signalling and control applications
o server modules
o customer control
o user mobility and ubiquity
o photonic network architectures
o multipurpose multimedia-hypermedia terminals
o evaluation of Digital Audio Broadcasting (DAB), advanced Data

Broadcasting and future digital TV broadcasting services including
multimedia applications.

These projects may involve mainly network operators, manufactures,
academies, research centres, service providers, and users.
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Concluding, the Advanced Telecommunication Network, based on consolidated or
consolidating technology, is able to interconnect the experiments by supporting
different kinds of network services, according to the needs and the experiments
planned by the hosted projects. The network services are mainly based on ATM-VP,
SMDS, CBRs and the transport networks are those available during ItalHost life:
ATM Pilot, QPSX-MAN gathering systems, etc.

The Labs offered are described in the rest of the Section, providing an overview of
the kind of the experiments that are currently carried on.

• the CSELT Labs in Turin with the CNR-CSELT ATM Test-bed, the OS and
SW Technologies Laboratories and the Advanced Transmission Lab;

• the RAI Digital Broadcasting Test-bed in Valle d' Aosta;
• the CNR Tuscany MAN experiment;
• the CNR NeaNet experiment.

Fig. 2.1 - Proposed logicalstructure of ItalHost.
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Both types of projects will be funded by the European Union or by National Public
Institutions, and will pay the ITINERA consortium for the use of ItalHost facilities
according to a negotiation between ITINERA, and the consortium that manages the
hosted project. Different level of charges will be applied according to the technical
maturity of the network, the required/offered quality of service, and the
required/offered geographical coverage. A particular kind of agreement, which
provides a special charge for the use of the platform, could be reached when the
ITINERA Consortium is also a partner in the hosted project.

General Configuration

On the basis of the above foreseen client projects, ItalHost is conceived as based on a
set of logical laboratories (Labs), supporting the different requested accesses by the
experimental National and European projects (see Fig. 2.1). Taking into account the
types of project that can be hosted (Type "B" or "C") and the capabilities of hosting
external project teams, the Labs, are designed to host

• type "B" Projects and to be used for developing, experimenting, and trialling
leading edge applications and services for business, public, academic, and/or
residential users;

• type "C" Projects, that is to experiment highly innovative solutions, in real
environment but in laboratory, in order to prove basic concepts, evaluate
technology, evaluating interworking capabilities, evaluate the consistency
between applications and network support. This Labs can also host the first
type of projects ("B" types).

The requested interconnection services between the Labs and between other
National Hosts is achieved through the services delivered by an Advanced
Telecommunication Network.

The considered Telecommunication Network is based on Advanced Infrastructures
allowing for a progressive Optical Fibre Deployment through:

• the development of Optical Fibre for Selected Customers (START Project)
providing High Quality/High Flexibility Connections;

• the development of Synchronous Optical Rings (SDH);
• Field Trials on Passive Optical Network (PON) in Specific Areas.

Considering the Italian territory, the networks and services are sketched in Fig. 2.2,
that describes the present status, that is:

• ATM Pilot Network for ATM Services
• MAN for CLS Service (2 and 34 Mbit/s)
• C-LAN for Frame Relay Service (up to 2 Mbit/s).



• ATM Blot Nehwrk fc:rAlM
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Fig. 2.2 - ItalHost: Advanced Telecommunication Networks and Services in
Italy (1994).
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P. Bruyere1

THE BELGIAN RESEARCH NETWORK

BELNET

Preamble

In November 1992, the Belgian government decided to
financially support the implementation of a Research Network
called BELNET.

The objective of BELNET can be summed up as follows:
"To improve the means of communication of all the research
cells in the country with each other and with those abroad."
The first aim of BELNET is therefore to solve the problems of
connecting the research teams. That is to say, to effect the
interconnection of the various research sites and to connect
this infrastructure to foreign networks of the same type.
Moreover, the network must be open and meet the real needs of
users.

I. DESCRIPTION OF BELNET

I.l. Scope

The network offers an IP service and connects almost all the
universities and some national research centres. The chapter
on beneficiaries which follows shows the institutions
concerned.

The following services are covered by BELNET:

a network service as specified at level 3 of the ISO
model, connecting all institutions;

Connections with international networks: EARN, EBONE,
EUnet, EUROPAnet, all part of the big Internet;

The applications necessary for a network environment:
management, directory services.

Network Service

The network service contains the IP protocolset. BELNET does
not impose any obligation on the use of certain applications
on top of the network service. However, only some application
gateways are provided (NJE-mail - SMTP, X.400 - SMTP (mime),
TELNET - sessions XXX).

1Pierre Bruyere is Charge de Mission in the Belgian Office
for Scientific, Technical and Cultural affairs (OSTC).
He is the project manager of the BELNET programme and the
chairman of the BELNET Policy Board.
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In future, other network services may be offered by BELNET,
depending on demand.

Connections with other networks

The international connections currently offered by BELNET are
EARN, EBONE, EUnet, EUROPAnet, all part of the Internet.

In future, connections may be provided with the Belgacom DCS,
the telephone network, ISDN, ATM, MAN or other public
networks.
If needed, an application gateway will be supplied for some of
these connections.

I.2 BELNET Services

Even if the basic service remains the network service, many
services are offered by BELNET, including:

a helpdesk function;
registration of IP addresses and domain names;
set up, management and development of various network
application services:

ARCHIE server;
File server (mirror site);
DNS secondary Name server;
Lists of discussion;
Gopher, world Wide Web;
Gateway SMTP-X400;
Usenet News;

users support;
a directory service for users, systems and applications;
the distribution of an electronic newspaper;

·documentation and reports.
a CERT (Computer Emergency Response Team)

Other applications of the network are monitoring, network
management and planning, but these are invisible to the end
user.

I.3 Implementation

The network has been established in two phases. Installation
of phase 1 began in November 1992. The phase 2, a full
operational network, has started in September 1994.

The first phase of BELNET was a transitional phase which aimed
to offer good IP connectivity while awaiting the attainment of
the fully operational version of BELNET (phase 2).
For this purpose, 64 and 128 kbps lines have been installed to
connect the institutions. The routers have been rented or
placed partially at the disposal by the institutions for the
duration of phase 1 and the access equipment was provided by
the institutions connected.
In addition, two international connections have been made.
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With the starting of phase 2, BELNET became a complete network
comprising lines, routers, access points, control and
services.

From the users' point of view, this phase has been
characterized by a growth in line capacity, the development of
services and a more centralized management.

The actual topology of the network is shown in the figure
below.

Lines

Backbone

International links -

Access node 8
Local node o

With 28 sites connected, BELNET does indeed cover the whole of
the country and shows a double-star topology centred on
Brussels and Louvain.
From these two centres go the two connections with the
international networks: EUROPANET (at 2 Mbit/s) and EBONE (at
512 kbit/s) respectively.

The lines' capacities are 64 kbit/s, 256 kbit/s for the
backbone and 2 Mbit/s for the line Brussels-Louvain.

In 1995, seven new sites (mainly located in the Brussels area)
will be connected to the network.
The lines' capacity will be progressively increased in
function of the users demand. In that concern, the only limit
is the budget constraint.
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I.4. Beneficiaries

As indicated in the objective, BELNET is aimed at those
involved in research in Belgium, whether they are from
Universities or public institutions.
There are however some restrictions with regard to its use and
the terms and conditions of access.
The first restriction concerns its use: it is a network for
supporting research, with any other use being prohibited.
(See point 4 below). Furthermore, as the budgets allocated
for BELNET are limited, it has been necessary to limit the
number of institutions whose access to the network has been
undertaken by the OSTC. These are all the Belgian
Universities and some national research centres covered by the
Ministerial decision relating to the creation of a
communication network in Belgium (see Appendix 1).

This does not mean that other public institutions may not be
connected to BELNET, but they have to support the cost of
their connection to the network (i.e. local router, leased
line and BELNET access cost)

As the BELNET infrastructure is fully subsidized by the
government, private or commercial institutions may not be
directly connected to the network. Those institutions have to
contact commercial service providers to receive Internet
access (see ISP list in appendix 2).

I.5. Po1icy regarding the acceptab1e use of BELNET CAUP of
October 1993>

Introduction

This document states the Acceptable Use Policy (AUP) of the
BELNET service. The BELNET network interconnects other
networks and, in general, does not have end-user systems
connected to it.
The BELNET service consists of the data communication
capabilities offered by the BELNET network, complemented with
operational support structure and specifically defined higher­
level applications or services.

The management of a connected network is responsible for
providing their end users or further connected networks with
all information, network management service, and operating
procedures related to BELNET. The BELNET Service Support Team
will normally only communicate with the contact persons of the
connected networks.

Permitted Use of the BELNET Service

Use of the BELNET service is restricted to the community of
researchers and academic institutions. Governmental agencies
and agencies of the Commission can use the BELNET service for
their programmes concerned with research and development.



Use of the BELNET service is permitted only for instruction,
research and development (including the dissemination of
results) and for administration and direct support of such
uses.
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It is not permitted to use the BELNET service for any activity
which purposely:

seeks to gain unauthorised access to the resources of the
connected networks;

adversely affects the operation of the BELNET service or
jeopardises the use or performance for other users;

wastes resources (people, capacity, computer) through
such activity;

destroys the integrity of computer-based information;

compromises the privacy of users.

Use for commercial activities is not permitted.
Extensive use for private or personal business is not
permitted.

It will be up to the networks and institutions connected to
BELNET to restrict traffic according to their own norms and
legal requirements and to secure themselves against the misuse
of BELNET.

Where traffic is being sent via BELNET that breaches the
Acceptable Use Policy, connected institutions agree to
actively and in a timely manner cooperate in action against
the source and sinks of such traffic. Such action would
include initially an explicit demand to the source of such
traffic to observe acceptable use statements, subsequent
monitoring to ensure that any breach of acceptable use is
remedied and in the event of continuing breach taking further
steps including if necessary disconnecting offending parties.

If an application for connecting to BELNET cannot be agreed
according to these guidelines, a separate agreement may be
concluded between the organization in question and the Belgian
Office for Scientific, Technical and Cultural affairs (OSTC).



II. ORGANISATION OF BELNET

To ensure the accomplishment of the BELNET objectives and its
future developments, a suited organisation has been set up.
The diagram below summarizes the relationship between the
various players. The role of each is described below.

II.l. The OSTC

The Belgian Office for Scientific, Technical and Cultural
affairs (OSTC) is a federal administration.
The premier role of the OSTC in BELNET is of a financial
order. In fact, it is they who take on all the costs directly
associated with the implementation and the operation of
BELNET, and this for a period of four years.

The second role of the OSTC is of an operational order; in
its decision of 27th November 1992 the Government did in fact
entrust them with definition, implementation and operation of
BELNET.

Finally, the third role of the OSTC is that of centralisation
and coordination among users.
In fact, this function may more easily be accomplished by a
third party, neutral with regard to the expression of
requirements in matters of the network.

II.2. The Po1icy Board

The Policy Board is an advisory organisation whose mandate
consists in advising the OSTC in the choice of medium and
long-term options with regard to the development of the BELNET
network.
The Policy Board is therefore led to pronounce on the
organisational, operational, technical, strategic and
budgetary aspects of BELNET, as well as possibly on its
pricing tariffs.
The Policy Board carries out its role with the wish to ensure
optimum development of BELNET, i.e: corresponding as far as
possible, in view of the budgets available, to the real needs
of all its users.

It is made up of research network experts. Its members are
appointed, on a personal basis, by reciprocal agreement with
their respective administrative authorities and the Secretary
General of the OSTC.

Today it consists of:
an expert from the following Universities: FUNDP,
KULeuven, RUG, UCL, UIA, ULB, ULg and VUB;
one representative from Belgacom;
one representative from the OSTC who acts as chairman.
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II.3. The Service Support Team <SST)

The Service Support Team is responsible for supporting the
services offered by BELNET. This implies all the services
described in point I.2. above.

II.4. The User Forum

The User Forum is an association of BELNET users. Its role is
to provide a channel back to the Policy Board and the OSTC for
the desiderata of users. It will thus provide a feedback to
the network managers.
The association will be given complete liberty to arrange for
its own structure and organisation (election of officers and a
chairman, creation of subgroups, frequency of meetings, etc.).
The OSTC provides however logistic support for meetings.
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AJ2Rendix 1 BELNET sites

I Acronym I Institution I
OSTC Belgian Office for Scientific, Technical and Cultural

affairs

FPS Faculte Polytechnique de Mons

FSAGX Facultes des Sciences agronomiques de Gembloux

FUCAM Facultes Universitaires Catholiques a Mons

FUL Fondation Universitaire Luxembourgeoise

FUNDP Facultes Universitaires Notre-Dame de la Paix a Namur

FUSL Facultes Universitaires St-Louis a Bruxelles

IRE Institute for Radio Elements

ITG Prins Leopold Institute for Tropical Medecine

KBR Royal Library Albert I

KUBRUSSEL Katholieke Universiteit Brussel

KULEUVEN Katholieke Universiteit Leuven

KULAK Katholieke Universiteit Leuven, afdeling Kortrijk

LUC Limburgs Universitair Centrum

MUMM Management Unit for the Mathemathical Modeling of the North
Sea

OMA Observatory, Meteorology & Aeronomy at Ukkel

RMA Royal Military Academy

RUCA Universitair Centrum te Antwerpen

RUG Universiteit Gent

SCK Study Centre for Nuclear Energy

UCL Universite Catholique de Louvain

UFSIA Universitaire Faculteiten St.-Ignatius te Antwerpen

UIA Universitaire Instelling Antwerpen

ULB Universite Libre de Bruxelles

ULG Universite de Liege

UMH Universite de Mons-Hainaut

VKI Von Karman Institute

VUB Vrije Universiteit Brussel
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Appendix 2 : Belgian Internet Service providers

BELnet (not for commercial institutions)
DWTC - SSTC
Wetenschapsstraat, 8
1040 Brussel
E-mail:helpdesk@belnet.be
Tel: ++32(0)2-2383470
Fax: ++32(0)2-2311531

EUnet Belgium NV/SA
Stapelhuisstraat 13
B-3000 Leuven
E-mail: info@Belgium.EU.net
Tel: ++32(0)16-236099
Fax: ++32(0)16-232079

Infoboard Te1ematics
Buro & Design Center
Esplanade du Heisel 75
1020 Bruxelles
E-mail: info@infoboard.be
Tel: ++32(0)2-4752531
Fax: ++32(0)2-4752532

INFONET
Interpac Belgium
Avenue Louise 350 Box 11
1050 Brussel
E-mail:
Tel: ++32(0)2-6466000
Fax: ++32(0)2-6403638

INnet
Postelarenweg 2 bus 3
2400 Mol
E-mail: info@inbe.net
TeL: ++32(0)14-319937
Fax: ++32(0)14-319011

Telecom Finland International n.v./s.a.
127-129 rue Colonel Bourg
B-1140 Brussels
e-mail: info@tfi.be
Tel: +32 2 726 8655
Fax: +32 2 726 9852
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RENATER the French R&D network
By Isabelle Morel, Renater France

14/12/1994

Introduction

In June 1992, RENATER (the French network for research, education and technology) was
created by its founding organisms (CEA, CNES, CNRS, EDF, INRIA and the Universities).

Its aims were to interconnect all higher education and research centers, and to provide
connectivity with research, education and industry networks of other countries.

GIP

The founding organisms decided to put together their resources and a GIP (Groupement
d'Interet Public=a non profit organisation between public entities) was created.

They also chose France Telecom as the operator of the network. Actually, most of french
organisms dealing with research, technological developments or with higher education use
Renater.

Since 1994, the minister for Higher Education and Research added to the mission already
assigned to Renater that of opening to industrial traffic. So, now, research and technological
development, services of large and small industry firms are connecting to Renater.

Architecture

Renater is basically an IP service. IP is the protocol used on the whole Internet constituted of
networks from all countries, interconnecting supercomputers, scientific workstations as well
as microcomputers.

Renater is organised in 3 levels :

1) The campus or site networks operated by users, and to which workstations and computers
are linked.

2) Regional networks to which the campus or site networks are connected. Sites from the
same regions can communicate through the regional network.
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3) The national interconnection network (RNI) which links the regional networks. Links with
research and industry networks from Europe and the US are connected to this national
network, by means of the international gateway (NTI).

Renater has a backbone operational at 34Mbps with transit routers connected on FDDI rings,
more than 300 sites are connected today; most of them have high speed access point at
2Mbps, but six are at 34Mbps.

About 1400 network sites have internet connectivity through Renater which transports 2
terabytes of data each month. This volume of traffic is increasing at a sustained rate of 15%
per month.

International Gateway

Renater is linked at high speed (6 Mbps) to the european EBONE network whose major node
BBS (Ebone Boundary System) is in Paris. The international gateway, included BBS, are
managed by France Telecom with a contract for round-the-clock coverage throughout the
year.

Renater benefits also, within the Ebone framework , from a high speed transatlantic link
(3.5Mbps) from Paris with rerouting via other links in case of failure of that link.

Prices

A site connected to a regional network is charged by France Telecom only for the access to
this regional network.

Costs associated with the national and international connectivity are paid by the participating
organisations of GIP, or through specific contracts for others.

In any case, the costs are proportional to bandwidth of the link between the site and the
regional infrastructure National and International connectivity, and associated services as
security services are all at inclusive prices. Services is connectivity; any application can be set
up over it by users.

Users

Renater is particularly well suited for developing and using the most modern applications
(client-server systems and services, multimedia databases, large scientific or technological
databases, commercial data bases and information servers).

A spectacular example is the Internet book, or World Wide Web (WWW). It is a client-server
system, with text, images, voice and video, for accessing in a coherent, transparent and very
convivial way a huge number of information databases which are distributed all over the
world. The WWW servers access can be public or restricted.
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The future

The founding organisms of Renater specified that it should have powerful links with other
research networks and with the Internet; they added that it should also move towards very
high speeds.

Significantly high rate of traffic growth (15% per month) on the Renater backbone needs to
be watched, which is done today; and it could point to the need for upgrading the 2Mbps link
to 4-8-16 or 34Mbps and the 34Mbps links to 150Mbps, in the next 2 years. As well, the
international links from Paris could be upgraded quickly if needed, to 8 or 16 Mbps for US
access or 34Mbps for European access through Ebone. Renater is ready to carry out these
upgrades, and will do it as soon as needed.

Besides the operational network, an experimental very high speed backbone is being set up
between Paris Grenoble-Marseille - may be Toulouse if needed - with 150Mbps to 600Mbps
link (ATM).

Renater will be a telecommunication platform within the 4th framework programme of the
EU, called Advanced Communication Technologies and Services (ACTS) between 1994 and
1998. Renater, as the French national host, is proposing a platform oriented towards tests and
pre-operational evaluations of new services and products, in a context of demanding and
highly competent user groups.

Renater is actually proposing a response to the French information highway, so once again,
highly competent and demanding users groups are welcome.

For more information, please contact: Michel LARTAIL

RENATER
Universite P&M curie
4 place Jussieu B~t A- 7e
75252 Paris Cedex 05
Tel: 33 1.44 27 26 12 Fax: 33 1.44 27 26 13
e-mail: Lartail@renater.fr
WWW:http://web.urec.fr/Renater
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ATM-PILOT
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ATM-Pilot - Order Form 1

NMCBasel· Phone: +41 61 215 '262 /Fax: +41 612722342

O permanent O daily

2. Connection Information

O Modification

Virtual path identifier VPI (Proposal):

Destination User

Name/Enterprise
Phone
FAX
Contact person
Phone
FAX
E.164-10

O Release

Schedule Boundaries: Start date/time:

1. Origine User

O New connection

3. Subscription Mode

Application/Service:

O Cancellation

End date/time: .

Name/ Enterprise
Phone
FAX
Contact person
Phone
FAX
E.164-10

O weekly O occasional

Localo 1 2 3 4 s 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
TIme

MON

TUE

WED

THU

FRI

SAT

SUN

Place/date/time: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Signed: .
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ABSTRACT

There exists a modem R&D data network in Austria denoted as ACOnet. It currently
uses a 34 Mbit/ sec backbone infrastructure offered by the Austrian PTT.
Participating Universities and research institutes have access to this infrastructure
via a 2 Mbit/ sec connection. Via Vienna each node in ACOnet is connected to other
international nodes. A backup consists of an ISDN network at 128Kbit/ sec. The
international connection is through E-BONE as the "European Backbone-network
for the R&D-community.

The future is with ATM. First experiments are being performed with ATM at 140
MBit per second. However, these experiments are performed locally at this time. It is
to be expected that large scale availability of ATM will materialize by 1997.These
ATM-experiments may include studies about the access to large remote sensing data
bases (400GByte of image data).

Rural areas dominate the Austrian scene. These will continue to be accessed by
ISDN, although fiber glass lines are currently being put in place across all of Austria
at a rapid pace. We will discuss the details of the Austrian data networks, the current
pricing strategies for services on these lines, and we will examine their roles for
future remote sensing applications, in particular in local districts and provincial
monitoring tasks.

1. INTRODUCTION

The transfer of data via public communication lines is currently a monopoly of the
Austrian PTT, a nationalized organization whose employees are civil servants. The
situation does not differ significantly from that in most European countries. It is the
major factor for the complaint that in Europe the use of communication lines costs a
user approximately 10 times more than it would in the United States where
competition in the offering of communication services has become possible many

1Institut fur Computeruntersti.itzte Geometrie und Graphik (Institute for Computer
Graphics).
2Manager of Networks, University Computer Center.



years ago. But plans in the European Union will change the situation in Europe too.
Concerning Austria, plans call for a termination of the PTT-monopoly by 1998.

The perhaps largest issue in future data transfer discussions may be less the data
rates as the pricing policies. It is for this reason that the termination of PTT­
monopolies will also have an impact on the policies for remote sensing data bases
and transfer methodologies.

We will present in this paper a review of current networking capabilities in Austria
and its connection to the international scene. We will also sketch a requirement for
Austrian future data transfer services as they may evolve through the applications of
satellite remote sensing data streams.

Austria is a highly regionalized country with a considerable autonomy of its 9
provinces, more than 60 districts and more than 2000municipalities. This may lead
to requirements for networking of remote sensing data that are different from those
that may exist in countries with a tradition of centralized management and decision
making. In Austria, networks may have to carry large data quantities even into the
smaller towns since many environmental decisions are being taken there, and it is in
those towns that agriculture, forests and water are being managed.

2. CURRENT AUSTRIAN NETWORKS

2.1 The Major Network and its Access

The major communications network in Austria today is offered by the PTT. It has
been installed in the spring of 1994 as a ring connecting 7 nodes in some major cities
(see Anon., 1993a,b). These are the provincial capitals with universities. Figure 1
illustrates the situation. The primary net is denoted as Metropolitan Area Network
(MAN), a name chosen by Austria's PTT independent from the broader meaning of
this term. This major net offers data rates at 32MBits per second.

MAN is used by the universities via local access connections at a rate of 2 MBit per
second. The resulting service is denoted as ACOnet. Its individual users are
universities or semi-public research organizations. ACOnet uses the TCP/IP protocol
for mail, telnet and ftp services.

All data are routed via the node in Vienna. Therefore a bottleneck may exist at the
Vienna node's 2 MBit access rate. Access to the network is the result of a contract
between the Ministry of Science and Research in Vienna and the national PTT.

A back-up system consists of an ISDN network at a data rate of 128KBit per second.

2.2 International Access

The international connection is through the E-Bone network at a data rate of 1MBit
per second. This connects to Paris. Other European networks, for example DANTE,
are not relevant.
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Internationally, Vienna is a central connecting point for Eastern European capitals.
International connections in Eastern Europe are at a rate of 9.6 KBit to 128 KBit per
second. In Western Europe the connections are at 256 KBit to 2 MBit per second.

IS D N

Figure 1:Major Austrian network, the Metropolitan Area Network MAN, at 34
MBit per second, operated by the PTT. ACOnet is the R&D service using this net
and offering local access at 2 MBit per second.

2.3 Pricing

Users of the MAN-service offered by the PTT are being charged per volume of use,
plus a flat monthly access charge of about 65 16,500.-- which includes about 65 3000
of usage. The charge increases if MAN is used at rates higher than 2 Mbit per second.
Access at fullcapacity of 34 MBit/ s costs an access fee of 65 57,200.-- per month. For
Universities this would result in an unpredictability of its data services budgets.
Successful negotiations between the Ministry of Science and Research and the PTT
have resulted in an exception for R&D use of the MAN: the network is available for a
fixed fee per year paid at ministerial level; the individual user at Universities is not
being charged for the use of the net.

The back-up service through ISDN is available for a load price, just as is the case
with conventional telephone services. For inner-Austrian calls across distances
greater than 100 km, the Austrian PTT charges 65 6 per minute. International calls
cost between 65 8.67 and 65 28.-- per minute.

2.4 Other Networks

Of course there exists also commercial access to international networks. This access is
being offered by the PTT as well as by commercial vendors such as EUNet GmbH,
CompuServe, Sprint and others. These vendors have to use PTT services, for -
example in the form of leased lines.



3. REGIONAL NETWORK ACCESS WITHIN AUSTRIA

3.1 Example in a Metropolitan Area

Fig. 2 presents a metropolitan network in the city of Graz, capital of the province
of Styria and site of three Universities. The network consits of a lOOMBit/ sec FDDI
ring and connects the three universities and two other research organisations. It also
connects all organisations in the FDDI-ring to the MAN-service of the Austrian PTT
via a 2 Mbit/sec connection (Theurl and Haselbacher, 1990).

3.2 In a Small Town

In principle, the PTT offers now ISDN connections to all major cities in Austria, and
there is plan to set up an ISDN infrastructure for the entire country by the end of
1996. That means that nearly every telephone number will have the option of
migrating to an ISDN-connection by 1997 (Anon., 1994).

Therefore any data services user in any city, town or village in Austria will have
access to data rates supported by ISDN at 128 KBits per second.

4. FUTURE CAPABILITIES

4.1. Cabling the country

At this time, the Austrian PTT is actively placing fiber optic cables throughout
Austria. Current plans call for a completion of an initial effort by 1997/8 to reach
nearly every small town in Austria (Anon., 1993a). Efforts exist also in the private
sector, for example with the railroads, the electric utilitities and the cable television
providers, to put fiber optic cables into their right of ways. This may be for their
private use, or it may be in preparation for the time when the PTT-monopoly falls.

Figure 2: Example of a high data rate urban network in the city of Graz, capital of
the province of Styria. A 100MBit/Second FFDI ring connects all research and
development organisations in the city, and provides access tio the national MAN­
servide of the PTT. All physical wiring is based on fiber glass lines owned and
operated by the PTT.
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4.2ATM

The Asynchronous Transfer Technology ATM is on its way into Austria. This is a
switching technology which supports transfer speeds from 100Mbit/ sec to
Gigabits/sec. It is based on fiber optic cables for long distances and can also operate
on twisted pair cables (category V) for short distances of up to lOOm.The
international consensus about the future acceptance of ATM as the basis for all
future high speed services makes it the central tool for the information highway; it
will support interactive TV, video on demand and the like.

ATM is on its way to become the basis for Austria's university campus networks and
for the broadband ISDN services offered by the PTT. It will be the first technology
that will be used both in local or campus networks as well as in wide area networks.
It will also be the first service to meaningfully transmit many different high volume
types of information to include video, audio, graphics, still pictures, data, movies
and the like.

At the current time the PTT is testing an ATM connection from Vienna to
Switzerland (CERN). The PTT is also testing some ATM-connections inside Austria.
The interest to familiarize the PTT and pioneering users with issues of such high
performance networks is the motivation for other ATM-tests with partners inside
Austria, for example employing remote sensing image data.

5. NETWORKING REQUIREMENTS FOR REMOTE SENSING

5.1Types of Users

We may find four types of users of remote sensing data with a need for significant
data transfer services:

* the user concerned with global phenomena and therefore seeking access to
data from large portions of the entire globe, for example from all of Europe;

* the user concerned with data about all of Austria, an area of 82.000 square
kilometers, or areas about this size;

* the user concerned with a province's surface which may be in the range of
10.000 square kilometers;

* the user in charge of a small area; given Austria's surface area and more than
60 districts, the average district's surface area is about 1.000 square kilometers.

The complete coverage with remote sensing images of each of these areas is
presented in Table 1. The data quantities in this table reflect the number of "pixels"
recorded, not the number of Bits or Bytes. These are a product of the number of bits
or bytes that a pixel may contain. In the case of the US's Landsat program, each pixel
holds 7 bytes; France's SPOT holds 4 bytes per pixel. Future satellite sensors from the
Earth Observation System EOS may contain 200 bytes per pixel. The German­
Russian MOMS-Priroda project intends to cover Austria at a resolution of 5 meters to
15 meters per pixel with either 3 or 4 bytes per pixel. Planned US commercial satellite
coverages promise resolutions of 1 meter per pixel at 1 byte per pixel.
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Table 1 presents a range of data quantities that may be processed by a single user in
a project or in routine operations. This then means that such data quantities may
have to be transferred during a short time, say an hour or so, and at reasonable cost
commensurate with the benefits derived from the data.

Image Resolution Austria Province District
in Meters per Pixel 82.000 sqkm 10.000 sqkm 1.000 sqkm

10 (SPOT-France) 900 MPixel 100 MPixel 10 MPixel

5 (MOMS-Germany) 3 GPixel 400 MPixel 36 MPixel

1 (Eyeglass-USA) 90 GPixel 10 GPixel 1 GPixel

Table 1: Review of single image coverage per area, in pixels. Each pixel may
consist of 1 byte as in a black and white image, or of multiple bytes, such as in
multi-spectral images. In brackets are indicated which ongoing or soon to be
current satellite imaging project would typically produce the geometric
resolutions reported here.

It is somewhat misleading to present only the pixels that cover all of a territory once.
In reality, any imaging sensor will cover a given area multiple times with overlaps.
These are not considered in the current discussion. Oftentimes the true, original data
set will be larger and will will have to be processed into the minimum needed to
cover an area. The overlap factor may be 2 to 3 and therefore the data can be
expected to reduce by this factor if one were to simply avoid image overlaps.

5.2 Types of Data Uses

Users may want to process data physically at their desk top and lock the results
away locally. These users will have a requirement for bulks of data to be transferred
to their data base, possibly in a batch mode and during non-work hours. High data
transfer rates will mainly help to hold the costs of such services down; but the speed
itself is not the central issue for the user. The following reviews the quantities of data
in such applications.

A user in charge of covering all of Austria with images at a pixel size of 5 meters will
need to cope with 3 to 10 Gigapixels to cover the entire area once. If each pixel
contains 3 to 7 bytes that user may have to process 10 to 70 GBytes of images.

In a local area, say a province, the resolution may increase to 1 m per pixel, but the
spectral information may be less important at that pixel size. If we assume that each
pixel holds 3 bytes we need to transfer 30 Gigabytes.

On the level of a local district, remote sensing coverages may only be of interest if the
resolution is at 1 meter. A single coverage of such a district will represent data
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quantities of several Gigabytes if we assume that the relevant images have multiple
spectral bands.

Another approach may be that the data physically are stored, maintained and backed
up at a remote location. In that case the user may need data access within minutes or
seconds. Now the high data rates are of interest not only for the reduction in transfer
cost, but also because large data quantities can be used interactively without the data
being physically at the user's desk.

Table 2 presents the cost of transferring remote sensing images when using today's
telephone charges as they apply to ISDN and MAN services in Austria. We also
extrapolate these costs into the future when ATM-services will be available. Table 3
summarizes the transfer times. We see that transfer costs and the duration of the
transfer vary greatly between ISDN and ATM since we assumed that ATM charges
should at one point approximate those for ISDN per second. We need the capabilites
of ATM and a willingness of the ATM-provider to be reasonable in the cost issue to
make the large scale transfers of remote sensing data feasible at low cost.

1

Costs in oS

Service Austria Province District
82.000 sqkm 10.000 sqkm 1.000 sqkm

ISDN 5,625 624 63
MAN 5,616 624 62
ATM 5 1 0

ISDN 18,750 2,500 224
MAN 18,720 2,496 224
ATM 17 2 0

ISDN 562,500 62,500 6,250
MAN 561,600 62,400 6,240
ATM 514 57 6

Pixel
Size (m)

10

5

Table 2: Cost in oS for the transfer of typical remote sensing data sets. Assumed is
a transfer within Austria across a distance greater than 100 km at current charges
of oS 6 per minute for ISDN-services by the PTT in Austria. Commercial MAN
service is assumed at 2 MBit/ s. This is available in Austria for a monthly base
charge of oS 16,500.-- and a load charge of oS 0.78 per MBit. Costs change to oS
57,200.-- for the base charge plus a load charge of oS 0.48/MBit if the rate is at a
full 34 MBit/ s. Note that for R&D the MAN service is accessible through ACOnet
and is "free". ATM-pricing is entirely open at this time. We simply assume that
prizes should be related to costs and speculate that under this asumption the rate
per time for ATM should be about the same as for ISDN.



Data Transfer Time in Seconds
Pixel Service Austria Province District
Size (m) 82.000 sqkm 10.000 sqkm 1.000 sqkm

10 ISDN 56,250 6,248 632
MAN 3,600 400 40
ATM 51 6 0

5 ISDN 187,496 25,000 2,248
MAN 12,000 1,600 144
ATM 171 23 2

1 ISDN 5,625,000 625,000 61,496
MAN 360,000 40,000 4,000
ATM 5,143 571 57

Table 3: Same as Table 2, but presenting transfer times in seconds for remote
sensing data sets at the given resolutions, using a single black and white coverage
at 1 byte per pixel. ISDN transfer is assumed at 128 kbits per second for the
individual user, MAN at 2 MBits per second, ATM at 140MBit per second.

6. OUTLOOK AND CONCLUSIONS

The Austrian PTT is currently offering a 34 Mbit/ sec infrastructure for data transfer
in all major provincial capitals. The universities in Austria have 2 MBit/ sec access to
this service. The access to Internet is via Vienna to Paris at 1 Mbit/ sec. The Ministry
of Science and Research has entered into an agreement with the PTT for a fixed
annual fee to use this infrastructure.

By the end of 1996 the Austrian PTT expects to begin the extension of the 34
Mbit/ sec infrastructure to an ATM-based service with much higher data rates.
Pricing for this new service will still need to get resolved.

Data transfer reqirements in remote sensing may differ among users by the size of
the geographic area of interest and by the responsibility as well as the type of data
processed for a specific application. We find that the largest use of remote sensing
data may occur if applications penetrate to the local government levels. At that time
data may be useful at a rate of perhaps 1 GByte per week. The time of about 17 hours
it will take to transfer such data quantities to each town may be acceptable if done
by ISDN; however, the cost may not be acceptable. The way to bring costs down is of
course the installation of an ATM service at prices for the user commensurate with
the costs of such service. It will be a central issue in the future to insure that pricing
for data transfer services are structured favorably for the applications in remote
sensing.
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rtract

In this paper we claim that the navigational and structural tools
currently available on the Internet are not .sufficient to fully
exploit the tremendous power of the largest information and
communication ressource mankind has ever had. We contend that current
hypermedia systems and its most prominent specimen WWW do not have
enough functionality to provide the power that is needed. We explain
important features that are absent, claim that "second generation"
hypermedia systems incorporating such features are essential and
mention a first such second generation hypermedia system called
Hyper-G, which is just becoming available and is starting to be used
for a wide variety of applications.

1. Introduction

J steady growth of the Internet [Fenn et al 1994] has made resource
discovery and structuring tools increasingly important. Historically
first was the introduction of various dictionary servers, Archie
[Deutsch 1992] being probably the first and most prominent. As an
alternative to having servers that need constant updating, WAIS [Kahle
et all 1992 ] introduced a powerful search engine permitting full-text
searches of large- data-bases and returning a ranked list, the ranking
based on a heuristic approach. Although directory servers like Archie
(to locate a database) and search engines like WAIS (to locate a
desired item in that database) alleviated the problem of finding
information in the Internet somewhat, it soon became apparent that
other techniques would also be necessary.

The most important such technique is to emphasise the a-priori
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organisation of information, rather than try to search for information
in a universe of completely different databases. Two efforts in this
direction have proved particulalry successful: Gopher, originally
developed at the University of Minnesota [Alberti et al 1992] and the
World-Wide 'Web (WWW, 'W3,or 11The 'Web11 for short) originally developed
at CERN in Geneva [Berners-Lee et al 1992].

In both cases information is stored in a simple structured fashion on
servers, and can be accessed via clients, with clients available for
most major hardware platforms. Over 3000 Gopher and 'WWW servers are
currently reachable in the Interent, albeit most of them with little
more than token presentation of the institution running the
server. There are some very notable exceptions, however. Examples of
substantial Gopher and WWW databases include the EA.RN (11European
4cademic &; Research Network11) Gopher server (gopher. earn.net), the ACM
,iggraph Gopher server (siggraph.org), he CERN WWW Server - the
birthplace of W'W'W(http://www.cern.ch), MUSE - a Hypermedia Journal
from the Johns Hopkins University (http://muse.mse.jhu.edu), Nanda
(11News and Observer11) News net (http://www.nando.net), and The
Canadian Internet Handbook WWW Server
(http://www.csi.nb.ca/handbook/handbook.html).

Information in Gopher is structured in a hierarchical fashion using
menus, an access technique which, though simple to use, has many
well-known weaknesses. Information in WWW is structured in documents;
documents are linked together according to the hypertext-paradigm (see
[Conklin 1987], [Tomek et all 1991] and [Koegel-Buford 1994] for a
general and thorough discussion of hypertext and hyperemdia).
"Ancho'rs''within documents are associated with "Linka" leading to
other documents. Although many stand-alone systems using the
hypertext-metaphor have emerged since the introduction of HyperCard on
.•.b.eMac in 1987, WWW can claim to be the first wide-spread hypertext
Jystem whose component servers are accessible via the
Internet. Indeed, WWW is not just a hypertext system but a hypermedia
system, i.e. documents can comprise text, image, and audio and film
clips.

WWW servers are easy to install and clients are available on all major
platforms. All software is free and sources are available. The
node-link technique for navigating and finding information is quite
appealing at least for small to medium amounts of data, and the mix of
media makes the use of WWW aesthetically pleasing. All this has
contributed to the proliferation of WWW, recently overtaking G"opher in
terms of number of installed servers~ Indeed. there is no. doubt that
WWW is not only the first widespread hypermedia system available
through the Internet, but that WWW has actually replaced some earlier
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more traditional information systems. The success of WWW, the
number of WWW proponents and freaks, and its publicity even in
non-scientific publications like Time magazine may create the
impression that WWW is the solution for most information needs and
will remain the dominating system for the forseeable future.

The reality is different, however. Whilst WWW is undoubtedly a big
step forward compared to pre-WWW times, experience shows that much
functionality required for sizeable applications is missing from
WWW. In this sense, WWW should be considered a first generation
networked hypermedia system. More advanced "second generation"
hypermedia systems are required to cope with the problems currently
being encountered on the Web. Just to give one example, while pure
node-link navigation is satisfactory in small systems it tends to lead
to confusion and disorientation, if not chaos, when applied to large

.ounts of data [Conklin 1987]. For substantial applications, some
additional structuring and searching facilities are clearly
required. That links may actually be more harmful than useful has been
already pointed out in [Van Dam 1988] and elaborated in [Maurer et al
1994]. Similarly, the necessity to keep links separate from rather
than embedded in documents as is the case in WWW has already been
demonstrated in the pioneering work on Intermedia at Brown University
[Haan et all 1992] .

In Section 2, we concentrate on features we find desirable in second
generation hypermedia information systems. We compare the features
found in the first generation hypermedia system WWW with those found
in what might be the first second generation hypermedia system,
Hyper-G. This is not to belittle WWW or to glorify Hyper-G, but rather
to clarify why certain facilities are needed. In Section 3, we briefly
look at communicational and cooperational features that will have to
hQ integrated in hypermedia systems if they are to be successful: such

atures are currently scarcely supported by any hypermedia system,
they are often dealt with in the context of computer supported
cooperative work, rather than hypermedia. In Section 4 we look in a
little more detail at Hyper-G: it provides a smooth transition from
WWW and hence from the first generation to the second, its increased
functionality supporting a range of new applications.

2. Hypermedia Information Systems: Why First Generation Features are not Enough

In this section we explain some of the properties of first generation
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hypermedia systems. using WWW as the most prominent example. We
contrast them with those of Hyper-G. the first second generation
model. We confine attention to networked hypermedia systems with a
client/server architecture.

Information in a hypermedia system is usually stored in
"chunks"~ Chunks consist of individual documents which may themselves
consist of various types of "media". Typically. a document may be a
piece of text containing a picture. Each document may contain links
leading to (parts of) other documents in the same or in different
chunks. Typical hypertext navigation through the information space is
based on these links: the user follows a sequence of links until all
relevant information has hopefully been encountered.

In WWW, a chunk consists of a single document. Documents consist of
rtual information and may include pictures and the (source) anchors

of links. Pictures and links are an integral part of the
document. Pictures are thus placed in fixed locations within the text
("inline images"). Anchors can be attached to textual information and
inline images. but not to parts of images. Links may lead to audio or
video clips which can be activated. The textual component of a
document is stored in so-called HTML format, a derivative of SGML.

In Hyper-G the setting is considerably more general: chunks. called
"clusters" in Hyper-G terminology consist of a number of documents. A
typical cluster may, for example, consist of five documents: a piece
of text (potentially with inline images). a second piece of text (for
example in another language, or a different version of the same text,
or an entirley different text), a third piece of text (the same text
in a third language perhaps) • an image and a film. clip. .Anchors can be
attached to textual information. to parts of images. and even to
~qgions in a film clip. Links are not part of the document but are
..,ored in a separate database. They are both typed and bidirectional:
they can be followed forward (as in WWW) but also backwards. The
textual component of a document is usually stored in so-called HTF
format. also a derivative of SGML. but can also be stored as a
Postscript file.

The support for multiple pieces of text within a cluster allows
Hyper-G to handle multiple languages in a very natural way. It also
elegantly handles the case where a document comes in two versions: a
more technical (or advanced) one and one more suitable for the novice
reader. As indicated, pictures can be treated as inline images or as
separate documents. Often, inline images are convenient. since the
"author" can define where the user will find a picture in relation to
the text. On the other hand, with screen resolution varying

5
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tremenduously, the.rescaling of inline images may pose a problem: if a
picture is treated as separate document, however, it appears in a
separate window. can be manipulated (shifted, put in the background,
kept on-screen while continuing with other information, etc.)
independent of the textual portion (which in itself can be manipulated
by for example narrowing or widening its window). Thus •the potential
to deal with textual and pictorial information separately provides
more flexibility when required. As has been mentioned.text can be
stored in Hyper-G not only in HTF, but also in Postscript
format. Since most printers are geared towards printing Postscript
files, almost all word processing packages are capable of producing
PostScript files as output: thus, all word processing packages can be
used to prepare data for Hyper-G using this approach. Also, Postscript
files allow the incorporation of pictures and formulae; they offer the
user the possibility to view documents exactly as if they were printed

iven high enough resolution screens), and such Hyper-G documents can
be printed with the usual professional Postscript quality. For one of
the major applications of Hyper-G. the Journal of Universal Computer
Science (see Section 4), a full-text search engine has been
implemented for Postscript files as well as full hyperlinking
facilities. The use of standard compression techniques allows the
PostScript files to be compacted to about the same size as equivalent
HTF and HTML files. Thus, the use of Postscript with high-quality
Postscript viewers built into the native Hyper-G clients Amadeus and
Harmony (for MS-Windows and X Windows respectively), gives Hyper-G the
necessary professionalism for high quality electronic publishing of
journals , books , and manuals .

In addition to the 11usual11 types of documents found in any modern
hypermedia system, Hyper-G also supports 3D objects and scenes. The
native X Windows client for Hyper-G (Harmony) provides four different
vays to navigate within such 3D models. Finally. Hyper-G allows the

e of documents of a "gener i.c"type. This permits future extensions
and the encapsulation of documents otherwise incompatible with
Hyper-G.

Let us now turn to the discussion of the philosophy of links in WWW
versus Hyper-G. The ability to attach links to parts of a picture is
clearly desirable, when additional information is to be associated
with certain sub-areas of an image. That links are bidirectional and
not embedded in the document has a number of very important
consequences: first• links relating to a document. can be modified
without necessarily having access rights to the document itself. Thus,
private links and a certain amount of customisation are possible;
second. when- viewing a document it is possible to rind all documents
refering to the current one. This is not only a desirable feature as
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such, but is of crucial importance for being able to maintain the
database. After all, when a document is deleted or modified, all
documents refering to it may have to be modified to avoid the
"dangling link syndrome". or to avoid being directed to completely
irrelevant documents. Hyper-G offers the possibilty of automatically
notifying the owner of a document that some of the documents that are
being ref ered to have been changed or deleted, an important step to
"automatic link madrrt afnanca'". Thirdly. the bidirectionality of the
links allows the graphic display of a "local map" showing the current
document and all documents pointing to it and being pointed at. an
arbitrary number of levels deep. Harmony makes full use of this fact
and provides local maps as an invaluable navigational aid that cannot
be made available for WWW databases ([Andrews et al 1994]. [Fenn et al
1994]). Finally. the fact that links can have types can be used to
show to the user that a link just leads to a footnote. or to a picure.

to a film clip. or is a counter- or supporting argument of some
claim at issue: typed links enhance the perception of how things are
related and can be used as tool for discussions and collaborative
work.

Navigation in WWW is performed solely using the hypertext paradigm of
anchors and links. It has become a well accepted fact that structuring
large amounts of data using only hyperlinks such that users don't get
"lost in hyperspace" is difficult to say the least. WWW databases are
large, flat networks of chunks of data and resemble more an
impenetrable maze than well-structured information. Indeed every WWW
database acknowledges this fact tacitly, by preparing pages that look
like menus in a hierarchically structured database: items are listed
in an orderly fashion. each with an anchor leading to a subchapter
(subdirectory). If links in WWW had types, such links could be
distiguished from others. But as·it is, all links look the same:
•-·'1.etherthey are "continue" links, "hierarchical" links, "referential"
._nks, "footnote links", or whatever else.

In Hyper-G not only can have links a type, links are by no means the
only way to access information. Clusters of documents can be grouped
into collections. and collections again into collections in a
pseudo-hierachical fashion. We use the term "pseudo-hierarchical"
since ,technically speaking. the collection structure is not a tree.
but a DAG. I.e .• one collection can have more than one parent: an
impressionist picture X may belong to the collection "Impressionist
Art".· as well as to the collection "Pictures by Manet", as well as to
the collection "Museum of Modern Art". The collection "hierarchy" is a
powerful way of introducing structure into the database. Indeed many
links can be avoided this way [Maurer et al 1994]• making the system
much more transparent for the user and allowing a more modular
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approach to systems creation and maintainance. Collections, clusters
and documents have titles and attributes. These may be used in Boolean
queries to find documents of current interest. Finally, Hyper-G
provides sophistacted full-text search facilities. Most importantly, the
scope of any or such searches can be defined to be the union of
arbitrary- collections, even·if the collections reside on different
servers. (We will return to this important aspect of Hyper-G as a
distributed database below).

Note that some WWW applications also permit full-text
searches. However, no full-text search engine is built into WWW. Thus,
the functionality of full text search is bolted "on tiop" of WWW:
adding functionality on top of WWW leads to the 11Bal.kanisation11, the
fragmentation of WWW, since different sites will implement missing
functionality in different ways. Thus, to stick to the example of the

11 text search engine, the fuzzy search employed by organisation X
may yield entirley different results from the fuzzy search employed by
organisation Y, much to the bewilderment of users. Actually, the
situation concerning searches in WWW is even more serious: since
documents in WWW don't have attributes, no search is possible on such
attributes; even if such a search or a full text search is
artificially implemented, it is not possible to allow users to define
the scope for the search, due to the lack of structure in the WWW
database. Hence full-text searches in WWW always work in a fixed,
designated part of the WWW database residing on one particular server.

As was mentioned before over 3000 WWW servers are currently installed,
and are accessible via the Internet. However, there is no coherence
bewtween the servers: if a us er wants to search for an item in a
number of WWW servers the user has to initiate a new search for each
server. This problem is compounded by the fact that WWW knows only two
+roea of access rights: everything allowed (webmaster) or read-only
~-cess. Neither are there shades in between, nor is it possible to
allow certain users to edit some parts of a WWW server, other users to
edit other parts.

In contrast Hyper-G provides various types of access rights and the
definition of arbitrarily overlapping user groups. Hyper-G is also a
genuine distributed database: servers (independent of geographical
location) can be grouped into collections, with the hyperroot at the
very 11top11• Thus, users can define the scope of searches by defining
arbitrary sets of collections on arbitary servers. Different groups
can work with the same server without :fear of interfering with someone
else's data. To be more concrete, suppose 10 departments within a
university intend to operate a WWW database. If they operate one
server together and if all want to input their own data, the data of

8
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department X is .not protected from any kind of access or change by
department Y! Hence the tendency would be to operate 10 different
servers. (Indeed, there are many more WWW servers than there are
server sites, clearly demonstrating this phenomenon.) However, if the
10 departments operate 10 different servers and a user from outside
wants to look up a person without knowing the department, the user is
forced to query all of the servers, one after the other.

Hyper-G, being a distributed database with well-defined access rights
of fine granularity, offers a much more satisfactory solution: the 10
departments operate a single server, different users have different
access rights: not only can department X not influence the information
of department Y, certain parts of the database may have even their
read access restricted to certain groups or even to single individuals
("private collections"). Hyper-G may be used anonymously, but if users
identify themselves they will automatically be shown their "home
collection", where they have collected the information most important
for them, and from where they can enter all those parts of the
database to which access is permitted for them. Continuing the earlier
example,_ suppose an outside user looks for a certain person. Accessing
the single Hyper-G server operated by the 10 departments with a
full-text search will find the information, assuming it is
present. However, suppose the departments insist on each operating
their own Hyper-G server: by simply defining a collection "servers of
this university", a single Hyper-G search will still examine all of
the 10 databases (assuming they are in a LAN or on the Internet).
Even now, the servers offer possibilities not available without proper
access control: members of the departments may keep some information
just for themselves, or for a group they collaborate with, etc.

If one has access to a local Hyper-G server, all accesses to other
Hyper-G servers, but also WWW, Gopher and WAIS sites are routed
;hrough the local Hyper-G server. Documents retrieved once are
automatically cached (for all users of that server), so they will no
longer be retrieved from the remote database next time around. Using
the separate link database, it can be assured that new versions of a
cached document are automatically retrieved when a request for
accessing the document is issued. Although recent WWW servers also
support caching, the consistency of cached documents cannot be
guaranteed. As we will discuss in Section 4, caching in Hyper-G
applies equally to documents from non-Hyper-G servers. Hence, using a
local Hyper-G server may be quite valuable, even if that server is
used for nothing much beyond caching!

The acceptance of a hypermedia system is certainly not only dependent
on deep technical features, but above all on the information content



and the ease of use. Due to the fact that large hypermedia systems
tend to lead to disorientation, second generation hypermedia systems
have to try very hard, both at the server and at the client end, to
help users with navigational tools. Some navigational tools, like the
structuring and search facilities have already been described; others,
such as maps, history lists, specific and personal collections can
also be of great help and are available in Hyper-G; a particular
speciality of the Harmony client (assuming an OpenGL environment) is a
3D browser: the "information landscape" depicts collections and
documents (according to their size) as blocks of varying size spread
out across a three-dimensional landscape, over which the user is able
to fly.

3. Hypermedia for Communication and Collaboration

First generation hypermedia systems like WWW have traditionally been
seen mainly as (simple) information systems. Most applications
currently visible support this view: very often WWW servers offer some
pleasantly designed general information on the server-institution, but
only rarely does the information go much deeper. If it does, usually a
"hybrid" system is used, WWW with some add-ons using the scripting
interface of 'WWW.

It is our belief that hypermedia systems acting as simple information
systems, where someone inputs information to be read by other users,
do not offer much potential: they will disappear into obscurity sooner
rather than later. To ensure the success of a hypermedia system, it
-,-·~t allow users also to act as authors, allow them to change the
~~tabase, create new entries for themselves or other users, create a
personal view of the database as they need it, and, above all, allow
the system to be used also for communication and cooperation.
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First generation hypermedia systems like WWW almost entirly lack
support for such features. Emerging second generation hypermedia
systems are bound to incorporate more and more features of the kind
mentioned; Hyper-G provides a start.

The native Hyper-G clients .Amadeus and Harmony are designed to allow
the easy import of data into the server. (Note: At the ti.me of writing
not all functions desirable are available yet. They will be by the end
of 1994) . They are also designed to allow point-and-click link
generation: select the source anchor location with a mouse-click,



select the destination anchor with a mouse-click and confirm that a
link should be created.

Hyper-G supports annotations (with user-definable access rights): in
contrast to some WWW clients which also allow annotations which are
then kept locally, Hyper-G annotations become part of the database,
i.e. are also available when working with other clients, or from
another user account or machine. Annotations can themselves be
annotated; the network of annotations can be graphically displayed
using the local map function of Harmony. Thus, the annotation
mechanism can be used as the basis of (asynchronuous)
computer-conferencing, and has been sucessfully employed in this
fashion. The client-server protocol in WWW is "static" in the sense
that the server can only react to requests by the client, but cannot
hecome active itself. In Hyper-G the client-server protocol is
.1Ctive" in the sense that the server can contact the client: this can

be used for example to send update notification to a client, and
provides the first (rudimentary) possibillities for client-client
communication for synchronuous communication, conferencing and
cooperation .

We believe that many of the features discussed in the area of computer
supported cooperative work [Dewan 1993] will eventually be
incorporated into second generation hypermedia systems. This approach
is also planned for Hyper-G, but will not be fully supported for some
ti.me yet.

Some of the most widely used functions of the Internet are file
transfer (FTP) and electronic mail. Hence, second generation
hypermedia systems have to support both FTP and particularly
email. Without leaving their hypermedia environment, users must be
-~le to edit, send, and receive email. Email should automatically be
~£esorted by criteria such as subject, author, date, etc. Related
pieces of email can be linked together, the local map feature
presenting a good graphical overview of the flow of the email
discussion pertaining to a certain subject. The hypermedia system
should also have the possibility to send mail with delays or on
certain dates to act as reminder and as an active personal
scheduler. A number of relevant ideas are collected in [Kappe et al
1993b] and are currently under implementation for Hyper-G.

4. Hyper-G: A Smooth Transition fron First to Second Generation Hypermedia Systems

As has become clear from the above discussion, first generation

11
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hypermedia systems such as WWW do not have enough functionality to
serve as a solid and unified basis for substantial multi-user
information systems with a strong communicational component.

Hyper-G is a first attempt to offer much more basic functionality, yet
to continue the path started by WWW and remain fully interoperable
with WWW: every WWW client can be used to access every Hyper-G server,
albeit occasionally with some loss in functionality; a Hyper-G client
may, through a Hyper-G server, access WWW, Gopher, and WAIS servers
without any loss of functionality, indeed providing "free" caching as
a by-product.
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The compatibility of Hyper-G with WWW and Gopher actually goes much
further: tools to import complete WWW and Gopher databases into
µ,yper-G without manual intervention are in preparation. Thus, users of
.• wW can migrate up to an environment allowing all kinds of searches,
access control, etc., without being forced to abandon their current
database or their favourite WWW client.

Hyper-G was released in July 1994, and already has substantial
following. A slate of further tools to make working with Hyper-G even
easier will be completed by the end of 1994.

Hyper-G is the most powerful networked multimedia system currently
available, and is free of charge for all educational institutions. The
source code of the major clients (with the exception of some
proprietary segments) is or will be available for developers.

Due to its functionality, Hyper-G is used for a wide variety of
applications :

As a basis for university information systems (with substantial
information content at Graz University of Technology and The
Univesity of Auckland, and in experimental use at a number of other
universities)

o As an organisation-wide information and communication system (the
European. Space Agency, ESA, being the largest user sofar)

o As a multimedia infrastructure for museums and exhibitions ( MONZ,
the new Museum Of New Zealand, the Interactive Information Center in
Styria, and the AEIOU project as three major examples)

o As an infrastructure for teleteaching experiments (the University of
Auckland in cooperation with NZ Telecom as a first test-site)
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o As an infrastructure for electronic publishing (with a German
publishing consortium including Meyer/Brockhaus/BI/Langenscheidt for
reference books, and Springer in connection with the new
Journal of Universal Computer Science with a backbone of 65 Hyper-G
servers as examples)

o As an infrastructure for the cooperation amongst mathematicians in
Germany (as recommended by the "Deutsche Mathematiker Vereinigung")

Whether Hyper-G will ever be as wide-spread as Gopher still is and as
WWW has started to be, nobody can know. What is clear, is that time is
working against first generation systems and in favour of the
increased functionality and universality, of second generation
"~stems. Hyper-G will certainly contribute to and speed up
-dvelopments in this direction by demonstrating the feasability of new
concepts and of a new generation of networked multimedia systems.

More information and software concerning Hyper-G is available by
anonymous FTP from 11iicm.tu-graz.ac.at11 directory "pub/Hyper-G". For
more information on J.UCS, send an email with the subject "[info]" or
the word 11info11 as first and only line of your message to
11jucstDiicm.tu-graz.ac.at11 or look on the above FTP server in directory
"pub/ JUCS".
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Abstract

This paper reviews the experience of using the pan-European research networks in order to
develop and test parallelized versions of weather and climate models on various MPP
plattorms as part of the ESPRIT GP-MIMD2 project (P7255).

ECMWF, based in the UK and its GP-MIMD2 Workpackage 6 partners, DKRZ and DWD
in Germany, Meteo-France and the UK Met. Office used the pan-European research networks
to access MPP systems at CERFACS in Toulouse, CERN in Geneva, GMD in Sankt Augustin
and Southampton University, and cooperated closely with the network providers in measuring
and analysing the network performances of those connections.

This paper will present some of the performance statistics in order to illustrate how the pan­
European network performance has been improved during the course of 1994 and how there
is still scope for further improvement, both in reliable bandwidth and organisational support.
The paper will also attempt to make an assessment of the future use of pan-European research
networks once their services have caught up with today's technical possibilities.

Introduction

The GP-MIMD2 ESPRIT P7255 project started in March 1993with the goal of demonstrating
the feasibility of using a European massively parallel supercomputer, the Meiko CS-2, in two
different production environments such that remote European scientific users could access the
machines and fully exploit the facilities in the same way as local users.

The two CS-2 systems were to be installed at CERN in Geneva, to be used by a large
number of High Energy Physics users, and at CERFACS in Toulouse. to be intensively used
by a small number of weather and climate centres, the so-called Workpackage 4, which
required the migration and production mode running of existing weather and climate
models on the CS-2 system installed at CERFACS, and then the development of complete
forecasting systems on that system by the remote centres: ECMWF in Reading, UKMO in
Bracknell, DKRZ in Hamburg, DWD in Offenbach and Meteo-France in Toulouse.1

Between December 1993 and June 1994, both GMD in Sank Augustin and the University of
Southampton provided the Workpackage 4 partners with access to M-PPplatforms for the
initial development and testing of the weather and climate models. Since June 1994 the
Workpackage 4 partners have been using a CS-2 system at CERFACS to make initial
performance tests of the parallelized models. ECMWF also ran some performance tests on
the CERN CS-2 system during September 1994.
1
Annex l lists all the organisations involved in the networking part of the GP-MlMD2 project.
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Networking Requirements

In order to fulfil the aims of the project within the international networking capacities of the
public networks, the Workpackage 4 part of the GP-MIMD2 project was viewed as having
four phases, each of approximately 9 months duration:

Initial phase Initial development and testing on local mpp platform

Remote development and testing on small scalar CS-2
system with minimal interaction and file transfer

Remote production running of models on large vector CS-2
system with more intensive interactive use of debugging
and performance tools and increased file transfer load

Production mode running of full operational forecasting
suites on a very large vector CS-2 system with a need for
high speed file transfers

Interim phase

Production phase

Operational Phase -

A series of measurements was made in order to determine the average sustained network
throughput needed to support an interactive session during the different phases of the project.
Then, taking the predicted file transfer load, and assuming two analysts working in parallel
for each remote partner, it was possible to calculate the average network load that would be
generated by each partner throughout the working day for each phase of the project.

As experience has indicated that a bandwidth of at least 5 times the sustained throughput is
required in order to avoid excessive latency or delays during peaks of network utilisation, the
required bandwidths needed to support the different phases of the project are summarised
below:

Interim Phase ( from late 1993 )

256 Kbits/s effective bandwidth to each partner

1 Mbits/s bandwidth into CERFACS

Production Phase ( from mid-1994 )

2 Mbit/s effective bandwidth to each partner

8 Mbit/s bandwidth into CERFACS

Operational Phase ( from Mid- 1995 )

10 Mbit/s effective bandwidth to each partner

40 Mbit/s bandwidth into CERFACS

Network Connection Status

At the time the GP-MIMD2 project was set up, it was expected that the various EC
networking initiatives, especially the ECFRN initiative, would come to fruition in time to
provide the high bandwidth connections between the Workpackage 4 partners and CERFACS
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required during the latter stages of the project. Unfortunately, the delay in the implementation
of those initiatives until 1996 meant that it was necessary to pursue the provision of
alternative networking solutions during the course of the project.

The first task entailed upgrading the connections of the partners to the national networks as
necessary in order to have a minimum 256 kbit/s bandwidth by March 1994 for the Interim
phase of the project.

The network connection status by March 1994 was:

DKRZ and DWD had 2 Mbit/s connections to the DFN/WIN network
(only 64 kbit/s and 2 Mbit/s connections available from the Deutsche Telekom);

ECMWF had a 256 kbit/s connection to the JANET network;

UKMO had a 64 kbit/s connection to the JANET network;

Southampton University had a 256 kbit/s connection to the JANET network;

Meteo-France had a local high speed connection to CERFACS;

CERFACS had a 2 Mbit/s connection to the RENATER network;

GMD had a 2 Mbit/s connection to the DFN/WIN network and a 256 kbit/s
connection to the Amsterdam Ebone gateway;

JANET and DFN/WIN were directly connected to the 2 Mbit/s London­
Amsterdam-Dtisseldorf trunk of the EMPB (European Multi-Protocol Backbone),
which formed the pan-European component of EuropaNET;

CERFACS was connected through RENATER to the Ebone European backbone;

There was a temporary gateway between EuropaNET and Ebone in Amsterdam,
running at 2 Mbit/s which would continue until 30 June 1994, when Ebone would be
reconfigured following the connection of the Nordic countries to EMPB at 2 Mbit/s.

Between March and October l994, the following major changes have been made which
affect the performance of the network connections used by the project :

26 April 1994 Private 256 kbit/s link established between JANET and
RENATER;

-1 June 1994 Routers in DFN Dusseldorf gateway were upgraded;

Southampton University installed a 10 Mbit/s SuperJanet
connection;

3 July 1994 The Amsterdam EMPB-Ebone gateway was terminated;

The 1.5 Mbit/s Amsterdam-CERN link was retained, a new
512 kbit/s gateway installed at CERN and a direct CERN-Paris
link established;
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-15 July 1994 The UKMO connection to JANET was upgraded to
256 kbit/s.

Annex 2 provides a diagrammatic illustration of the topology of the above network
connections as at 4 March 1994 , and Annex 3 the topology as at 1 October 1994 .

Gathering Network Performance Statistics

In order to assess and report the performance of the network connections to the various MPP
platforms, since January 1994, network performance statistics were gathered using a common
methodology of running periodic round-trip ftp transfer tests to lightly loaded servers using
256 Kbytes data files which are not readily compressible.

The precise methodology used for these tests is :

take timestamp; send 256kB file; take timestamp; receive same file ;
take timestamp; verify length of received file is same as that sent;
calculate line data rate from elapsed times; delete temporary files;

To ensure that tests do not interfere with one another:

there is only one test id defined at each installation;
the tests must handle the case where another test is already running;
the tests should not comprise a significant workload on the servers;

It has also proven to be useful to periodically monitor the network routing to the remote
installations.

The validity and correct interpretation of the results has been challenged on occasion by the
network operators. However, the results are clearly reproducible and show similar
characteristics being maintained on any given route for a long period. The results, using a
standard application package, also have the advantage that they are easy to relate to
performance of other applications. Measurements more directly reflecting network
characteristics - such as packet round-trip delay - are much more difficult to use to predict
network behaviour.

Attached as Annex 4 are the performance statistics gathered for the network connections
between ECMWF and CERFACS, CERN, GMD and Southampton University during the
months of March, May, July and September 1994.

Attached as Annex 5 are the performance statistics gathered for the network connections
between DWD and CERFACS, CERN, GMD and Southampton University on one typical
day during the week commencing 1st August 1994.

Attached as Annex 6 are the comparative performance statistics gathered for the network
connections between both DWD and ECMWF and the remote MPP platforms at CERFACS,
CERN, GMD and Southampton University during the week commencing 14November1994.
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Analysis of Network Performance Statistics

The availability of the network connections was found to be very good, and in most cases
where network connections have been down, this was found to be due to local problems at
one of the two end-sites concerned.

The following general comments can be made on the statistics:

1. The effective bandwidth within the national networks has remained consistently very
satisfactory throughout the working day.

2. The effective bandwidth to CERN has generally been adequate; from GMD it has
increased over the reporting period, whereas the ECMWF statistics show a marked
deterioration in effective bandwidth over the period, with the diurnal pattern becoming much
more marked as it falls well below the 50 kbit/s threshold during the working day.

3. The effective bandwidth to CERFACS from both DWD and ECMWF has been
consistently totally inadequate throughout the working day and increasingly inadequate
outside of normal working hours.

4. The effective bandwidth to GMD from ECMWF and to Southampton University from
DWD has been generally inadequate throughout most of the working day.

Experience has shown that the networking bandwidth needs to remain above 50 Kbit/s in
order to be able to support any reasonable service for remote testing and development of the
climate and weather models, and that bandwidth is regarded as the minimum bandwidth
needed to support the interim phase of Workpackage 4.

Although bandwidths far exceeding this minimum are seen on all connections overnight and
at weekends, the diurnal variation of the effective bandwidth, with very slow transfers and
long response times during the working day, makes many of the international connections
virtually unusable for the applications programmers trying to use the remote MPP systems.
This can be seen clearly on the international connections to CERFACS, GMD and
Southampton University.

Measurements from all installations revealed significantly consistent disparities between the
data rates achieved on sending and receiving data. There are currently no satisfactory
explanations for these disparities.

Response of Network Providers

The network providers have made the following comments on the various inconsistencies the
performance statistics had revealed:

A round-trip time of around 200 ms can be expected on the international
connections being tested;

Peak throughputs are limited by the protocols employed;

Experience of using pan-European Research Networks
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Some nodes are not well tuned for TCP/IP. Those using 4 Kbyte windows
will have a maximum throughput of 200 Kbit/s and those using 8 Kbyte
windows will have a maximum throughput of 400 Kbit/s;

The diurnal effects of the network throughput will be addressed. It is clear that
the international networks are overloaded during the daytime, and the
network providers will address any particular bottlenecks;

The reasons why transfer rates in one direction are much greater than those
achieved in the other direction are being investigated.

Suggested Improvements to the present pan-European Network Services

The experience of using the various remote MPP systems within the GP-MIMD2 project
clearly demonstrated that it becomes impracticable to interactively develop and test programs
once the effective bandwidth falls much below 50 kbit/s. The gateways and routers providing
the international connections to the national networks need to be upgraded such that the
effective bandwidths on international connections remain adequate throughout the working
day, as they do within the national networks.

In particular, the experience of trying to remotely access the CS-2 system at CERFACS
illustrates the urgent need for a coordinated pan-European high performance networking
infrastructure which provides adequate effective bandwidth between the national networks.

Some means of prioritising and restricting international network traffic during the working
day would help alleviate the very marked diurnal pattern of the effective network bandwidth.
It remains unclear whether networks operating without volume charging can offer adequate
service internationally, where communications bandwidth remains very expensive and hence
in short supply.

It would be very helpful to have access to an up-to-date status of the pan-European
network connections indicating availability, loading and configuration changes.

Future Use of pan-European Networks

ECMWF, in conjunction with meteorological and industrial partners, is considering submitting
a proposal for a project under the EU 4th Framework programme. which would require far
higher international bandwidths to be available. Some provision of additional international
capacity, which would be sufficient for the establishment of a pilot service, is anticipated as
part of the 4th Framework infrastructure provision.

At the present time, ECMWF expects that this service will be based on protocols from the
DCS/DFS family. The intention is to build a cooperating hierarchy of information servers
which can help to use network bandwidth more effectively by anticipating requirements for
certain data, and by caching data close to the requester wherever possible.
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Summary

The GP-MIMD2 project provided a valuable opportunity to assess the effectiveness of
remotely using high performance computer systems across the pan-European research
networks, and to address the deficiencies in the performance and services provided by those
networks.

The network providers valued the performance analyses made by the GP-MIMD2 partners,
as it provided, together with feedback from the High Energy Physics community, the only
meaningful information they receive on international networking performance. They were
therefore pleased to co-operate with the Workpackage 4 partners and to take the necessary
steps to address the performance bottlenecks that were identified.

Much higher bandwidths for international research traffic are expected to become available
as part of the developments under the EU 4th Framework programme. ECMWF intends to
participate in developing services and techniques which are only feasible with these
bandwidths and can use them effectively.
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Annex 1 Organisations involved in the GP-MIMD2 networking

The GP-MIMD2 Workpackage 4 Partner installations were:

DKRZ

DWD

ECMWF

The German Climatic Computing Centre in Hamburg, Germany;

The German Weather Service in Offenbach, Germany;

The European Centre for Medium Range Weather Forecasts in Reading, UK;

UKMO

Meteo-France The French Weather Service in Toulouse, France;

The locations of the MPP platforms accessed and to which network performance statistics
have been gathered were:

CERFACS The European Centre for Research and Advanced Training
in Scientific Computing in Toulouse, France.

CERN The European Organization for Nuclear Research
in Geneva, Switzerland;

The UK Meteorological Office in Bracknell, UK.

GMD The German National Research Center for Computer Science
in Sankt Augustin, Germany;

SUCS Southampton University Computing Services
in Southampton (Soton ), UK.

The Network Operators involved in the Project were:

DANTE Delivery of Advanced Network Technology Ltd based in Cambridge, UK;

DFN/WIN The German Scientific Research Network

JANET The UK Joint Academic Network

RENATER The French National Network for Technology, Education and Research.

The European backbones used by the project were:

EBS

EMPB

The European Backbone Services which provides the Ebone backbone

The European Multi-Protocol Backbone which forms the pan-European
component of EuropaNET
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Annex 2 Network Topology available to GP-MIMD2
as at 4 March 1994.
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Annex 3 Network Topology available to GP-MIMD2

as at 1 October 1994.
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Annex 4 Network Performance Statistics between ECMWF

and remote MPP platforms
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Annex 5 Network Performance Statistics between DWD and
remote MPP Platforms during the week commencing

1August1994
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Annex 6 Comparative Network Performance Statistics between

DWD and ECMWF and the remote MPP Platforms

during the week commencing 14 November 1994

Showing data rates achieved during a sample
week, Monday 14th - Sunday 20th November 1994
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Showing data rates achieved during a sample
week, Monday 14th - Sunday 20th November 1994
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R. Wolf

EUMETSAT DATA NETWORKS AND USER INFORMATION SERVICES

1. Introduction

In January 1987, EUMETSAT took over responsibility for the continuation of the Meteosat
Operational Programme started by ESA. Since then it funds all of the Meteosat activities, although
ESA continues to integrate, launch and operate the satellites on behalf of EUMETSAT. Presently
METEOSAT operations are performed by ESOC but EUMETSAT will take over all operations
from 1 December 1995 onwards.

EUMETSAT also has the responsibility to provide users of the Meteosat system with image data
and observational products derived from satellite data and to develop new services. The other main
activities of EUMETSAT are the development of future systems of meteorological satellites in both
geostationary and polar orbit, and their respective ground segments, to provide for the distribution
of data from all the new instruments which will be carried by these satellites, to develop new
products and the necessary data processing techniques and, of course, to provide the infrastructure
for EUMETSAT.

1.1 The Meteosat Operational Programme (MOP)

The successful series of geostationary satellites has been in operation since 1978 with the pre­
operational phase providing Meteosats-1 and 2. The latter satellite, which was still capable of
imaging, was removed from geostationary orbit in accordance with our international obligations,
in December 1991, after just over 10 years of reliable service. Meteosat-3, a refurbished pre­
operational prototype satellite was launched in 1988 to continue this service.

To continue the initial programme the EUMETSAT Member States decided to fund the Meteosat
Operational Programme (MOP) which included the manufacture, launch and exploitation of 3
satellites up to the end of 1995. The first satellite in this series was Meteosat-4, which was
launched in March 1989, followed by Meteosat-5 in March 1991. Meteosat-6 was launched in
November 1993. There are currently one pre-operational satellite (Meteosat-3) and three MOP
satellites in orbit: Meteosat-4, originally the primary satellite, because of the deteriorating seasonal
image anomaly called "fish", where at its worst, each image is affected by many tens ef thousands
of short interferences, is now relegated to the role of a standby satellite positioned at around
l0°West. As a replacement, Meteosat-5 became the operational satellite early in February 1994,
located at o·w. Meteosat-6 is also located around l0°W, as a standby satellite. This satellite has
completed all of its commissioning tests except for the radiometer, because the IR and WV images
from the radiometer are periodically affected by a variation in gain of around 5-6%. The anomaly
is most likely caused by a combination of a rotating cold optics lens and a damaged support



assembly for the radiometer detector cooler, caused by a combination of ageing of the support
materials and the launch environment. Radiometer contamination appears to further aggravate the
anomaly. As a consequence, further tests will be carried out during the winter months to try to
better determine the effects of contamination. In the meantime, we are actively seeking ways of
compensating for the anomaly on ground.

This type of activity has already very successfully been carried out by ESOC for Meteosat-5, which
also suffers from a different rotating lens anomaly.

1.2 MTP, MSG ANDEPS

Looking beyond the first series of MOP satellites, EUMETSAT is developing a second generation
series of satellites, Meteosat Second Generation (MSG), which is planned to come into service
around the year 2000. To ensure that there is no gap between the MOP satellites and MSG, a
Meteosat Transition Programme (MTP) satellite is being fabricated, and which will be launched
in the second half of 1997. The MTP satellite will be of similar design to the current series and
provide identical services. As an insurance policy against a possible future launch or satellite
failure, the requirement and cost of launching a further Meteosat satellite (MOP-4), based on the
integration of the MOP satellite spares, is currently being studied.

EUMETSAT is presently planning a polar orbiting meteorological satellite system (EPS) which will
be based on the ESA METOP satellite. It is planned that three EPS satellites will be launched and
operated by EUMETSAT, commencing around the year 2001. The EPS system will compliment
the existing NOAA polar orbiting satellite system by providing the morning platform in addition
to NOAA "s afternoon platform.

1.3 The METEOSAT Missions

It may be recalled that the main payload on board Meteosat is a high resolution radiometer which
allows continuous imaging of the earth in three spectral bands (visible (VIS), Infra red (IR), and
water vapour (WV). A full earth disc is created every 25 minutes. At the end of the 25 minute full
earth scan, the radiometer telescope is rotated to its starting position, calibration and stabilisation
operations are conducted within the next 5 minutes and earth scanning starts again for the next
image. Communication of the raw image data to the ground processing facilities is conducted as
each line is scanned, stretched using memory buffering on board the satellite during the time when
the satellite is not viewing the earth and then transmitted to the primary ground station at a data
rate of 333 kb/sec. Following reception at the Primary Ground Station and processing by the
Meteosat Computer System in Darmstadt, image data are immediately transmitted back to the
satellite for relay to users with receivers within the field of view (normally up to around 78 • great
circle arc from the sub-satellite point). The dissemination schedule is designed to ensure that
national meteorological services receive regular half hourly imagery in all available spectral
channels within a few minutes of being scanned by the radiometer.
The various User services provided by the METEOSAT system are described at the specific section
of this document.
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1.6 Meteorological Products

1.4 Atlantic Data Coverage

Within the framework of a tripartite agreement with NOAA and ESA, EUMETSAT has been
operating Meteosat-3 at 75• West in support of the extended Atlantic Data Coverage (X-ADC)
mission. Up to January 1993, the satellite was located at 50° West whilst additional
communications facilities were installed at the NOAA ground station in Wallops Island, on the east
coast of the USA. A two way data relay between ESOC and NOAA Wallops Island was
established to allow the direct communication with the satellite and image data processing from
ESOC. Whilst Meteosat-3 is used to support this mission interleaved ADC WEFAX and high
resolution images are disseminated on the one functioning dissemination channel (1691 MHz).
Once GOES-8 assumes its role as the east satellite, the image data, in the new GVAR format, will
be received, as before, at our ground station CMS Lannion, in Brittany, NW France, where the
image data will be reformatted for dissemination via Meteosat-5 to the user community.
It may be recalled that 75 • is the GOES-east location. GOES-8, the first of a new series of three
axis stabilised satellites with advanced imaging and sounding capabilities was successfully launched
in April 1994 and is currently in an intensive commissioning phase. Progress of the various tests
has been good and, so far, the quality of imagery looks excellent. NOAA hopes to move GOES-8
to the East location at 75 • West in February 1995, at which point in time Meteosat-3 will
commence a well deserved retirement at a standby location nearby until the launch of GOES-9,
currently scheduled for late Spring 1995. Meteosat-3 will have to be de-orbited, to free the
geostationary belt of unnecessary hardware clutter, by November 1995 as there will be no further
control of this satellite possible by ESOC or EUMETSAT.

1.5 Meteosat Operational Systems for data Acquisition and InterChange (MOSAIC)

Meteosat missions can be combined within a user station to provide a cost effective integrated
meteorological data access system. This system is known as Meteosat Operational System for data
Acquisition and Interchange (MOSAIC). This enables the combination of satellite imagery,
meteorological bulletins from the DCS and a range of conventional meteorological charts, forecasts
and other weather bulletins obtained from MDD within a single work station. Various modes of
operation are available ranging from the simplest equipment, based on an SDUS front end, to a
multi-function powerful PDUS system using digital imagery and which could be connected to other
local meteorological data distribution facilities (e.g. GTS message switching system).

Many meteorological parameters are routinely extracted from Meteosat image data. This will, in
future, be carried out in the Meteorological Product Extraction Facility which forms part of the new
Meteosat ground segment located in Darmstadt. A highly automated system of work stations will
be used for the regular production of meteorological information. This is complemented by an
interactive man-machine interface by which a meteorologist can monitor and control the quality of
the products generated by the automated system.

Most of the meteorological products are converted into standard WMO coded messages and passed
along a direct link between Darmstadt and the Regional Telecommunications Hub of the German
Weather Service at Offenbach ready for distribution to the world-wide meteorological community
over the WMO global transmission system (GTS). These products are also archived on cartridge
magnetic tapes in Darmstadt. The Cloud Top Height product is distributed as a map via the
Meteosat analogue WEFAX image dissemination system.

In addition to these parameters used in support of operational meteorology, other data are extracted
and archived for use in climate studies. The information is stored as a compact summary of results
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1.8 International Cooperation

in a reduced resolution format required by the International Satellite Cloud Climatology Project
(ISCCP). In this format, one month of data can be provided on a single computer magnetic tape,
making it ideal for climate studies of cloud distribution. Bi-dimensional histograms from image data
are also prepared for the Global Precipitation Climate Project (GPCP) for the estimation of global
precipitation patterns in ocean and data sparse regions of the globe.

The Meteosat system present and near future, forms part of a global observing system. Weather
satellites continue to play a very important role in the provision of important data to meteorologists
around the world. There is currently a system of four geostationary meteorological satellites
operated and maintained by the USA, EUMETSAT, India and Japan. Further geostationary
satellites are expected to be provided by Russia and China in the coming years. Information from
these satellites is complemented by data from the polar orbiters operated by the USA, Russia and
China. A credible degree of standardisation of some of the services provided by these satellites
has been achieved through the efforts of an international group called the Coordination Group for
Meteorological Satellites (CGMS). This Group came into being in 1972 and the current
membership includes China, EUMETSAT (with ESA), India, Japan (with NASDA), Russia, USA­
NOAA (with NASA), and the WMO. The Charter of CGMS mandates it to address technical
problems and developments related to both geostationary and polar orbiting meteorological satellite
systems. EUMETSAT currently performs the Secretariat duties for the CGMS. Since its creation,
the CGMS has successfully coordinated ideas on basic meteorological satellite design,
meteorological satellite radio frequencies, data formats e.g. WEFAX and the new digital equivalent
Low Rate Image Transmission (LRIT) which will eventually replace the analogue WEFAX image
format and the International Data Collection System (IDCS).

CGMS is currently actively considering the means of ensuring operational continuity and reliability
of global coverage by meteorological satellites. In particular, a "help your neighbour" concept is
being encouraged. This involves the deployment of spare in-orbit satellites to neighbouring areas
in a time of need caused by, for example, the failure of an existing satellite or one of its functions.
In this situation, the control of the "loaned" satellite would normally remain with the owner.



Furthermore there are three MDD uplink stations at Bracknell (UK), Rome (Italy) and Toulouse
(France) which transmit data received from the "Global Telecommunication System (GTS)" of the
"World Meteorological Organisation (WMO)" and other meteorological information via MOP or
MTP spacecraft. The transmission speed is 2400 bit/sec per channel. This service is mainly
installed to provide meteorological data to African Users. Present integration, testing and validation
activities are scheduled in such a way that the complete system will be ready to take over
METEOSAT operations from 1 December 1995.

2. EUMETSA T Data Networks

2.1 Present Implementation

EUMETSA T policy demands a network approach in the ground segment allowing decentralized
facilities in addition to a core ground segment at the Headquarters in Darmstadt (Germany). This
is reflected in the presently integrated MTP system and in all future ground segment
implementations.

Network management will be performed by the centralized Mission Control Center in Darmstadt.

EUMETSAT presently implements the facilities to operate MTP and MOP satellites. This includes
the "Mission Control Center (MCC)" located at the new headquarters building of EUMETSAT
in Darmstadt (Germany) and a "Primary Ground Station (PGS)" at TELESPAZIO "s facilities in
Fucino (Italy). The "Back-up Ground Station (BGS)" facilities will be made available by Deutsche
Telekom and DLR under EUMETSAT contract.

The Primary Ground Station in Fucino (Italy) is connected via two fully redundant 640 kbit/sec
high speed data links to the MTP Mission Control Center in Darmstadt. One link is switched via
commercial satellite, the other one via standard high speed terrestrial line. These connections are
point to point only. The links are used to transmit the raw image data, housekeeping telemetry, data
collection platform data and ground station monitor data in direction Fucino to Darmstadt and
makes use of the backchannel for image dissemination data for both High Resolution Data
Transmissions and WEFAX. The BGS at Weilheim (Germany) is also connected to the MCC via
a point to point terrestrial line.

The MCC combines spacecraft and mission control facilities as well as image processing,
dissemination, archive and meterological processing facilities.

Meteorological products which are processed at the Meteorological Product Extraction Facility
(MPEF) are injected to the Global Telecommunication System (GTS) of the World Meteorological
Organisation (WMO) for further distribution. There are plans to make meteorological products also
available via INTERNET as part of the MOSAIC system.

METEO France is hosting a facility which receives data from other meteorological satellites (GOES
and TIROS) and transmits subsets of these data via METEOSAT as part of the two dissemination
missions via METEOSAT spacecraft. The uplink station is located in Lannion (France).



2.2 Future EUMETSA T Networks

2.2.1 METEOSAT Second Generation

EUMETSAT presently performs an in-house phase B study for the MSG Ground Segment. The
results of this study will be used to initialize procurement activities for the future ground segment
facilities. It will have to be decided whether existing MTP facilities could be re-used or if totally
new facilities have to be procured. The main system architecture of the MSG ground segment is
similar to MTP.

The EPS Ground Segment will be part of an integrated system of meteorological polar satellites
providing users in Europe with data and products from both morning (EPS/METOP) and afternoon
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In addition to the main system facilities of MSG it is foreseen to install a network of so-called
"Satellite Application Facilities (SAF)" which will make use of existing facilities and know-how
at meteorological services and other scientific entities. These SAF "s will be supplied with data
using EUMETSAT "s data dissemination and direct readout data transmissions and, in some cases,
special data connections from the centralized data processing center. Several proposals concerning
the tasks of SAF "s are under evaluation with the aim to define a set of SAF "s to be implemented
as part of the MSG application ground segment.

Meteorological products generated by the centralized MSG MPEF or by SAF "s will be distributed
using the EUMETSAT satellite broadcast capacity and the GTS.

It is also foreseen to make use of other existing data networks (such as INTERNET) to distribute
meteorological products derived from EUMETSAT data to specialized user communities.

Network management will be performed by the centralized Mission Control Center.

2.2.2 EUMETSAT Polar System

It is foreseen that EUMETSAT will be responsible for the definition, the development, the procure­
ment and the operations of the EPS Ground Segment. The EPS Ground Segment shall be designed
as an operational ground segment answering operational requirements such as meteorological data
availability and timeliness.

The EPS Ground Segment will be autonomous with respect to the other European Polar Orbiting
Systems ground segments; but not isolated as additional services might be requested from others
and as an exchange of science data is foreseen with NOAA, ESA, and emerging systems of the
European Union (e.g. CEO). The payload will be in constant and regular operation on a regular
orbit and as such the control of the satellite will be simplified during routine operations. The
adaptation of the Ground Segment definition to the exact needs of the mission should lead to dedi­
cated functional facilities at reasonable costs. Such systems are already available today for other
operational missions like the SPOT mission, despite more complex mission plans, and for the
Canadian RADARSAT mission.

The data acquisition concept is based on operational requirements and relies on the utilisation of
an on-board tape or solid state recorder combined with a data acquisition station located in northern
Europe. The possible use of the Data Relay Satellite (DRS) and the associated impacts on the
system architecture has been assessed during the phase A feasibility study. The implementation of
the DRS earth facilities is not considered for METOP l and 2 in line with the retained satellite
configuration.
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(NOAA) polar orbiting environmental satellites.

The EPS Ground Segment will be responsible for the operation and for the global data acquisition
of the EPS/METOP satellite(s) while the NOAA Ground Segment is performing the same functions
for the NOAA satellite(s). In addition, the two ground segments will exchange the global data from
their respective satellites and will provide each other support for blind orbit data acquisition. The
exchange of data between EUMETSAT and NOAA will provide a global earth coverage every six
hours. Each ground segment will distribute to its own user communities the global data and
products corresponding to both satellites at high data rates of 8 Mbit/sec per data stream.

The EPS Ground Segment will be divided into two parts, the Operation and Control Segment and
the Application Segment. The Operation and Control Segment will be responsible for the satellite
control and overall mission management, including the raw data acquisition via the Polar Command
Data and Acquisition Stations (PCDA S), and the delivery of calibrated and earth located data to
the Application Segment. The Application Segment is then responsible for the generation of level
2 and level 3 products, for data and products archiving and for the product distribution to the user
community. Different categories of users are considered.

Global data users are defined as European centres running operational Numerical Weather
Prediction (NWP) models to produce global forecasts. Centres in Europe currently considered as
global data users are: the U.K. Meteorological Office (Bracknell), Deutscher Wetter Dienst
(Offenbach), Meteo France (Toulouse) and ECMWF (Reading). Developments in other centres may
be added to this list within the time-frame of EPS. Regional data users are EUMETSAT Member
States' centres who run operational NWP models for regional rather than global areas. There are
more users of this type than global data users. The last category comprises the local data users.
They are distributed globally and have LRPT and I or HRPT terminals to receive direct broadcast
data. The number of HRPT users worldwide is more than 200 and is growing. These users include
both major forecast centres and small forecast offices many of whom are subsidiaries of main
national centres.

3. Earth Observation User Information Services

3.1 Present EUMETSA T User Services

Since the beginning of METEOSAT operations in the year 1977 User services were supported by
the METEOSAT spacecraft.

Presently EUMETSAT is operating the following User Services:

- WEFAX Transmissions
- High Resolution Data Transmissions
- Meteorological Data Distribution (MDD)
- Data Collection Data Retransmission Service
- Meteorological Archive and Retrieval Service

3.1.1 WEF AX Transmissions

WEFAX is a transmission service via the spacecraft transponder using an analogue modulation
scheme with a bandwidth of 2400 Hz. The corresponding reception equipment is called "Secondary
Data User Station (SOUS).
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The WEFAX standard is supported by all meteorological satellite operators which are members of
the "Coordination Group of Meteorological Satellites (CGMS)". This service is very popular due
to the low·costs of user station equipment. In the METEOSAT area there are more than 1200
registered user stations.

The content of WEFAX transmissions are sectors of METEOSAT images in all three spectralbands,
sectors of other satellite data, selected weather charts, "Cloud Top Height" products originated in
the meteorological product processing facilities (MIEC at ESOC and MPEF in MTP), as well as
administrative messages which are used to inform users on operational news.

3.1.2 High Resolution Data Transmission

The "High Resolution Data Transmission" service is using the spacecraft transponder. The
corresponding reception equipment is called "Primary Data User Station (PDUS)". Digital
modulation is applied, the transmission speed is 166 kbit/sec. Presently there are more than 150
registered PDUS stations operating int the METEOSAT operations area., The digital broadcasts
are subject to encryption. Only authorized Users have access to these broadcasts.

3.1.3 Meteorological Data Distribution (.MDD)

The Meteorological Data Distribution (MDD) mission is supported by all MOP and MTP satellites.
The transponders include capacity for four data transmission channels supporting digital
transmissions at a speed of 2400 bit/sec each. MSG will also provide a similar service, but using
more advanced telecommunications techniques, which will be described later.

MDD primary objective is to improve the exchange of meteorological information, both graphical
and alphanumeric, particularly in Africa where current telecommunications systems are frequently
slow and unreliable. The meteorological information is currently transmitted to Meteosat via two
up-link stations, one located in Bracknell (United Kingdom) and the other in Rome (Italy). A third
uplink station will commence operations at the beginning of 1995, to be located in Toulouse,
France, providing a schedule of products specially designed for use by African National
Meteorological Services and meteorological data processing Centres such as ACMAD.
AGRHYMET, the drought and locust monitoring centres.

The content of MDD transmissions are meteorological observations and forecast data, weather
charts and aeronautical data. This service has become very popular within a short time period and
serves as the main data source for many african weather services. Presently there are more than
50 MDD User stations installed at National Meteorological Centers and Regional
Telecommunication Hubs (of Met. services) mainly in Africa.
MDD transmissions are encrypted and access is only given to Users authorized by EUMETSAT.

3.1.4 Data Collection Platforms and DCP Data Retransmission

Data Collection System (DCS) supports the relay of environmental data from remote observation
platforms, via the satellite and the ground station to the user community, through the use of
conventional meteorological and other communication lines, or via the satellite, interleaved with
WEFAX imagery, directly to suitably modified SOUS stations. Coordination of this system with
other operators of geostationary meteorological satellites enables the use of mobile platforms
installed, for example, in aircraft, balloons, ships and on floating or moored ocean buoys, for the
reporting of environmental data anywhere in the world. This is accomplished using the International



Data Collection System communications facilities provided by the geostationary meteorological
satellites of USA and Japan in addition to Meteosat. Furthermore, it is already agreed that future
Chinese and Russian geostationary meteorological satellites will support IDCS communications
channels. The Meteosat-based DCS is also used to receive weather reports from both manually
operated and automatic weather stations located in remote and often inhospitable locations within
Africa and the surrounding regions under programmes coordinated by the World Meteorological
Organization (WMO).

Nominally DCP reports are distributed via the GTS. A retransmission system for those Users which
have no access to the GTS has been introduced. This system makes use of the satellite transponder.
A digitally modulated transmission scheme was introduced in time sharing mode with WEF AX
transmissions. The transmission speed of 19,2 Kbit/sec allows to transmit all received DCP reports
during the time remaining between consecutive WEF AX format transmissions.

3.1.5 Meteorological Archive and Retrieval Service

From 1978 Meteosat images and derived products have been stored at ESOC on computer
compatible magnetic media. Standard 6250 bits per inch (bpi) tapes were used until January 1990
when high density cartridge storage was introduced. Individual Meteosat images or image sectors
can be retrieved from the archive on computer compatible tape or as high quality black and white
photographic prints. Some 27000 tapes have been archived to date. A copy of all archived data
will be retained by EUMETSAT at its Darmstadt facility. After take over of the archive from
ESOC in 1995 data will be stored on optical discs.

The MARF User Services provide facilities to browse through the MARF product catalogue and
to place orders for MARF products.

The MARF products encompass images and associated meteorological products. Digital products
may be delivered either on-line using file transfers or off-line using tapes.

External customers are connected either by a Public Data Network (X.25) or by a dial-up modem
connection. The customers may be operating on a variety of different platforms, but will all be
served by the same standard terminal interface in order to get access to the available MARF
functions. The Man Machine Interface will be identical to what is available to local MARF
customers.

Following User Services are available to all MARF customers:

• Interactive dialogues

• Catalogue request and display.
• Ordering of meteorological image products.
• Ordering of derived meteorological products.
• Access to/transfer of account info.
• Access to mail, read and write.
• Access to read bulletin board.

9
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• Online transfer of catalogue information:
• Catalogue queries
• Despatch notes
• Bulletin Board Note
• Account status

• Online transfer of digital products:
• Images
• Meteorological products

• Offline transfer of digital products:
• Images
• Meteorological products

• Non - electronic reports
• Order confirmation
• Invoice
• Reminder
• Subscription Renewal Reminder
• Credit note

In order to create a session and start the User Services process on the MARF, the customers
software must support TELNET on TCP/IP based systems.YT220 terminal emulation for customers
connecting to the MARF via modems. VT220 terminal emulation is provided by a wide range of
third part communication software packages. For file transfers, the customers software must
support FTP, KERMIT and compatible products.

For users using TCP/IP, FTP software must conform to RFC 959 and the customers software must
support server capabilities for online transfer between MARF and customers via FTP.

For users using modems, the communication software used for normal session dialogue must
provide the file transfer protocol KERMIT in order to transfer files from MARF to the customers
local workstation/PC. Furthermore the customers line setup must be identical with the configuration
of the MARF 's line setup.

3.2 Future EUMETSAT User Services

3.2.1 METEOSAT Second Generation User Services

The MSG missions will be similar to present MOP /MTP missions with the understanding that
enhanced imagery will be supported and data communications including DCP will have advanced
quantity and quality.

Products derived from the MSG radiometer (SEVIRI) will be produced at the centralised
"Meteorological Product Extraction Facility (MPEF)" which will be located at the new
EUMETSAT Headquarters and at decentralized "Satellite Application Facilities (SAF)". Products
form MPEF and SAF "s will be distributed via the GTS, the MSG satellite and other existing data
networks.
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Future data broadcasts from MSG will be "High Rate Information Transmission" at a speed of 1
Mbit/sec and "Low Rate Information Transmission" at a speed of 128 kBit/sec. Both broadcasts
could be encrypted and only available to authorized Users. The broadcasts will include image data,
data from Data Collection Platforms and meteorological products. Data will be merged in a
packetized data stream based on CCSDS standards.

The corresponding User stations will be called "High Resolution User Station (HRUS)" and "Low
Resolution User Station (LRUS)".

The information distributed via the two broadcast services will include imaging data from MSG,
selected imagery from other meteorological satellites, meteorological products, Data Collection
Platform data, calibration and administrative information. The data are distributed in specialized
packages. HRIT and LRIT include present MDD and DCPRS services as well as WEFAX and
present High Resolution Data Transmissions.

The Meteorological Archive and Retrieval Facility will provide a follow on service to the present
MARF. Present data formats and catalogue data are specific to METEOSAT. For the future it is
foreseen to adopt international standards (such as CEOS, CCSDS) for data and catalogue
information which will allow to exchange data with other archives and to provide data via interna­
tional networks. Part of the data exchange on networks will be the provision of meteorological
products. It is expected that data from other agencies will be made available in exchange.

3.2.2 EPS User Services

EPS will support two digital direct readout broadcasts , "High Rate Picture Transmission (HRPT)"
and "Low Rate Image Transmission (LRPT) similar to broadcasts of US NOAA spacecraft. The
data formats used for HRPT and LRPT are or will be coordinated by CGMS . They will use the
same basic structure as HRIT and LRIT on geostationary spacecraft.

The EPS application segment performs all the functions related to the generation of the level 2 and
level 3 products, to the maintenance of the archive for all data and products; and interfaces with
the user community. The Application segment functional breakdown is based on a network concept
for meteorological processing with a central node located in the EUMETSAT Headquarters. The
decentralisation leads to the establishment of centres of excellence. These centres may be housed
in the National Meteorological Service of EUMETSAT Member States. In the terminology of the
EPS Ground Segment, these centres of excellence are named Satellite Application Facilities (SAF).

A centrally located Polar Product Extraction Facility (PPEF) will generate key (To be decided)
level 2 and level 3 meteorological products for general distribution. The PPEF will distribute and
guarantee the availability of all required auxiliary data required by all product generation facilities
inside the Application segment.

Several centres (SAF) will be established in EUMETSAT member states, each one dealing with a
specific domain of expertise, to provide level 2 meteorological products not generated by the PPEF.
The collection of all products derived by all the PPEF and the SAF will fulfil the operational
requirements of the user community. Each SAF will then be responsible for the distribution of the
products to the user community through data distribution networks.
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The EPS archive will store all data and all level 2 and 3 products from both METOP and NOAA
satellites for the whole duration of the mission. This function is performed by the Polar Archive
and Catalog Facility (PACF). Besides the storage of all data and products, the PACF maintains the
archive catalog and provides for the archive consultation and data ordering. The user community
will access the archive facilities through a user interface accommodated on the data distribution
networks.

Different options for the EPS archive and retrieval system have been studied in order to optimise
the archive concept in the light of the decentralised architecture of the Application segment. The
options studied included a fully centralized archive, plus various level of decentralisation of the
archive, the catalogue and users services. The trade-off were performed keeping il1toaccount the
technical complexity, the development and operation cost and the efficiency of the service provided
to the users.

The result of the trade-off recommends to follow a decentralised approach parallel to the SAFs
concept. The products will be archived at the place of their generation, while the information to
access the data, catalogue and users service, will be provided centrally. This solution optimises the
users access procedure, reduces the complexity and volume of data exchange resulting in an
increase of the overall system reliability. The level la i.e. with a reversible format to level 0 data
will be archived at the place of their generation, at the central facility.

The archive implementation will comply with international standards and recommendations.

The end user community comprises global data users running operational NWP models to produce
global forecast, and regional data users running NWP models for regional rather than global areas.
These NWP models require level lb data transmitted from the Polar Communication Network
(PCN). All products generated by the SAF will be made available to both global and regional users
via the Data Distribution Network (DON).

The end user community constitutes a part of the Application Segment. It is therefore the
responsibility of EUMETSAT to define the appropriate tools for the end users to interface with the
EPS Ground Segment. These tools comprise the equipment for the reception of the level 1b data
and meteorological products, up to an agreed interface; plus the communication package for the
access and the consultation of the EPS archive.

The end users considered in the Application Segment are either running global prediction models
or regional models. Local users which receive the direct broadcast from the HRPT/LRPT, are not
represented here. However, EUMETSAT will undertake a similar work for the definition of the
equipment and for the development of the algorithm(s) required by these local users.

A selection of the meteorological products generated by the EPS Ground Segment are transmitted
to the Global Telecommunication System (GTS) for the World Weather Watch (WWW) users.
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Community

Roberto Monaco, Eurimage Serl

ABBREVIATIONS AND ACRONYMS
EO Earth Observation

EO Products data or images obtained from satellite or aerial
remote sensing instruments, usually available
through commercial distribution

EO Users Earth Observation (EO) User Community, those
individuals that currently make use of EO
products, such as satellite images, in their

work

EO InformationEntities or companies that produce or distribute
Providers Earth Observation (EO) products

Browse Products
visual EO products accessed from an inventory,

intended to visualise its contents, such as
Quick Looks of satellite images

ABSTRACT:
Eurimage is a major European distributor of Earth Observation products. We
see a need to provide EO users with fast access to Inventory and Browse
Services right at their desks. And we are taking a step in this direction by
starting "EiNet" in January '95, a specialized on-line Inventory and Image
Browse Service accessible from Internet and dial-up, for all data provided by
Eurimage. Also, in 1995 we will set-up a Web-server with corporate and
commercial information, as we recognise that Guide and Directory Services are
a major source of information to EO Users. With regard to Data Dissemination,
our market feedback tells us that speed of delivery is an important factor
only to those using EO data for monitoring purposes, and that the existing
network infrastructure is adequate for electronic distribution of low­
resolution data which is most commonly used for monitoring. However, when it
comes to dissemination of full-resolution data the bandwidth becomes a
serious limiting
high-resolution
transmission.

factor. The situation should not change with the arrival of
satellites for which we expect similar volumes of data

INTRODUCTION:
Eurirnage is a major European distributor of Earth Observation products from
diverse satellites that cover the whole world. We operate through a network of
39 distributors in 28 countries in Europe, North Africa and the Middle East.
'.l'hrougha number of agreements at international level with satellite operators
and receiving stations, Eurirnage is able to provide data not only from Europe,
but from all over the world. In particular, within Europe, North Africa and

/' the Middle East, Eurimage is the European Space Agency (ESA) distributor of
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days for the data to be delivered, except in the urgent monitoring cases
mentioned above. The actual bottle-neck for data dissemin~tion is network
traffic. Current networks are saturated, and it becomes unfeasible to transfer
high vol'umes of data such as high-resolution images over them. Only through
the use of special set-ups such as satellite data transmission, of which ESA' s
BDDN is an example, or high throughput network backbones such as Internet
Multicast Backbone (MBone), can data be disseminated in near real-time. These
set-ups are often expensive. Users that are currently connected to networks
usually use low speed links, sometimes dial-up to a network provider. Even if
they could use a high speed data link such as T2 they would still have to go
through saturated backbones that would decrease the capacity by several orders
of magnitude. The way around this is to improve the network infrastructure
(faster backbones), and we already see initiatives in this respect, such as
the so called "information highway" in the USA. If there is no great need for
the near real-time dissemination of high-resolution data, it is also true to
say that existing networks can cope with current low-resolution data
requirements, such as Browse products. But between low-resolution and high­
resolution data, a whole new category of mid-resolution products could arise
as the market expands, and these of course would put more stress into network
capacity.
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EURIMAGE INITIATIVES ON INFORMATION SYSTEMS:

Inventory and Browse Services:
In January '95 we are starting a new service, EiNet, which is an on-line
Inventory and Image Browse Server. By the use of specialised interfaces users
can efficiently obtain images for their zone of interest by remotely querying
our database. In a matter of seconds they see the images at their terminals,
which connect from Internet and direct dial-up. It will be also possible to
access the database from Mosaic clients.

Guide and Directory Services:
In January we are also starting to operate a Web-Server, with corporate and
commercial information. This machine will be linked to other WWW related
information servers and to our Inventory and Browse Server, EiNet. We plan to
gradually include all the documentation that we currently distribute to the EO
user community, such as Product & Services Guide, Step-by-Step Purchasing
Guide, Price List and Newsletters.

Data Dissemination:
We are looking into ways of using current network infrastructures and special
set-ups to find alternative ways of data transmission that tend to lean
towards "near real-time".

Earth-Watch:
In December '93, when the flooding in Camargue (France) and Cologne
(Germany) took place, at Eurimage we started a program called Earth Watch. It
is intended to disseminate information in near real-time so that EO users and
decision makers can monitor emergencies, and other events that need satellite
data, as they occur. The program provides a package of low-resolution data,
image interpretation, background information and special full-resolution data
offers, related to such events. With the co-operation of ESA staff at ERSIN,
in Frascati (Italy), we search for images of the involved area, we process

.•+t.nose images as appropriately and promptly as we can and place them on a server



EASY ACCESS TO THE DATA :
The prime characteristic of a business oriented distribution.

Author : Phlllppe Dtlclau><, SPOT IMAGE

INTRODUCTION :

The oommerclal approach for distributing Earth Obsorvation data strongly requires that tilG aooeas to
the data Is made as easy as possible. The main reasons are diotated by the absolute' necoeelty to
maintain the company In business and thus to develop the market. This can be turned Into :

• need to satisfy the existing users who are more and more demanding,
• necessity to capture new users who are still comfortablo with good old non Remote Sensing

technlcs,
• necessity to maintain a high quality service in e compotitive environment.

This •easy access" to the data can be translated into :

• making Information available end easily acoessible,

• speeding up the delivery of products,

• making the products oonvenlent to use,

• faollitating the ordering process.

1. EASY ACCESS TO INFORMATION:

1.1. Information on the SPOT Syatem, the products and the eervtcea :

Such Information, today, Is mainly availablo on paper : leaftets, brochures, handboOks ere the
traditionnal media commonly used to carry the technical and commercial Information.

New technologies are bolng used to develop tools faollitatating tho access to these tnf~tlon. They
Include Multimedia CD-ROM and a public World Wide W9b, and should be avalable by r1\ld 1005.

1.2.Information on exlatlng data : DAU.

From a user's point of view, getting data from satollite sensors may take two different ways :

• either the data are not existing, and then one has to request a epeolflo aoqulsition by the satelllte
sensors : this could Introduce some dolays and a certain level of uncertainty d'ue lo woath«
conditions (for an optical sensor) or to conflicts In sharing the satellite ressource,

or the data are there, and getting Uiem Is a straightforward operation .•

tn this perspective, tho knowledge of what has alroady been acquired by the satellites Is oe&entlal to the
distribution process.
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SPOTView® BD Carto®

Tableau d'assemblage des coupures l.G.N. 1/50 000
et des scenes SPOT PA utilisees

Region Provence-Alpes-COte d'Azur
·---····-··-----------"'""*' ..•...--'i

.
., ·~~~~;~f11s:::;~7----1

64-263/0t410f?

-------..

~---·----- ···--- -. --·--·--·· .. -··- ···---
figure en trait diaoonttnu : Go6neaehlft~f . . .
figure\ en trait gras : so6nes pal'fhfli.ment utlll8'~~8

soones au contour vert : so6nes de 1994
s~nes au contour bleu : soones de 1993
soones au contour magenta : scenea de 1992
scbnes au oontour cyan: s°"nes de 1991
soones au contour rouge : soones de 1990

\OOneaau contournolr : sosnesde 1987
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Friday, 29 July 1994

6:00 pm SICORP orders 4 scenes over
RWANDA for the US Air Force,

6:30 pm SPOT IMAGE orders :
- 1scene from CNES, Toulouse,
- 3 scenes from Satellltblld, Klru""'

8:00 pm SPOT IMAGE receives the ONes
scene,

Saturday, 30 July 1994

3:00 am SPOT IMAGE has received the 3
swedlsh scenes sent by llne,

9:30 am flnal products are avallabla,

1:00 pm dellvery to the US Air For~ at .
Toulouse airport (spacial fllg'1t, from
Ramsteln Air Force Base, Gerrn,_11)?. · .

'

, ' I

'',.t
I;--.
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The central SPOT catalogue, named DAU, Is located In Toulous& SPOT IMAGE preml~S. ft contains
meta-data for all the scenes which have been received by tho Toulouse and Klruna etatloh;s slrtOGthe
launch of SPOT 1 (february 1986), and by most of tho 15 Direct R~ceivlng Stations all arotl'r16 the ~rid.

In addition, It holds Quick Looks, avallable for browsing purpose, of all tho SPOT eoenee received at
Toulouse and Klruna stations since 1991. In 95, several Direct Rae&lvlng Stations wt11stalt dGffverlng
Quick Looks to the central catalogue, on top of meta-data.

On December 1at 1995, the content of the DALI catalogue was as followa:

• meta-data for 3,738,859 SPOT scenes,
• 897,809 of \Wilch with Quick Looks (I.e. 24%),
• 57'% from Toulouse or Kiruna receiving stations, 43% from Dlroot Reoolvlng stations.

The updating of DALI la performed

• dally, through dedicated lines (64 Kbits/s), for Toulouse and Kiruna (same day as the teoeption of
the telemetry by tile stations),

• dally or weekly, through X25 network, for some Direct Aeoeiving Stations,
• weekly or monthly, on CTT or Exabyte shipped from tho other Oireot Reoelvlng Stations.

AooeHlng the DAU catalogue can bo done ualng three poaalbllltlea (see the figure 'The DAU
environment•) :

• using the DALf Type 1 browsing capabllity which consists In a software, dlstrlbl.(\t(I by SPOT ·
IMAGE, running on a Macintosh or a PowerPC workstation. It assists the user ln ~rmUlatlnga ·
query, manages the communications with the central catalogue, retrelvee and d1$pltY' the mota­
data (alphanumeric and graphlo), retrolves and displays the Quick Looks. The conneWon to.SPOT
IMAGE can be made through ISDN, X25 or Internet. Today, about 10 stationa o( (hie fypO ar•
Installed worldwide (malnly distributors or big cllonte), and the number Is lnoreatlng.

• using the meta-data search capability (DALI type 3), which Is a pure alphanumeric tnode NT 100
emulation) with a specific querying language (L.A.S.) allowing geographical search•. The retutt;
can be retrieved under a standard SPOT IMAGE format (S.C,/.E. format) : this offers:F.iablfltles for
Importing the results on a computer, handling the results, creating l<>oaldata ba 4t. ate...™
connecuon lo SPOT IMAGE can be done through a rogular phone line with a modo , j(26 t\&twork
or Internet. Today, about 140 persons are connected all around the wor1d.

• using tho meta-data handling capability, DIVA, whloh consists In a software lsed on ~·
MAPINFO geographic Information system running on PC, Macintosh or SUN works .ons. Sortl~
the meta-data, displaying tho scene footprints over cartographic layouts (DOW, for ~), he1p
the users solving problems such as •whatIs the best covsragewithouthol69o~ my ifBB of
interest" (896 the figure "SPOTViBW 80 Cano•).In addition, tile software allowt to Od\OOnnooted t0
the central catalogue of sF>OT IMAGE, formulato queries using graphical tools a.Pl~m~ts, end
retrlevo the results. The connection can be dono through phono line and modem, X2S dr lnttrnet.

The future developmenta Include :

• sating up a SPOT World Wide Web, as a gatoway to access the central DAU t)'iltem from a '
standard MosaYctntorfaoe (by the end of 1995).

• making the cataloguo Interoperable with other systems such as ION-GEODIS, ate...

making CD-ROMs with met"-data and/or Oulck Looks for distribution .•

354

!.: t

• <



1.3, Information about exlatlng "On The Shelf!' products :

The process of making an Image Map requires most of the time to porform some feaslbllit~ etudy (~at
are the SPOT scenes sultable for making this given Image Map?, are maps avahab~ IQt extraotlng
ground control points ?, etc ...). This oompllcates the ordering prooess, Introducing soMe to0hnloa1
dialogue ~lh a user who Is not often very famlllar with such cartographic teehntos.For ftlil r&Oon, It
has been felt Important to anticipate such an ordering process and to propose alroady ma'tU (or lffeady
to be made•) collections of Image Maps on area overwhich some demand Is expeot~d. ·

TI1lsleads to selling up a catalogue of "on the shelf" products which Is In preparation atSPbt IMAGE.

2. SPEEDING UP PRODUCT DELIVERY :

Our world Is more and more demanding for fast delivery. This apears In a variety of fields ~n:theregulaf · ·
distribution (mall shopping offers rush delivery options) and tho custommers get more and rt(oto odd to'
be served quickly. In addition, some applications using Earth Observation data require a Mat rdl1 timl
delivery. · :~

'l

2.1. The eervlce to be offered:

Delivery time Is a real concern for a oommorclal distributor, and a lot of efforts are mM9 to OOl'l&tanUy ;
monitor and Improve tho performanoes. Today, when the data ere already In the Toullr& or l<Jrunl
archives, more than 75% of SPOT standard products (regular SPOT eoenes at leve1 A or f$ t(4
shipped less than 5 days after tho order has b99n placed. This figure Includes tha 8hlppl O of dOts o~
CO-ROMs from Kiruna to Toulouse, when the data are In Kiruna. Unfortunately,~ee klnd of
performanoes cannot be achieved today, for data being archived In the Direct Aect stltlons
shipment and customs Issues are slgnificanUy contributing to this situation, and w4' llit'o thal
transmission by llnes could bring a groat Improvement (whon this beoom&a affordable). ·

\ .

A rush option has been offered In the SPOT IMAGE price list : for an additlonnal tee. fie efandard · 1
products are shipped the day, or the day after the ordor Is placed. Again, this appllesid dlit~belnd ·
archlv9d In Toulouse or In Klruna. We seo more and more custommere using this kind o1 •tlVloG (ana ·
paying for It) - see last page. · ; · l

2.2. The means to be Implemented :

SpGedlng up the delivery of products roqulres a growing uso of transmission faollitlM. in+Y can be epftt' t
Into two categories : •production notwork1 and •distribution network' . ·

Production networks :

"Production network" refere to the transmission facllitlos to be implemonted between (he prdductlon: !,
entities for data exchanges. Today, SPOT IMAGE can offer a 'Rush Order• &$rvloeEl"'" thlre le•
dedicated lino between Toulouse and Kiruna which Is used for transmission of p Ubta : It ts •
64Kblts/s leased line and It takes 1 hour to transfer a full SPOT scene (with a compresdl . 'tatG ~ 2). ·

Distribution network :

Within this context, 'Distribution network" refers to tho transmission faollitles to be lmple(t'J$nted for ~
productdellvory to tho end user. Today most of the deliveries are done by shipping oef~OO~OM$.
The CO-ROMs brought a significant Improvement (light, equivalent or 1o CCT, and car{ be ulid ae '
storage medium by the end user). Transmission by line to SPOT Distributors has started'::P,odtiole er&
regularly transferred to SPOT IMAGE C:Ofporetlon (in USA) using an existing dedicated f.( Kblt•te lin4.' '

1 ••
' ' ~I ; ~H;
' J

' ~~

355

i.
I

i

I :

11



r-1 .I .
l
'

Eloctronic delivery to the end user has been lmplemontod In US by SPOT IMAGE Oor~fatlon1 for a
few clients ; however this ls not yet affordable In E:urope.

2.3.Anticipating production :
I'

Some catogorles of 'products require a production timo which Is sometimes greater tbl\'l ~t the ·
custommer could expect. Image Maps enter Into this category. A way to reduce the dell"4ty ti""e Is to
anticipate the demand, and to create •on tho shelf~ products, as already mentionned Inf 1:a. ··

3. PRODUCTS CONVENIENT TO USE :
. ' .~

In order to expand the distribution of earth observation data, we have to adress new cueitn~f$whd '
are not familiar with space technology, ~th remote sensing, or evon with Image procettl .Onf'd.f11•
biggest challenge that we are feeing Is to make our products easy to use for an lncrea va?l~ of
persons who are comfortable with tradHlonnal teohnics and who show a normal retls · OGhdln&t ·
moving to new technologies. · .. '

For that purpose, we believo that we have to devolop more end more products Hke ~· g~ded
products (Image Maps) which look like the tradltionnal maps that people are used to \\Or1('~th. ·

The setting up of standard format which allow to easily Import earth observation d~ta~: to ~- tem~' '.
commonly found on the market Is also a necessity : a "toad and go• format llke '018 · rpor ha•.
been defined In coordination with the mainGIS manufacturers In the world ; they now . r tfid 'O/S.•.
G6ospot~Import capacity on their systems. ·

'
I

4. EASY ORDERING PROCESS :

The ordering of earth obsorvation data, in general, Is sometimes a patnfull experience fot P,erec>ns wh<}·
are not familiar with the satellite systems. A significant effort must be done In this dorM,111 ~use~' ·
most of the time, this Is the unique oontact with the user. · · · !

A Customer Servico, a 1human~Distribution .Network (78 SPOT distributors or agents all1v.tr ~.world}: .
are the key actors, but they need to be assisted by perlormant tools In order for them :foculf ol'I th6
human contact with the users, to supply reliable Information regarding dellvary tlmea •ta~ of •n·
order. · , .

Electronic ordering facUities (EDI, E-Mail, etc...) are already used ~thin the SPOT f~y. 8ome of
these oapabtlllles will be opened outside in the future.

CONCLUSION :

The whole story of SPOT has boon to move from a *technological driven approach' to a lniarkGt driven ·
approach'. '

This has led us to fccus on devalopptng a •service oriented approach" which, we believe, la eseGntlal tO
foster the growth of satellite earth observation data utilisation.

To support this development, there Is a tremondous need for affordable electronlo eommUftleafloh'~~. .
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1TechnologyDevelopment Centre, P.O. Box 69, fll-J.00101 HK!
Phone: 358-0-69367853, Telefax: 358-0-69367795, Internet: Juha.Hyyppa@tekes.fi

2 VIT Automation, P.O. Box 13031,FIN-02044 VTT
3 FinnishMeteorological Institute, P.O. Box 503, FIN-00101 HKI

4 Baudia Communications,P.O. Box 18, FIN-02151 Espoo

This paper describes present and future Fmnisb. commercial data networks (technology,
services,pricing) and their possibilities for Earth Observation (EO) data distribution.Two EO
data distribution applications and technology used are reported as examples.

The data network systems in Finland are of high international standard. The public
telecommunication networks in Filtland are built by the private regional telephone companies
(Tclegroup) and by Telecom Finland (PTT). The telephone network of Telegroup comprises
3/4 of the subscriber line and 114of the geographical area of the country. Traditionally, the
rest is taken care ofby PTT, which also handles long distance traffic. [I]

Until 1985 the same operators al.sooperated data communication services in their traditional
areas. In 1985, Telegroup with large customers founded the long distance carrier company
Datatie Ltd.•which was able to interconnect services between the telephone companies' areas
by-passing PTT. This lead later to full duopoly competition in data communication services
and in digitalmobile communications. [1]

Within the GSM business Telegroup and customer companies founded a company called
Radiolinja Ltd., which was the first company in Europe to open GSM network service, in
1991. At the beginning of 1994, local telephony and long distance telephony was fully
liberalised [1]

I TECHNOLOGY, SERVICES AND PRICING OF FINNISH DATA NET\VORKS

The Helsinki Telephone Company has started the following data services during the last
decade:

- the public FinPak X.25 network in 1983
- the public Elisa e-mail in 1986
- the X.400 ADMD Elisa400 in 1988
- the 64 kbps switched pre-ISDN Diginet service in 1986
- an ISDN trial in 1988
- the DigiLink dynamicleased line service in 1989
- the public FUDI service in 1989
- the LanLinkpublic/corporate IP-WAN service in 1990 [1].

4>igiLink provides leased line services for data communications and PABX-networks.
Digil.ink is a software-controlled dynamic system Network maintenance and operation is
centralized. The system consists of multiplexors located throughout the CQ.UDtry.Customers
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bit/s, the connection charge is 13133 FIM and monthly charge is 10112 F1M for Ethernet and
10506 FIM for Token Ring. [3) ··

The FDDI service can be used to implement a company's basic network within a city area. The
service is based on the FDDI standard and operates at a speed of 100 Mbit/s. Prices are on an
individual basis. [3]

Connection to the uni ink Frame Relay service occurs at 64, 128, 256, 512 and 2048 kbitl:;.
[3]

Helsinki Telephone Company, in co-operation with other Finnish Telcos has been nmning
SDH trial networks since mid-1992. Before the end of 1993, an major cities (around IO
systems) in Finland were connected through STMP 16 in commercial telephony and GSM
service. [2]

An ATM trial netWOrk is runnmg since the end of October 1993 interconnecting firsi Helsinki
and Tampere areas. The trial lasted until November 1994, after that national commercial
ATM-based LAN interconnection was staned. Applications in the ATM-network have been
LAN-interconnection, circuit emulation, videoconferencing, frame relay applications and
multimedia applications. Telcos ATM trial is pan of the Pan European ATM-pilot starting
November 1994. [2]

FastNet is Telecom Finland's nation-wide service that provides tailor-made permanent linkis.
FastNet is an acronym for the words: Flexible Access System for Tele NETwork. FastNet
links are centrally managed and controlled from ahogether three operationally diversified
network management centres. The network management system covers Telcom Finland's
trunk network, customer nodes and system baseband modems. Should the customers need
require an installation of a customer node, FastNet service features a high-capasity node with
n*64 kbit/s, 2 or Mbitls customer connection (copper, optical fibre, link) or their multiples.
installed to the customer. Through the customer connection FastNet service provides access
to all Telecom Finland's Data Services, Voice Network Services, Mobile Telephone systems
etc. Customer applications typically included in FastNet are: fixed data links, virtual and fixed
voice network services (privatel, VipGate, PABX networks), LAN interconnect service
(DataNet) and links to Telcom Finland's other services (Datapak, Datex, Datablet,
crossboundary links to Sweden). [4]

Il EO DATA DISTRIBUTION APPLICATIONS

In the field ofEO data distribuuon, two good examples can be highlighted, i.e. meteorological
data networking and satellite images sent digitally to ice breakers.

Case 1: Meteorological data networlting

The meteorological institute around the world are the first ones to utilize global computer
networks. The World Meteorological Organisation (WMO) is responsible of co-ordinating a
world-wide meteorological telecommunication network GTS (Global Telecommunication
Network). The GTS has been operational for several decades and it is used for distributing
weather observations, data from numerical forecasts and products from meteorological
-futellites to all WMO member states. Finnish Meteorological Institute (FMI) has a national
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Earth Observation User Information Services in Germany

H.J. Lotz-Iwen
German Remote Sensing Data Centre DFD

German Aerospace R~ &tablishment DLR
D-82234 Oberpfaffenhofen

Abstract
This paper gives a rough overview on the recent status of activities, systems and projects in Germany, related
both to Earth observation data anduser suppon. The surveycovers industrial services as well as those being offe­
red by research and administrative institutions. Specialemphasis is dedicated to the descriptionof the Intelligent
Satellite Data Information System ISIS of DLR, representing the only operational User Service providing online
access to remotely sensed data.

1 Overviewon Services

Until now, the use of Earth observation data is rather a subjectof the scientific community than a subject of indu­
strial application or operational use in Germany. Hence the number of archives holding such data is restricted,
and most of these organisations do not offer access to their data. In the followingoverview the term "Earth Obser­
vation Data" relates to data from spacebome and airborne sensors and all value added products derived from
them. To some degree also ground measurement data and topographic databases (DEM and maps) are being
covered. Many archives are shielded from public access and built only for internal use.

1.1 Industry

As there is no operational German Earth Observation satellite, industry is mainly engaged as contractor in data
distribution or active in value adding and application:

• DORNIER Systems (Friedrichshafen) is the German representative in the EURIMAGE consortium, distri­
buting satellite data for ESA and SPOTImage through its EDSservice.There is nopublic network access to
the EDS catalogue, which is connected to LEDA and DALI.

• The "Gesellschaft filr angewandte Femerkundung" GAF (Milnchen) is contractor of EOSAT.EURIMAGE
and SPOT Image, but also strongly engaged in national and international application projects.

• GEOSPACE (Bonn) is also contractor of EOSAT and SPOT Image, application activities are focused on
public relations (atlases) and school education.

• Kayser-Threde (Munchen) is distributing photographic data from the Russian sensor KFAIOOO

• "TheWeltraum lnstitut Berlin"WIB holds an archiveFEDATof photographic products from Shuttlemissi­
ons and also of Russian missions such asKFAl 000.FEDATis basedon PC •it can be accessed by ISDN and
offers catalogue query and quicklook display.

• EUROSENSE (Koln) and ESRI (Kranzberg) are involved in the field of value adding and application using
satellite data. In addition there is a couple of engineering bureaus providing services in this domain.

~ HANSALuftbild (Munster) and some other smaller firms keep archives of aerial remote sensing, both from
their own surveys and from historical sources.



Accessible Earth observation databases and user services are nearly exclusively provided by the members of the
Association of National Research Centres AGF.

• The German climate computer centre DKRZ (Hamburg) is recently building up a climate database, inclu­
ding a directory on climate relevant datasets in Germany, and a catalogue system covering climate model
data of DKRZ as well as data from external organisations. Access will be realised by aWWW interface on
the Internet.

• The AlfredWegener Institute for polar research AWi (Bremerhaven) is about to reorganise its various data­
bases on polar research in order to make them compatible for access through the DKRZ catalogue. Other
info-systems are the meteorological data systemMISAWI,SEDANand the hydrographical database "Sou­
thern Ocean".

• The geo-research centreGFZ (Potsdam) keeps acouple of historical archivesof geophysical ,geodetical and
geological data For the purpose of adequate datamanagement anddirectory structure, GFZ is developing a
generalised metadata approach. Data fromERS altimetrywill bemade accessible through the user interface
ISIS of DLR.

• The GKSS research centre (Geesthacht) is operating information systemson theWaddenSea (WATIS)and
the Elbe river (ELBIS). Users can log in to both systemsvia Datex-P (X-25), aWWW server is under con­
struction.

• TheKfK research centre (Karlsruhe) holds data on atmosphericpollution and atmospheric constituents. The
institute for meteorology and climate IMK is going to build a directory on climate relevant data and data
centres throughout Germany ZEKLIS (will be integrated in the DKRZ directory).

• The environmental research centre UFZ (Leipzig) is building up databases on environmental pollution and
recultivation, including satellite and airborne imagery, soil probes etc. Until now (December 1994)there is
no external access to data.

• The research institute for environment andhealthGSF (Neuherberg)holdsdatabases on chemicals and toxi­
des. Within the project UFIS, ecological models will be described in terms of metadata, and shall be made
retrievable by public users.

• The German remote sensing data centre DFD (Oberpfaffenhofen) of DLR operates its Intelligent Satellite
data Information System ISIS, offeringpublic users free access to DFDcataloguesviaModem, ISON,X-25
and Internet. ISIS also provides online browse quicklookand data transfer and an order service. The system
will be described in detail in chapter 2.

In January 1994 the AGF has established a Working Group on Environmental Data Management, headed by
DLR. The goals of theworking group is to harmonise the various relevant activities going on at the research cen­
tres. Based on the internet the group has forced the installationofWWWserversat all centres such enabling inter­
connection. The present activity is dedicated to the convergence ofmetadatamodels, used or being recently desi­
gned on the basic subset of the Data Interchange Format DIP.As result compatibility of the national directories
with the GCMD (ION) will be achieved. The next step will be the improvement of existing user guide systems,
byusing toolsthesauri, map browsers, names databases andother tools for directory aswell as for database retrie­
val.

2 The Intelligent Satellite data Information SystemISIS

The German Remote Sensing Data Centre of DLR has developed and operates the information system ISIS as
.rcentral user interface for its Data and Information System [ 2).
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agencies and industry, followed by detailled interviews at the respective organisations. From this unique survey
of user requirements appropriate system design specifications have been derived. Consequently, in addition to
local inventory retrieval, the ISIS user guide supports the search of datasets in globally distributed archives, the
provision of supplementary textual information, and the use of a Thesaurus through

• the International Directory Network IDN-node,

• an infoboard of texts,

• a Thesaurus-navigator for infoboard retrieval.

User
(Aeces via Modem. X25. Internet. ISON)

ISIS Interface Server

Guide system
-Global Change Directory
-Infoboard
- Thesaurus Navigator

Catalogue server
-Data queries
-Data order
- Data transfer

CISCO Router

ISIS Operations Server

WAN

CINTEX-Interface
-DB-queries to NASA. ESA
-DB-queries fra:n NASA. ESA
-Browse products

DFDLAN

Data
management

-Data input (automatic entry generators)
. catalogue entry
. browseDQL
. format conversion

- Data output :
. data processing. format conversion

2.2.1 The IDN-node (Global Change Master Directory)

DFD operates a cooperating node of the International Directory Network (IDN) of the Committee on Earth Ob­
servation Satellites (CEOS), that can be accessed within the ISIS menu. The IDN comprises a global archive-in-

.rventory for various scientific disciplines (e.g. Earth science, solar-terrestrial physics, planetary science, astro-

Infoboard -Acquisition and integration
of texts and software

Figure 1: The configuration of ISIS
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Online Data

- Browse products :
{DQL)

- Selected data :
- (original. value added)

Infoboard
-Texts
-Software
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• graphical input of geographical coordinates on digital maps, coupled with names input;

• display of dataset footprints on digital maps;

• a calendar tool for the input of the acquisition time frame,

• selection of data sources from a list of sensors/products

The dilemma of using an object-oriented database (user friendly, but too slow) or a relational database (well
introduced and quick, but complicated user queries) has been solved in an elegant manner: the user formulates
his query in an object-oriented format (user layer), the query is then translated to an SQL query,that will be sent
to the underlying relational data bases (data layer). For this pwpose DLRhas developed the high level language
DOOR, such ensuring as well :flexibilitywith respect to configurating the catalogue interface for different data­
bases, as fast response times.

Figure 2 : The graphical interface of ISIS (query menu, map browser, quicklook display)

The search results and additional information on the available data sets, (receiving station, image quality, cloud
coverage or a list of data products) are being displayed. The catalogue browser allows interactive data search
within distributed DFD inventories of ERS-1 SAR, NOANAVHRR, Landsat 'IM, SPOT, TOMS (NIMBUS
and METEOR), Sea Surface Temperature, NDVI, X-SAR, MOMS02 and other data. As for December 1994
more than 30,000 image scenes can be retrieved from the catalogue. The DFD operates receiving facilities for
METEOSAT andNOAA, a receiving stationinAntarctica forERS-1 andNOAAand amobile X-band receiving
station. Due to the flexible conception ofISIS, the catalogue system can be easily extended to further data types.
such as GOME or data from the PRIRODA mission.
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data and research results aswell as for the effective distribution of the information to the multidisciplinary users.
With the development of ISIS the German Remote Sensing Data Centre has entered the process of overcoming
the handicaps of traditional archive systems.
ISIS is the user-interface of the data and information network of DFD, being recently built up for the ERS-2
and ENVISATmissions. Datawill be stored in arobot archivehandlingavariety of storagemedia (DLT,Exabyte,
CD-ROM etc.) in the order of hundreds ofTerabytes. This archivewill bepartof the futureGlobal Environmental
Data Network of the space agencies.

Based on the experience gained both in the course of the developmentofISIS, and also from user response, ISIS
has reached the operational status of being the central national point of access to remotely sensing data, and has
become a valuable tool for international users.

4 References

[ 1] White, Simon : Graphical ISIS, User Guide, Issue 0.2, DLR-Document ISISGRUM0.2, Ob­
erpfaffenhofen, September 1994

[ 2] Markwitz, W.,Schreier, G.,Gredel, J. Lotz-lwen, HJ.: Data archivesand catalogsfor future Eu­
ropean spacebome SAR-missions, 12th PECORA Memorial Symposium, August14-26, 1993,
Sioux Falls, USA

[ 3] CEOS: International Directory Network (IDN) WorldGuide, Issue Jan. 1994

[ 4 ] Elkington, M : CINTEX, Lessons learned , EOS Document, Farnham UK, 1994



364

AUK OVERVIEWOF THE EUROPEANEARTHOBSERVATIONSYSTEM.

Roger Robinson - British National Space Centre.

0. Introduction.

When addressing the role of the European Data Networks and EO User
Information Services as part of an EEOS, there is a need to keep in
mind the reasons why an EEOS is necessary and who the players are,
before deciding how it is to be set up, what it will comprise and what
the nature of the facilities will be. These aspects will shape issues
such as the role of the institutions, the nature of the infrastructure
needed to service demand and how the naive user will access
information relevant to his needs. An understanding of these issues
will help to draw out the form of the EEOS.

1.Why does Europe need an Earth observation system?

There is a need to strike a balance between creation of data and
facilities for users to easily find, obtain and use the type of EO
data they need. This means easy access for traditional users, for
those putting EO data to work in new ways and most importantly for new
users. If the infrastructure does not address users' needs the market
will remain stunted and the justification of the vast investment in
the supply side will not be possible.

Easing access to EO data is not enough. It will also be necessary to
promote the supply and to encourage new applications. Because the
market is immature help is needed to build up the demand side to reach
a critical mass that ensures continuing expansion and diffusion
through its ownmomentum.



2. EEOS issues.

A number of key issues need to be addressed.

2.1 The Range of EO users.

365

The EEOS will serve users with widely differing needs and knowledge.
For example, there is the degree to which groups ofusers are
organised. The meteorologicalcommunity is well established and knows
what it wants from EO data. This group is capable of satisfying its
needs using existing infrastructure but there will be a growing number
of groups whose experience ofEO data is more recent and they need far
more help to access the most appropriate sources and in interpreting
and using the data.

These groups of users are spread across a diversity ofsubjects
handled in academia, public services and commerce. This will reflect
in the variation of services they need in the EO market. Studies in
the preparatory phases will have to draw out these differences to be
accommodated by the EEOS.

This lack ofhomogeneity highlights the need for the EEOS to spread a
wide net. If the exploitation ofEO data could benefit a small firm
howwould the staff be aware of it? Potential users have no
traditional or natural route to the supplier and are not on the
dissemination network. What could the EEOS do to fill this gap?

This impacts on accessibility, the rate of development of
communications technology,the volume of stored data and the transport
and copying of electronic data.

2.2 Volume of data available.

The volume ofEO data collectedon a daily basis continues to rise and
the costs and capacity ofarchiving facilities have to be addressed on
a long term basis. The justification for this bit-mountain can only
be satisfied by demand and this will only grow if more people and
organisations are aware ofit through promotion activities and if the
infrastructure is in place to give easy access, delivery and use. As
this becomes established there will be greater confidencefor widening
the investment in facilities needed to handle and exploit greater
quantities of data.
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2.3 Accessibility.

An EEOS must be helpful to those having no knowledgeof data archives
and how to access them. Should there be an assumption that all data
will be ordered and transported electronically? If so howwill it
help those who are not hooked into the system?

The EEOS must ensure visibility to all potential users in a way that
by-passes the need to have prior awareness of EO data. Potential
users must not be turned-off by the prospect ofhaving to cometo
terms with technologyor an area ofscience new to them. The EEOS
must be user friendly.

2.4 Information highways.

Information highways are an aspect of the infrastructure needed for an
EEOS that will not onlybe important but contrarily will not be
dedicated to the EO community. These networks will be part of a much
wider service and as such the EO communitymust be prepared to ensure
its needs are met during network development.

Information superhighways have high profile in the USA,Japan and here
in Europe and it is the bandwidth implied by these and their global
development that will be needed to handle the movement and copying
vast amounts ofEO data. Representing the CEC, the Bangemann Report
on the information society is widely respected for its vision. Many
ofthe topics it highlights have strong association with likely issues
for the EEOS. Ready examples are teleworking, networks for
universities and research centres, telematics services and public
administration networks.

This area of technologyand infrastructure development is progressing
very fast and there could be significant benefits from synergy if the
EEOS definition and implementation keeps pace with it.

2.5 Facilities.

There are important policyissues for creation and use offacilities.
The EEOS must utilise and build on facilities that already exist and
must take care not to undermine establishments that already provide
services that fulfil a user need. Further facilities should only be
through initiatives that are demand led and not be the exclusive right
of specificorganisations.
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2.6 Intellectual property rights.

The EEOS might need to be a contributory fora for IPR issues
particularly if these are seen to be a barrier to access and use ofEO
data and undermine the objectivesof the EEOS. Established fora are
the European Centre for Space Law (ECSL)established by ESAand the
World Intellectual Property Office(WIPO). The latter being aware of
the potential problems in the dissemination ofEO data.

3. Features of an EEOS.

These points are not intended to anticipate or presume the results of
the preparatory work for the EEOS. They are needs that will have to
be addressed in some form. As back-cloth to this the attached diagram
is an aid to show ease of entry, movementwithin and exit from the
market for:
- all users including recipients of applications.
- suppliers ofall levels of products and information.
- all types ofagents providing services.
Institutional and regulatory barriers must be minimal in the EEOS
structure.

3.1. Catalogue system.

The EEOS must make searching easier and quicker with a proven
catalogue and browse facility. An on-line, interactive system will
ease access for traditional users and enable service organisations to
satisfy a much wider market.

3.2. Quality.

The quality ofdata and services is very important but must again be
driven by users' needs. It should enable fundamental safeguards for
tracing the origin and identification of data just like an audit trail
but should not otherwise constrain innovation. Quality does not mean
best possible. The basic concept is to provide a product or service
that satisfies a customer and it is for the suppliers to gauge the
market in accordwith their ownbusiness plans.

Standards making might well play a role in this and the EEOS could
play a role as a co-ordinating forum for the needs ofthe EO
community.
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3.3. Interoperability.

Aspects ofinteroperability and interconnection have to be addressed
because of the different operating systems for data handling
world-wide. Harnessing networks will bring a new dimension to this.
The Committee for Earth Observation Satellites (CEOS)has been
addressing this since 1993 and the results are a goodbase for the
EEOS and other regional organisations to build on.

4. Activities in the UK

The followingare examples of existing facilities, services and
initiatives in the UK that are goodcandidates for the basis of an
EEOS.

4.1. ERS PAF/ ENVISATPAC.

Set up to process, archive and distribute data from the ESAERS-1
mission, the UK Processing and Archiving Facility (PAF) is located at
the Earth Observation Data Centre (EODC)and run independently by the
National Remote Sensing Centre Limited (NRSCL). This role will
continue under the ERS-2 mission due for launch in the spring of1995
and it is working on the needs for the UK Processing and Archiving
Centre (PAC)for the ESAENVISAT-1mission to be launched in 1998.

NRSCLhas the objective of expanding the market for EO data and would
be one of the fundamental facilities in the EEOS. The attached
diagram shows how such an agent would have a role by linking into the
EEOS at different levels to serve different needs. Current
developments include plans for a wide range ofEO value added
products, arrangements to access other archives and to bring a
catalogue on-line in 1995 for browse and ordering.

4.2. GENIE.

The Global Environmental Network Information Exchange is a metadata
system based on a master directory set up by the UK Research Councils.
Focused on the scientific community dealing with global environmental
change, it has no central facility but is a tool for use with networks
to help locate information in other sources.

Features such as this will be a useful tool for users of data in an
EEOS. Due to be operational in Spring 1995 one ofGENIE's notable
features is a self learning facility. Through this its store of
reference or key phrases will growwith use so that subsequent users
will find what they need more quickly. It will primarily serve the
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major data centres associated with environmental science centres and
expand by hooking in organisations such as NRSCL.

4.3. SUPER.JANET.

SuperJANET is an academic network covering universities and other
research centres. With a maximum capacity of 150 Mbits/sec it has
multimedia capabilities. It is already famed for its use for
(interactive) medical seminars covering live surgery. Currently
covering over 50 sites it is intended to extend to all the sites
(approximately 200) served by the preceding system (JANET) by 2000.

SuperJANET is capable of satisfying many of the needs of EO
researchers and opening possibilities for new ways of exploiting data.
There is an ever growing need to deliver large quantities of data at
rates that enable its use in near real time. Possibilities are being
sought for much wider exploitation of SuperJANET to cover such needs
by groups outside of the research community.

5. The Time-Frame.

An EEOS is needed as soon as possible. There are compelling reasons
for the EO community to make sure it keeps a high priority.

We are seeing the fast developing world of superhighways that have
huge impetus. The EEOS must harness these and keep pace with
developments to ensure that its own needs are met. Examples of
initiatives in this area are the European Union's (EU) programme for a
Trans-European Network System and under the Framework N Programme
funding for projects on telematics, advanced communications technology
and information technology.

Perhaps ofgreatest urgency is the need for timely action to boost
exploitation ofEO data and expand the market for it. It is only this
that will balance ESA and national investment in Earth observation and
satellite telecommunications. Figures are difficult to attribute
specificallybut it has been estimated that funds to the order of 2.6
BECUhave been invested in the ERS& ENVISATprogrammes alone.
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ASI VIEWS ON EUROPEAN GROUND SEGMENT EVOLUTION

Giovanni SYLOS LABINI

Abstract:
The efficient use of space data, and generally the improved access of the user to EO data

is in the headline agenda of the Italian Space Agency (ASI).
Italy has contributed in the past to the European Earth Observation Ground Segment

through a number of facilities: Data acquisition and distribution facilities as the Fucino
Ground station, data processing centres such as the ASl/CGS "G.Colombo" at Matera
hosting processing and archiving facilities for National, Bilateral and ESA mission. This
infrastructure plays a decisive role in the EO mission nowadays operational and will have a
clearly defined role in the ground segment of the missions planned before the end of the
decade.

User service and data distribution have been several times indicated as strategic issues in
order to provide novel data products, prepare user to new data and missions, rationalise
facilities.In this respect Italy and ASI has strongly supported the evolution of ground
infrastructure and the development of space borne dissemination facilities (like the DRS
system).

A close interaction on these themes with ESA, other national space Agencies, the
European Community have been undertaken by ASI.

Moreover several activities are ongoing on national base, as well as in the framework of
international co-operative efforts in order to improve user access to data.

National Strategy in EO

Earth observation activities have been developed in Italy by Research Organisations,
Operational Entities and Industrial and commercial Operators. Since early 70' several efforts
have been devoted to the ground segment development. In the 80's, with the establishment
of the National Space Program, have been started several activities in the space segment
area.

Although this paper will focus mainly on the evolution of Italian EO ground segment,
some hint on general strategy on EO will be useful in order to clarify the reference scenario.

Space Segment
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On space segment national, multilateral and bilateral co-operation programs, have been
confined in an "ecological" niche delimited in the range of microwaves spectral range and in
the area of high resolution optical spectrometers.

The more relevant examples are :
On bilateral co-operation:

X-SAR (ASl/DARA)
IASI (ASl/CNES)

And a relevant contribution trough national industries in ESA programs:

ERS Radar altimeter
GOME on ERS-2
MIMR on metop
ASAR on Envisat
RA-II and MWR on Envisat

Furthermore must be mentioned the solid earth activities on the following missions:

IRIS/LAGEOS (ASl/NASA launched in 1992)
Aristoteles (phase A study performed in ESA)
LAGEOS-111(feasibility study)
TOPSAT (Global Interferometric Mission feasibility study)

Ground Segment
On the ground segment the ASI activities have a more user oriented approach.
The goal is provide access to the national user community efficient and easy access to

EO space data. At this purpose have been established

National Facilities

AS/ Center & 8
Station
Other Relevant
Facilities
Commercial or Industrial
Facilities 8
European Facilities··'·
Centre

In the figure are represented several national and international facilities hosted in our
territory that are relevant for the national, European and world Earth Observation user
community.

Among these are relevant processing archiving and acquisition facilities operated directly
or on service basis for ASI and ESA :

• The Scanzano Ground Station
• The Fucino Ground Station
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• The Centre for Space Geodesy in Matera.

The Scanzano Ground Station has been established in Sicily by Telespazio S.p.A, a
commercial service company, on the basis of an agreement with the Regional Government.
The station acquires and process data from NOAA polar orbit satellites and from airborne
multispectral scanners.

The Fucino Ground Station Owned and operated by Telespazio S.p.A, is one of most
important station for satellite data-acquisition and operation. Act as ESA station for ERS
series and Envisat assuring direct reception of SAR data acquired over the Mediterranean
area, moreover assure the acquisition and archiving of:

• Landsat
• J-ERS
• NOAA
• ERS (LBR,HR)
• ERS Fast Delivery Dissemination via BDDN

The role of Fucino will be extended during the next years on the operation of
communication infrastructure and via the improvement of direct communication link with
ESRIN and the ASl/CGS centre for space Geodesy.

The ASI Centro di Geodesia Spaziale (CGS) "G. Colombo" is the main operational
facilities owned by the Italian Space Agency. Founded in the 1983, is one of the few
fundamental stations for Space Geodesy and hosts the Italian Processing and Archiving
facility for ERS and X-SAR. In the following we further describe the capabilities of this facility
and the expected Italian contribution to the future European EO Ground Segment.

Italian contribution to the EEOS

Trough the ASl/CGS Italy provide a relevant contribution to the processing and
distribution of EO products in Italy and Europe. Finally the CGS is co-ordinates the major
effort of development of new products and the exploration of advanced space based
application.

A shown in the above figure the rare combination of capabilities in remote sensing and
space geodesy technique permits the development of new high level geophysical products.

The ASI plans are to further integrate these capabilities in the overall Italian EO
community improving the access to the Centre of Scientific, Operational and Commercial
users.The implementation rationale toward the future European missions is the following
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DContinuity with ERS
DPreparation of Future Polar Orbit Missions
DPreservation of National User Requirements
DProtection of lnvestiments
DAvoid duplication of Efforts
DExploit Complementarity with other PACs

.
The core of I-PAC will remain in the High Rate Data processing with the extension to the

MERIS high resolution products production, and the exploitation of the ASAR henaced
capabilities, but a great attention will be devoted to high level products development also in
cooperation with EC/ESA action in this area. Furthermore the high precision orbit estimation
and high precision laser tracking capabilities will be further exploited.

The tendency to extend synergism with mature science and operational National
capabilities will be pursued trough co-operation with the Universities and CNR (National
Research Center) also in the field of Atmospheric Chemistry and Global Change studies.

An example already operational is the involvement of the 1-PAF on GOME , in co­
operation with the IMGA/CNR of Modena. This approach trough proper negotiation with the
relevant involved parties, will be extended to schiamachy on Envisat.

In conclusion must be recalled the important contribution of Italy to the development of
the European "Info-Ban", and the relevance of these developments for the Earth Observation
Community. Data circulation and Data Access will be the key component of a fruitful
exploitation of the EO investments in space. The vigorous support of ESA to the
development of the Data Relay Satellite will then guarantee to Europe global access to data
acquisition essential to the global Earth Studies.

Conclusions

In this paper a limited presentation of the Italian effort in Earth Observation has been
presented. Even from these outline we believe that is evident the interests of our Country in
co-operating and then benefits from a co-ordinated approach in Europe to EO. This interest
is not only symbolically underlined by the presence on our territory of ESA/ESRIN in Frascati
and CE/JRC in lspra. Last but not least our geographical position in the Center of
Mediterranean sea makes Italy a key partner in the European environmental programs.



Network connectivity in Sweden and Swedish
Information Providers

• Stefan Zenker ( sz@ssc.se) and
• Orjan Vretblad ( ovr@ssc.se )

A Swedish Space Corporation

EEOS Workshop December 13-15, 1994
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MDC CORINE LAND COVER
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Kiruna Ground Segment for
ESA Third Party missions

• Processing and archiving of Landsat
MSS and TM data, and of MOS and JERS
data.

• Digital Quick Looks Landsat TM and
JERS OPS data

• Transcription of MSS data to modern
high-density media to start in early 1995

• Future transcription of Landsat TM and
JERS-1 data to modern high-density
media
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Satellitbild in Kiruna

• Operates one of the two principal SPOT stations in the
world.
• Reception of SPOT data at Esrange (global and direct
mode)
• Processing and Archiving
• "Value-Added" processing: rectification, mosaics,
DTM extraction, Satellite Image Maps ...
• Data sources: SPOT, Landsat, ERS, Radarsat, Resurs
(Russian) etc.
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Kiruna - Salmijarvi Station

ESA facility outside Kiruna

ERS-1 and -2

•Telemetry, Tracking and Command
• Reception of payload data
• Near Real-Time processing and delivery
• Offline delivery to Processing and Archiving Facilities

ENVISAT-1

As above plus

• Low Bit Rate Reference Archive (LRAC)



Kiruna ENVISAT MERIS
Low-Rate Processing and
Archiving Centre

• Operated under national responsibility
on behalf of ESA
• Archiving of global low bit-rate data
• Production of standard geophysical
products
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SPOT vegetation
• Main receiving station of X-band data in
Kirun a

• Data transmission - utilization of high
data rate links.

• Data source for Environmental Data
Centre

384







387

MDC Key featu res

• Cooperation with users. User driven.
• Data bases from satellite data
• Wide geographical coverage
• National and international scope
• Node within EEOS Network
• Long term relationships
• High data quality and easy access via electronic
networks.
• Raster and vector data in GIS
• R&D focussed on data sources, data quality
• Environmental monitoring tasks.
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MDC
Will be in operation in Kiruna beginning in 1995.

Connectivitv with the outside world:
""

• Internet access

• Quicklook presentation and ordering will be done
using Internet WWW.

• ISDN access



MDC CANDIDATE PRIMARY DATA SETS

Europe

• Land cover (AVHRR/VGT/RESURS/MERIS) - Baltic
GIS and European classification
• High resolution data of environmentally sensitive areas
in the Baltic Sea Basin
• AMAP - Arctic Monitoring Assessment Programme
• The Barents Sea region
• SeaWIFS for the Baltic Sea/North Sea
• Data Pool for IGBP Core Projects
• Databases for EU Centres-of-Excellence/Topic Centres

Global

• VGT (global 1 km, NDVI)
•MERIS
• AATSR

Research and development
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M D C CANDIDATE PRIMARY
DATA SETS

To be defined by various user groups

Sweden

• CORINE Land Cover (5 and 25 hectare pixels)
• MSS-EPOCH (1972- )
• Systematic complete acquisition (every 3 years if
Corine Land Cover is done every 6 years) -
SPOT/Landsat
• Vegetation classification above the polar circle every 5
to 10 years (climate change research).
• Water quality monitoring

cont'd
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• The monopoly for equipment connected to Telia
(Swedish PTT) was completely abolished 1 July 1993.

Telecom liberalization in
Sweden.

• Sweden has never had a formal monopoly for telecom
Services

• Sweden has never had a formal monopoly for the
establishment of the physical Network.

• Government has decided on full liberalization of third
party traffic.

• The Swedish Telecom lawprinciple: Price of the
interconnection, should cover the actual costs, write-offs,
and interest on capital, as well as the maintenance and
R&D costs which can be attributed to the actual
interconnection.
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Telecom Operators in Sweden
• Unisource

•Telia Sweden
•PTT Telecom (Netherlands)
•Swiss Telecom
•PTT Spain

• Transpac Scandinavia
•France Telecom 60%
•Dafa40%

e Tele2
• Kinnevik 60%
•cable and Wireless 40% (England)

•BT
• Telegate
• Infonet
••••
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Telia AB
Telias Optonet in Sweden

1993
25 000 km optocable

1997
45000 km
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Swedish National Rail
Administration
• 2300 km long fiber network.
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GIX, Global .Internet
exchange - Internet
Marketplaces

• At the Royal Institue of Technology,
Stockholm

Other GIX points:

•Paris
• Washington DC
•US Westcoast
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GIX - Internet Marketplaces
• GIX:es today in Stockholm, Paris, Washington DC~US
Westcoast

• Global Internet eXchange proposal worked out during
1991/1992 by IEPG

• GIX is supported by CIX

• Intention: To specify interconnection points where
multiple providers can connect in a well managed way.

• Possibility for users to negotiate at the GIX point with
multiple providers for different demands.

• The traffic passing the GIX is routed depending on
policy.

• Internet is ONE address space. Compare: A telephone
is used to call all over the world.

• No restrictions what data is allowed to pass the GIX.
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GIX, Global Internet
eXchange in Stockholm,
Sweden
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"53 BYTE ACTIVITIES" ( ATM ) IN
SWEDEN

• Telia participant in ATM Pilot Test - Opened 24 nov
1994
•SAS running Pilot ATM test Arlanda, Stockholm -
Kastrup, Copenhagen
• Telegate has started to sellATM connections in the
Stockholm Area
• SUNET is starting an ATM-based-net
Uppsala-Gothenburg
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Telia ATM plans for 1995 cont'd

•ATM connections between these cities under 1995:

~.....••.
'Mllm6'
•• "'! •..

' ...•.,,,.
"' •...••y::::_

+t ••.•....•.:. ' .........
'

GOteborg

ATM MAN:s in
StDckhotm
Gltebct"'
MalmfS

• ATM MAN:s in Stockholm, Gothenburg and Malmo
in spring 1995
•ATM MAN:s in Gavle, Linkoping, Ronneby and
Uppsala later 1995.



···.}

·,The shaded
·.~:

;~'' . .·''·participate
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Cost using ISDN 30B+D to transfer data from
Kiruna - depending on from where the
connection is made

····~··..,.., _. .•..-. .......•........•.• ~ , ~-.-..~-----~....•......••......... --..-...-.. ...•....__.. ..,.....•...._ •..•.. ........,_.•.__ .....__,.•.., -...•.............................•..•......•..-.•..•.....•.,,.,.•...•...-..-..-..-..........•..

ISDN 30B+D
1GB/day*·365days

.......... """'' _.... ..., .

1 ooo con
800 000
600 000~
400 000,
200 000_.

0,
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Panel 2, session F: "Earth Observation User
Views"
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An EARSeL Perspective on Contemporary European Initiatives Designed
to Promote Increased Utilisation of Space-based Data

By

DrD.R.Sloggett
Editor-EARSeLNewsletter
2, avenueRapp-Bureau-418
F-75340ParisCedex07

France

Abstract

Heightened public and political awareness of the impact of anthropogenic related activities on
the environment have led to a number of activitiesaimed at increasingour understanding of the
physical, chemical and biologicalprocesses that exist at the heart of the Earth's ecosystem. In
broad terms these activities have two major objectives. The first is to increase our ability to
understand the current state of the environment - in order that short-term responses designed
to improve the environment are implemented as efficiently as possible. The second is to
develop improved predictive techniques that will help us understand the socio-economic
consequences of any changes that might occur, such as a rise in sea levels or alterations to
climate patterns. This improved understanding will assist governments, working at local,
regional and global levels to formulatepolicies that will encourage the sustainable development
ofnatural resources in the future.

In order to increase our knowledge of the processes that control our ecosystem we need to
increase our observations of the Earth at a variety of scales,from the local to the global, using
in-situ, aircraft and satellite instruments. Analysis of these observations will allow the
development of improved models of the processes, at a range of scales,which will provide the
foundations on which future predictions and policies can be made. Increasingly it is being
accepted that such observationshave to be multi-disciplinary in nature, in order to understand
the coupling between the physical, chemical and biological processes involved. This is also
reflected in one of the key trends in scientificresearch to emerge in the last decade, i.e. the move
towards inter-disciplinary investigations into, inter alia, the coupling between the ocean and the
atmosphere, the land and the ocean and the exchangesthat occur between the atmosphere and
the land.

Space has long been recognised as an important place from which to view the Earth using
satellite-based instrumentation. Satellites, such as the NOAApolar orbiting spacecraft - with
the ubiquitous Advanced Very High Resolution Radiometer (AVHRR) instrument, Landsat,
SPOT,J-ERSl and the European ERS-1programme, have increased our understanding of the
interactionsbetween someelementsof our ecosystem. Notableachievementshave included the
preparation of global vegetation maps, observations of activities in the tropical rain forests,
monitoring of the famous ElNino or southern oscillation,studying the by-products of several
volcaniceruptions in the atmosphere, and the assessingof the extent of the ozone thinning that
is occurring in northern Europe and in the southern hemisphere. Many of these activities are
providing important insights into the way our ecosystem operates. However access to these
datasets is often complex. There is an urgent need to increase the accessibility of the
observations to the widest possible scientificcommunity to encourage their widest possible use
in inter-disciplinary researchprogrammes.
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These research activities, and the planned launch of a large number of satellites over the next
decade, such as the European Envisat spacecraft, require the development and commissioning
of an infrastructure that provides scientists with means of accessing the data and models arising
from theseactivities. The infrastructure must provide facilities, on a global, regional and local
basis, to: advertise the location of datasets, information and models; search for specific instances
of data, information and models that are relevant to a particular research activity; and access
those items identified in the search process.

This paper outlines some of the elements of a global data network and highlights important
European initiatives aimed at contributing to its development. It also uses an example of a
Coastal Information Service (CIS) to illustrate key characteristics of the network which provides
access to the research and operational user community. The paper also offers suggestions as to
key areas where developments should be undertaken to help improve the accessibility of data,
such as the introduction of techniques designed to screen datasets and create high level (meta­
data) descriptors of the contents of the data and the development of multi-disciplinary thesauri
designed to create applications interoperability when searching datasets stored in different
geographical locations.

1. Introduction

1.1 Background

The thinning of the ozone layer over parts of northern Europe, the increased levels of carbon
dioxide reaching the atmosphere in the last century, the effects of acid rain on the forests of the
Baltic countries and southern Germany, and the changes in the quality of water in some of
Europe's maritime basins, such as the Baltic, the Adriatic and the Mediterranean, have
highlighted the potential of anthropogenically related sources to alter the balance of the Earth's
complex ecosystem.

This heightened awareness of the effects mankind is able to have on the environment is
illustrated by a number of developments. These include: increased public awareness of the
issues; the growing number of international agreements and protocols related to the climate,
such as those agreed in Montreal and at the Rio Earth Summit; increased levels of scientific
research and cooperation between scientists across the world, such as the activities carried out
by the Intergovernmental Panel on Climate Change (IPCC) and the International Geosphere­
Biosphere Programme (IGBP); and the increased political emphasis on the concept of
sustainable development of economies and the socio-economic consequences of these changes.
Agreements related to the environment are not a new political response to public pressure. The
1978Barcelona Convention covering the monitoring of discharges into the Mediterranean Sea
was one of the first agreements to follow from the 1972 Helsinki accords in which the
foundations for environmental management were laid through the linkage of the security of
states with the need to consider the local environment. In the future, concern also exists about
the socio-economic implications of climatic change, such as increased sea levels, extreme climate
events, modifications to patterns of agriculture and fisheries, and increased desertification, for
the population.

For some years research scientists have been aware of trends in climate patterns, such as the
periodic advance and retreat of ice, from examination of Antarctic ice cores. Some of these are
believed to be induced by subtle variations in the orbit of the Earth around the Sun. This alters
the level of energy received by the Earth's ecosystem from its main source. In trying to identify
ifmankind's activities are having an effect upon our environment there is a need to establish the
background levels of change, which are part of natural processes, in order to distinguish any
fingerprint or signature that is indicative of anthropogenic activity.

405
2



3

In trying to detect small changes in the physical, biological and chemical processes that control
our planet research scientists need access to a time series of observations on a variety of scales
from local, through regional, to global. Contemporary observations of many key geophysical
parameters are limited in time and spatial coverage. Over many parts of the world, such as the
Southern Ocean, observations are restricted to point measurements. These limitations restrict
scientists who are trying to use real world observations, in tandem with models of the processes
that control our ecosystem, to forecast future climatic changes.

Information on the implications of future climate change is of interest to a wide range of
decision makers concerned with establishing policy on, inter alia, emission levels of harmful
gases, the levels and fate of pollutants reaching the coastline, future coastal defence projects,
and sustainable development of resources- such as the tropical rain forests. What is needed is
an infrastructure of instruments and data management facilities that will enable policy makers
and planners to have access to high quality datasets and information about the current
perspective on the environment and predicted changes and their socio-economic implications.

This fusion of real world observations - derived from a number of sources, predictive models,
and socio-economic forecasts will provide scientists and decision makers with the information
they require to derive policies that are based upon the principle of the most effective and
sustainable use of resources. This paper considers such an infrastructure. It takes account of
the proposed development of the European Earth Observing System (EEOS) and the European
Commission Centre for Earth Observation (CEO) Project. It also recognises important initiatives
such as the Global Environmental Data Network (GEDN), the Global Ocean Observing System
(GOOS) and the Global Climate Observing System (GCOS). Through an application in the
coastal zone, the paper illustrates the type of infrastructure that could be established over the
next decade to provide information services to research groups and decision makers around
Europe.

1.2 Contemporary Environmental Pressures

Today there are many pressures that exist in our environment. Mankind, through economic
and social activities, has the potential to become a major forcing function within the global
ecosystem. The paper 'Europe's Environment: The Dobris Assessment (see EEA 1994) has been
prepared by a European Commission task force in cooperation with a number of organisations
including the United Nations Environmental Programme (UNEP), the Organisation for
Economic Cooperation and Development (OECD) and the World Health Organisation (WHO).
This combination of agencies covering such subjects as health, economic development and the
environment illustrates the recognition that now exists in many organisations of the need to
foster multi-disciplinary approaches to studies of the global ecosystem. A good example being
the concern expressed by many scientists on the possible linkage of increased occurrences of
skin cancer and the depletion of the ozone layer.

The Dobris Assessment highlights a number of key changes that have occured over the last one
hundred years such as:

• the three fold increase in the world's population
• the clearance of over 6 million km2 of the world's forest - an area larger than

Europe
• the thirty fold increase in the consumption of fossil fuels
• the twenty fold increase in the world's economy.

The report lays out in detail the key characteristics of the European environment. It points out
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that Europe occupies only 7 percent of the Earth's land area with a population density 2 to 3
times that of the United States and Africa, but only half as much as Asia. Europe has a dynamic
landscape where forest cover varies from 66 percent in Finland to 6 percent in Ireland. The
proportion of land devoted to agriculture varies from less than 10 percent in Finland to more
than 70 percent in Hungary, Ireland, Ukraine and the United Kingdom.

Consideration is given to a summary of the current state of the environment in Europe under
headings which include: air; inland waters; the seas; soil; landscapes; nature and wildlife; the
urban environment and human health. The assessment of the trends in air quality in Europe
was carried out at three scales: local; regional and global. The report emphasizes the impact of
air pollution on human health and the urgent need to establish conventions and regulations on
emission levels. In order to establish such regulations on the basis of the best available
quantified data this paper contends that it is important to access measurements on the
environment that are derived from a number of sources, including: space observations, in-situ
measurements and airborne surveys.

Studies initiated through the auspices of the IPCC have highlighted the potential difficulties
that might arise for mankind if the present rates of increase of emission of carbon dioxide
remain unchecked. These studies have considered a number of different scenarios for future
emissions. The first of these is the IPCC 'business-as-usual scenario' - in which man-made
carbon dioxide emissions rise from 7-8 Gtons per year at the tum of the century to over 20
Gtons per year by the year 2100. Other scenarios consider varying degrees of controls on
emissions of gases such as carbon dioxide (C02), methane (CH4), chlorofluorocarbons (CFCs),
carbon monoxide (CO), and nitrogen oxides (NOx), with one scenario envisaging emission
levels at 50% of the 1985 levels by the middle of the next century.

In addition to the levels of emission of potentially harmful gases into the atmosphere mankind
has also been disturbing the balance of nature in other ways. The rapid depletion of the tropical
rain forests is steadily reducing the biomass that is available for photosynthesis. In areas which
have been cut there is evidence of significantly increased levels of soil erosion. Evidence is also
growing of the by-products in the coastal zone of intensive farming - with higher levels of
nitrates being recorded in many European maritime basins. Population growth is another factor
which is causing localised pressures, as is economic activity in coastal regions, where the
spillage of oil from tankers is seen to be an on-going problem.

Results from the studies, (see Houghton et al, 1990 and 1992), have revealed a range of potential
changes that might occur in the environment. These include: alterations in agricultural
practices; more frequent occurrences of extreme climatic events; increases in sea level, as a result
of melting ice; higher recorded levels of skin cancer, as a result of the decreasing concentrations
of ozone in the atmosphere; and relocation of fishing grounds, due to modifications in ocean
and coastal circulation patterns.

Politicians, through the Montreal accord concerning the emission of CFCs and Agenda 21 of the
Rio Summit, have recognised the need to address these potential changes and to quantify their
potential socio-economic implications for mankind. They have decided to take action to
develop sustainable policies concerning the exploitation of renewable and non-renewable
resources and to adopt measures to reduce emission levels of harmful gases, such as carbon
dioxide.

In order to refine and monitor the effect of such policies environmental managers require access
to data on a variety of scales. These range from the global scale - where access to concentrations
of phytoplankton enable scientists to postulate the level of carbon dioxide draw-down into the
ocean that is happening on a seasonal and annual basis; to the local scale where riverine
discharges need to be monitored for sources of phosphates and nitrates that can have a major
impact in a limited area. Applications vary from monitoring the dispersion of sewage outfalls,
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to observing the area affected by the emissions from a power station, through land-use studies
(including urbanisation), to agriculture and studies of the coastal zone.

1.3 Natural Phenomena

The Earth is a complex planetary ecosystem where physical, chemical and biological processes
sustain a diverse range of life forms and habitat. Many of these processes arise as a direct result
of the large quantities of energy that we receive from the Sun and, to a lesser extent, forces that
arise due to the alignment of the Moon and the planets in our solar system, such as tides.
Evidence derived from Antarctic ice cores, going back over 160,000 years, show that the Earth's
temperature closely tracked levels of methane and carbon dioxide in the atmosphere. Whilst
the exact nature of the mechanisms that create this high degree of correlation is poorly
understood they do reveal links to subtle alterations in the orbit of the Earth around the Sun.
The theory behind these observations is known as the Milankovitch hypothesis. This suggests
that over periods of 96,000years - where the eccentricityof the Earth's orbit changes, through
periods of 40,000years - where the tilt of the Earth's axis of rotation varies (referred to as the
obliquity of the eccentric),to the periodic precession of the equinoxes (21,000years) the levels of
radiation receivedby the Earth is altered.

These differencesin the levelsof energy entering the planetary system effect the processes that
control our ecosystem, such as ocean circulation patterns, climate and sea levels. They also
create a background of continuous climate change that occurs as a result of natural forces. In
addition to these periodic and relatively slow changes to our climate system, events - such as
large scale volcanic eruptions, earthquakes and severe floods - have the ability to have
devastating short term implications on the environment and a local economy. Famous events,
such as the El Nino Oscillation in the southern hemisphere, also serve to heighten our
awareness of the potential economic consequences of climate change; where clear evidence
exists of the local impact on fisheries. These examples illustrate the need to understand these
processes in more detail, to forecast their occurrence and likely effects (risk assessment), and
devise suitable approaches to minimisetheir economicand environmental consequences.

1.4Anthropogenically Induced Changes

In recent years anthropogenic changes have been recognised as having the potential to
significantly increase the rate of change ofwarming of the Earth - over and above that already
occurring due to natural phenomena. Reportspublished by the IPCC,(seeHoughton et al, 1990
and 1992),suggest that global sea levels have risen by 10-20cm and the mean surface air
temperature has increasedby 0.3°Cto 0.6°Cover the last 100years. These changes are broadly
consistentwith those that would be expected fromclimatemodels using known levels of carbon
dioxide emissions since the time of the industrial revolution. However, these changes are also
within the bounds of natural climatevariability. Our challengeis to isolate the changes that are
caused by natural causes and those which are linked to anthropogenic forcing. To do this we
need accessto a long time seriesof observationsmade on a globalbasis.

Concerns over the potential long term impact of anthropogenic-induced changes to our planet
at local, regional and continental scales have resulted in governments all over the world
approving budgets for long term space missions that are capable of monitoring any changes
that might occur. These spacemissions will deploy a variety of sensor systems. Somewill be
linked to previous missions. Others will be steps into new domains where repetitive global
measurements have previously not been available. These sensorswill operate on a global scale
to monitor, at scales hitherto not available spectrally and spatially, changes in: atmospheric
chemistry, biodiversity, sea levels, sea surface temperature, ice sheets, tropical rain forests, the
extent of deserts and coastal regions. The scale,frequencyand resolution of these observations
poses significant challenges for technologists. Their task is to design the ground-based
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infrastructure that allows operational, research and commercial users to access the data in ways
that will enable them to use it effectively.

2. A Global Environmental Monitoring Network

2.1 Application Networks Operating at a Global, Regional and Local Scale

Internationally, governments are showing signs of recognising that the formulation of effective
and sustainable environmental policies requires access to long term datasets, predictive models
and socio-economic forecasts, that describe and assess the interaction of the physical, chemical
and biological processes that control our planetary ecosystem.

Whilst important, long-term monitoring is not the only use of environmental data that can be
made by decision makers. Often access to data is required in near-real-time in order to respond
to disasters that can have a big effect upon the local population. These include: flooding events,
volcanic eruptions, earthquakes, tidal surges - that are coincident with low pressure areas, and
large scale pollution incidents, such as the recent Braer disaster. There is also a growing interest
in government agencies in the potential use of near-real-time data to assist in the monitoring of
coastal areas. Using the 'polluter pays' principle there is a great deal of interest in establishing
networks that can assist in the effective deployment and operation of airborne based sensor
systems whose task is to monitor coastal zones. In the wake of Lord Justice Donaldsons Report
on the Braer disaster research has been initiated into the potential use of satellites for
monitoring Marine Environmentally High Risk Areas (MEHRAs), see Sloggett (1994c). This
aims to use Synthetic Aperture Radar (SAR)data from ERS-1satellite to monitor maritime areas
that are deemed to be important biomes, such as wildfowl wintering habitats, fishing grounds
etc. The aim is to establish, in the future, dedicated satellite missions with an optimised sensor
suite, perhaps comprising a SAR and an imaging spectrometer, to monitor these key areas
routinely. Such a mission could well fall within the framework of the Earthwatch concept
outlined by the European SpaceAgency (ESA),see EARSeL(1994).

To support effective decision making, data and information derived from in-situ, satellite and
airborne sensors, needs to be integrated with models to provide nowcasts or forecasts of the
development of different types of event. In this way decision makers can be provided with
information that enables them to take effectivedecisions in a timely way.

Initiatives, such as GEDN, GOOS and GCOS, are designed to be part of a global monitoring
network that would be able to provide secure archives for historical data and access to near­
real-time observations of the environment in those applications where it would be useful, such
as disaster monitoring.

Whilst many initiatives exist to help increase access to data on a global scale the agencies tasked
with their development face many problems. Budgetary limitations pose the most serious
constraints on the planners. The lack of any significant new sources of finance for these projects
requires that the maximum use be made of existing and planned infrastructure developments
on a national and regional scale; a case in point being the development of proposals for the
EuroGOOS project; (see Flemming et al, 1994). Global networks will evolve from the
interoperability of regional networks that are being established in, for example, Europe, Japan
and the United States.
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2.2 The European Earth Observing System (EEOS)

The joint ESAand European Commissioninitiative on the EEOSis hoped to be one element of
the GEDN. At a recent Workshop in Cambridge, organised by the British Association of
RemoteSensingCompanies (BARSC),Sloggett (1994a)suggested a potential mission statement
for the EEOS.Thiswas:

'The European Earth Observing System is the infrastructure that enables the
operational, research or commercial use of information derived from Earth observation
data by organisations responsiblefor the development of policies or activities concerning
the sustainable exploitation of renewableand non-renewable resources in Europe and its
international economicand cultural partners.'

This proposed mission statement highlights a number of key points that are important for the
development of the EEOSelement of the GEDN. The first of these recognises that the EEOS
should provide an infrastructure that can supply a wide range of different user communities.
The second point highlights the utilisation of information derived from the data. The third
point emphasises the role of the EEOS in formulating effective approaches to resource
management and the last point draws attention to the need to work within an international
context. The four elements of the proposed mission statement establish some necessary drivers
for the design and development of the EEOS.

In common with our international partners needs to build upon existing projects and
infrastructure the EEOSwill have its roots in a number of established activities. These include
the current ESAground segment for missions such as ERS-1,NOAA AVHRR,Landsat and
Coastal Zone Colour Scanner (CZCS). In the case of the ERS-1mission important facilities
include the Processing and Archiving Facilities (PAFs),the user services at ESRIN and the
network of ground station facilities;see Sloggett (1989). In the case of the other missions the
archives ofCZCS,Landsat and AVHRRdata at ESRINare also important.

ESAis also planning to build upon these facilitiesas it creates the ground segment for Envisat.
Once developed this ground segmentwill also becomepart of the EEOS. It is therefore possible
to envisage that ESAwill be responsible for establishing the data provider side of the EEOS,
concerned with the access to data derived from satellites. Theymay also provide the facilities
required to support the near-real-time users of the EEOSwhere data will be turned into
information once it reaches the ground.

With ESA providing access to the satellite data, and in some cases the near-real-time
applications infrastructure, the European Commissionhas to address the facilities required to
support the users who wish to gain accessto non-satellite-baseddata. This is one of the roles of
the proposed CEOproject planned within the Fourth Framework Programme of the European
Commission.

2.3 The Centre for Earth Observation Project

The European Commission and ESAhave agreed that the element of the EEOSthat will be
provided by the Commissionis the CEOproject,seeChurchill and Hubbard (1994).Thisproject
is currently being coordinated by a team drawn from all over Europe that is located at the Joint
ResearchCentre at Ispra, Italy. Theproject is currently in a pathfinder phase where a number of
studies are being undertaken to build upon a feasibility study contract that was undertaken by
an industrial team in 1993. These more focused study programmes are based upon a two­
pronged attack on the users requirements for access to data and information that is available
from a CEO system. The first of these has taken four application-based areas covering the
coastal zone, marine radar altimetry, forestry and agriculture and the atmosphere and is
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studying the service provisions that should be made available by the CEO to each of these
communities. The second line of attack is to undertake a series of horizontal studies - that
reflect economic and regional groupings of countries - to analyse more general requirements for
access to Earth observation (EO) data.

In undertaking all of these studies the CEO team hopes to build up a more complete
understanding of the characteristics of the infrastructure required to encourage and support the
widest possible use of EO data, and the information derived from it, across Europe. This desire
reflects concerns within the European Commission on the level of exploitation of EO data that
has been achieved to date. It also recognises the increased volumes of data that are going to be
available over the next decade as missions such as Envisat are launched.

In seeking to establish an infrastructure designed to encourage greater use of EO data the CEO
team has to balance the needs of operational uses of information derived from EO data with
those of the research community. This poses some interesting problems for the CEO team. At
one end of the spectrum there will be a need to exploit data from a variety of sources to generate
information in both near-real-time and off-line. At the other end of the spectrum there is a need
to support research groups who wish to access data sources, such as meteorological data over a
test site. One typical example would be to have access to atmospheric pressure, temperature,
wind speed and direction information. These are important geophysical parameters for a wide
range of applications subjects.

Operational users, such as agencies of the European Commission, will require a range of
services from the CEO. The near-real-time services include monitoring oil spills and Harmful
Algae Bloom (HAB) events, flooding, active volcanoes and forest fires. The off-line monitoring
networks would still cover some of these applications areas. For example it is possible to
envisage that the frequency of monitoring of an area, such as a volcano or coastal region, would
increase when indications, derived from other sources, showed increasing probability of an
event occurring. Interferometric SAR observations of the swelling of a volcano prior to its
eruption, indications of the existence of the right conditions for a HAB to occur, and knowledge
of high levels of rainfall could all be used as external indications of the need to activate a near­
real-time service to the appropriate authorities.

One of the founding concepts for the CEO project outlined by Simpson and Elkington (1993) has
been the concept of a federated architecture. This envisages an infrastructure where any
research group, operational or commercial user can join the CEO as an equal partner both in
terms of data provision and data consumption. In publishing their own datasets a user adds
value to the network by allowing other users to access measurements of the environment that
have been made, often in a restricted area. Research scientists gain value from comparing and
contrasting results they obtain with those observed by other groups working in similar fields.
Often they are looking for validation, or confirmation, of their own findings and conclusions. In
those cases where the findings may differ they seek to understand the physical, chemical and
biological processes that might explain contrasting results. It is envisaged that the CEO can be
an important framework that will support research groups working together in this way. The
aim must also be to ensure that the maximum benefit is obtained around Europe in this regard
as budgetary pressures require that limited resources are spent wisely.

Another important development in contemporary science is the need for researchers that have
traditionally been associated with a specific field of science to understand external forcing
functions and factors that effect their own area. In the coastal zone interfaces exist with the
atmosphere, the oceans and the land. Research groups working in the coastal zone have to
understanding the effects each of these interfaces can have as they seek to understand the
processes involved in their application. As we consider the Earth as a global ecosystem it is
important to recognise that this is linked with land-air, ocean-air and land-ocean interfaces that
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control the movement of natural and anthropogenic sources of materials through our
environment. This is one area where the CEO project can help provide important new
interfaces that cross the boundaries of traditional disciplines.

2.4 Some Fundamental Features of an EEOSt

In analysing the likely final operational and research goals for the EEOS it is clear that there are
a number of fundamental principles that must be taken into consideration. The first of these is
the recognition that operational services will require the integration (or fusion) of data from
several sources in order to provide access to reliable information sources. Often the approach
outlined in this paper of using models and observations of the environment in tandem requires
that the models use data from a number of sources, notably meteorological data. In areas such
as - forecasting crop growth, the movement of oil on the surface of the sea, predicting the area
affected by a release of chemicals from an industrial plant, and deciding upon the scale of floods
that might occur in a given river basin - a common theme emerges - access to up-to-date
meteorological data. Our analysis suggests that this is one of the fundamental data sources that
will be required to support operational and research activities within Europe.

A second principle is that of adopting standards to the way in which data is documented and
catalogued within the EEOS environment. The creation of a federated or even semi-federated
architecture of data suppliers and consumers and information consumers requires that a high
degree of interoperability be established within the network that supports the EEOS. In
attempting to implement such an infrastructure one is bound to be constrained by a large
number of factors, such as the existing investments in database systems and technologies made
in a number of the data suppliers that might join the network.

A third principle is the need to recognise the requirement for locally-based services that can take
account of local phenomena. Variations in bathymetry, meteorological conditions, upwelling,
the position of the thermocline, concentrations of nutrients and other sources of food, levels of
salinity and oxygen in the water and the local nature of aerosols in the atmosphere all represent
examples of very localised effects that must be taken into consideration when generating
information from data. If, for example, we take the case of measuring accurately the levels of
chlorophyll in the water using an ocean colour instrument, such as the CZCS, we need to take
account of localised atmospheric conditions - ozone concentrations, aerosols and air pressure -
in order to remove the 90% of the signal that originates from the atmosphere and access the 10%
that is derived from the ocean surface.

A fourth principle applies to both the EEOS and the CEO. This is one of making data more
easily accessible to users, see Gudmansen et al (1994) and Sloggett et al (1994b). It is possible,
within the context of EEOS and CEO to envisage several developments that will help users gain
access to data that is relevant to their needs. This paper proposes three that could be important.

The first of these is the introduction of advertising agencies (or data brokers) for data. These
data brokers would be facilities who hold catalogues (or summaries) of data held in specific
locations or archives. Their task would be to link users - who may place a fairly general query
for data with the network - with archives (or data providers) who can supply data that meets
their query. It is worth noting that this may require data queries to be broken down into parts
that might be answered from different archives. A second element that should be urgently
addressed in the need to generate high level descriptions of data that is stored within archives.
These high level descriptions should indicate, inter alia, if features exist in the image and
measures of the quality of the image, such as cloud cover.

Sloggett (1994a) and Sloggett et al (1994b) have suggested that it might be possible to develop
algorithms that filter the data as it is received at the ground station to detect key features of
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interest in a scene. These algorithms are known as agents. Their task is to detect specific
features in an image, such as an algae bloom, an excessive level of sediment, a forest fire, a
significant change in the land surface etc. Once detected the data descriptors for the image
would be updated to reflect the content of the scene. Users would then be able to search
archives and catalogues using queries that relate to their real wold problems. It is possible to
envisage a user query containing the following 'please supply me with all data of the English
Channel between March and April 1994 that contain an oil slick'. This query has several key
components. The first is the location - the English Channel. The second is the dates of interest -
between March and April 1994. The third is the feature that is of specific interest - an oil slick.
Contemporary cataloguing systems would not be able to handle such a query as the data stored
in them would not enable an intelligent match to be carried out. There is a very real need for
initiatives, such as EEOS, to address how users could readily structure such a query and have
systems respond to it quickly and effectively.

These key elements of a query, the area, time and type of feature of interest, are all part of the
definition of an Area of Scientific Interest (AoSI) suggested by Sloggett (1994a and 1994b).
Scientists working in a variety of applications areas often conduct their research in limited
geographic regions and between key dates, such as in the spring - when phenomena they are
interested in occur. It is proposed that the EEOS should allow users, such as scientists, to define
their AoSI once and then the system should filter out data that meet that specification. When
data are located that match the users needs they should be forwarded to the user, perhaps in the
form of a browse image, for the user to confirm interest and order the data. Above all else the
EEOS should provide facilities that provide users with new means of accessing data. This will
require some fairly fundamental reconsiderations of traditional approaches to cataloguing
systems and some innovation on the part of users who wish to use the systems. If this can be
achieved the EEOS will most certainly assist in the promotion of the uses of satellite-based data.

3 Environmental Research and Operational Services

3.1 The Role of Research Groups

Research in several of the applications areas discussed so far has highlighted the potential use of
EO techniques in monitoring the environment. The European Association of Remote Sensing
Laboratories (EARSeL) is one of the leading pan-European bodies coordinating research into the
environment across a broad range of applications areas, see EARSeL (1994a).

Research undertaken by EARSeL members often involves studies carried out using a
combination of in-situ, aircraft and satellite data over a key test area. Results are analysed to
gain insights into the physical, chemical and biological processes involved in the region
concerned. The outcome of the research is then often expressed in the form of models of the
basin and regional scale effects. Once refined these models can form the basis of an operational
infrastructure which uses satellite, in-situ and airborne observations of specific instances in time
to initialise the model and enable nowcasts to be made of the future development of a process
being studied. This linkage of intensive monitoring of the processes involved in a local area,
through model development and exploitation, is a classic evolution of scientific understanding
into operational use of observations from a number of sources. It also highlights key
ingredients of the EEOS infrastructure.

Following a grant from the European Commission EARSeL established a working group under
the leadership of Professor Gudmansen of the Technical University of Denmark to look into the
users views on satellite data accessibility and archiving, see Gudmansen et al (1994). Their
study used a number of test cases covering a number of applications areas to investigate the
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issues arising for users in the development of infrastructures such as the EEOS and CEO. Key
drivers that emerged from the study included a need to recognise the distributed nature of data
in Europe, the need to develop standards for data and information exchange, the need to
establish long-term archives for data in Europe and the development of standard user terminals
that provide common toolkits for data location and processing.

3.2 Priorities for the European Commission

The European Commission (1992), through its paper COM (92) 360 Final concerning future
space policy and actions has established its priorities for the use of EO data. These priorities
have been agreed with the European Parliament. They aim, through a number of initiatives
contained within the Fourth Framework Programme, to demonstrate the role of EO data in the
daily lives of the European tax payers, who have funded space research to date. The emphasis
is on the operational uses of EO data that assist in the development of policies and procedures
for the effective deployment and use of resources in the environment.

Contemporary public opinion on the state of the environment is often linked to the pictures that
we see on television each night and to the public's perception of localised 'changes' in our
environment, such as water rationing due to a lack of rain, 'warmer' summers, and extreme
events- such as the famous storm that occurred in the United Kingdom in the late 1980s.

In order to respond effectively to increasing public concern on the state of our environment,
governments, their agencies and pressure groups require access to quantified and validated
observations of the environment on a routine basis. Research groups need to know of the
results of other groups work in order to decide what new vistas to explore in their own local
activities. Government agencies require long term operational access to information that
provides quantifiable insights into changes that are occurring in the environment. This is where
EO has a real role to play.

The effective use of data from a variety of sources, such as satellites, in-situ observations, and
aircraft is fundamentally dependent upon the existence of an infrastructure that provides users
with an ability to easily access data stored in a number of geographically disparate locations, see
Black et al (1992). The CEO project is one element of such an infrastructure. Elkington and
Simpson (1992) have recognised this need and proposed the development of what they referred
to as a federated architecture.

This argument has been developed further by Sloggett et al (1994b) in the course of the
OCTOPUS study contract undertaken for the Space Policy Unit of the Commission's DG XII.
Some of the ideas from the study were presented at a BARSC workshop on 'Exploiting the data
explosion' in Cambridge (September 1994) and developed into a full scale proposal of a Coastal
Information Service (CIS) at an EARSeL workshop on the coastal zone in Delft (October 1994).

3.3 The Information Requirements of Decision Makers

Decision makers require access to quantified information about the nature of the changes that
are occurring within our environment. Agencies, such as the recently formed European
Environmental Agency (EEA) are mandated to collect information on the state of the
environment and report this to the European Parliament in order for them to enact policies that
will encourage sustainable development of key resources (see EEA 1994a).

Recently particular concerns have been voiced over the increasing level of development that is
occurring within the coastal regions of Europe - with over 50% of the population living within
50 km of the coast and serious socio-economic pressures likely to occur along the southern rim
of the Mediterranean Sea.
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The European coastline is over 143,000 km long and is very diverse. Ranging from the northern
Arctic shores of Norway to the the Mediterranean Sea and from the eastern Atlantic to the Black
Sea, the European coastlines are subject to a variety of pressures, both from the climate and
from mankind. The Dobris Assessment (see EEA 1994b) and the European Land-Ocean
Interaction Studies (ELOISE) Science Plan, (see Cadee et al, 1994) have highlighted some of the
specific details of the pressures on the coastal zone.

The EEA Dobris Assessment highlights the lack of an effective coastal management strategy and
points to increasing levels of coastal pollution, eutrophication, the conflict of uses in the coastal
zone, over-exploitation of resources, and lack of control of off-shore activities. The ELOISE
Science Plan highlights similar areas with an emphasis on the development of sustainable
approaches to the management and exploitation of the coastal zone. However, in order to
derive an effective approach policy makers require access to accurate and quantified
assessments as to the extent of the problem and the socio-economic consequences resulting, in
order that they can make informed decisions that encourage a sustainable approach. One way
to do this would be to develop within Europe a Coastal Information Service that provides access
to the information required by policy makers.

3.4 A Coastal Information Service

Given the emphasis upon the coastal environment it is appropriate to consider the role satellites
might play in providing operational services to users with responsibility in coastal
management. Their interests can be broadly classified into one of two areas. The first group is
concerned with near-real-time use, for example sediment transport. The second group are
interested in long term changes such as in levels of eutrophication, pollution, sea level and
water quality.

Satellite-based instruments have been shown (see ESA, 1994),to offer an important source of
data on coastal regions. Sensors such as the Along Track Scanning Radiometer (ATSR) offer
important insights into the thermal structures that exist in the sea. This is known to be of
importance for applications in fisheries. Ocean colour sensors, such as those proposed for the
SeaWiFS and Envisat missions, will provide access to information on water quality and
sediment transportation processes in coastal regions. Radar altimetry has been shown to
provide important insights into tidal processes and currents. SARdata has also been shown to
provide important insights into local bathymetric conditions, pollution and wave structures.

It is possible to consider establishing a European-wide Coastal Information Service that
combines satellite data, in-situ measurements, models of the physical, chemical and biological
processes in the coastal region, and airborne sensors. This combination or fusion of data would
provide a range of information streams to end user agencies. Some would provide near-real­
time services, providing for example information on the location and extent of a pollution event,
whilst others would provide long term statistical summaries that would be of use to agencies,
such as the EEA,whose task is to take a slightly longer term look at trends, as part of a process
of quantifying the state of the environment. The Coastal Information Service envisaged would
be one example of the types of services that could emerge from the EEOSand CEOprojects.

4. An Operational Coastal Pollution Monitoring Network

In formulating the approach to the CEO, the European Commission project team has considered
very carefully the methodology that should be adopted for the current pathfinder phase of the
project. Instead of adopting a traditional system engineering approach the CEO project team
has decided to embark upon a number of experiments or demonstration activities that connect
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together data providers, such as satellite ground stations and their associated archives,
processing chains (that are capable of extracting accurate geophysical parameters from a
combination of data providers), and end users of the informationderived through this process.

An example of a potential demonstration activitywill illustrate this philosophy. Sloggett (1994c
and 1994d)has outlined the concept ofa EuropeanOil SpillMonitoringNetwork as one element
of an overall CEO infrastructure; see Figure 1. It is envisaged that this is based upon a number
of existing facilities that are able to interoperate through the infrastructure provided by the
CEO. A single ground station would be used to receive raw ERS-1SARdata. The raw data
would be reduced to an image using a SARprocessorat the ground station. Thiswould then be
passed, within the satellite ground station, to an automated processing capability where oil
spills would be reliably identified. Information on the location and size of a spill would be
passed directly to end-user pollution monitoring agencies. It would also be transmitted, see
Figure 2, over a network, to national modelling centres - with access to meteorological and
coastal information (tides, currents, bathymetry, etc.) - that are capable of forecasting the
trajectory of the slick and assessing its potential threat to beaches, wildlife reserves, fisheries
and aquaculture facilitiesand areas of outstanding natural beauty, etc., see Figure 3. End user
agencies, such as those charged with coastal protection, would receive this information and
integrate it, within a workstation environment, with data describing local habitats. In the UK,
the RoyalSocietyfor the ProtectionofBirds (RSPB)is known to have created such a database of
the main bird wintering areas and breeding grounds in our coastal waters. This database in
addition to those created by organisations such as the Institute of Terrestrial Ecology(ITE)and
within the European CORINEprogramme (seeWyatt, 1994)-would provide an excellentbasis
for such an analysis of the sensitivityofeach coastline.

Research reported by Sloggett (1994cand 1994d)is providing evidence that such an oil spill
monitoring infrastructure may be feasible. Algorithms have been devised that locate areas in
the seawith reduced radar cross sections. Theseare then screenedusing contextual data within
an overall framework based upon evidential reasoning. This screening process is the major
component of the algorithm, as it removes areas of reduced radar cross section that are not oil
slicks. These arise due to, inter alia, wind shadowing effects, surface films - such as fish oils
and algae, and wakes from ships in the area. Theseareas could, if not eliminated in the process,
create false alarms that would be reported to the agencies concerned. This would not be
acceptableto them as they require reliableinformationon the locationand size of spills.

A key parameter that is also of great interest to the agencies concerned, and one that effects
directly their response strategy, is the type of oil. Experiments reported to date by Sloggett
(1994cand 1994d)have shown that it is difficultto envisagehow the type of oil couldbe directly
derived from the ERS-1SARobservations. With its single frequency of operation and single
polarisation it is not a sensor with a wide spectral coverage. However, Sloggett (1994d)has
suggested that it might be possible to infer the type of oil through a combination of models and
observations. This research is just starting. Its aim is to discover features within a slick that
might indicate, albeit on a coarse scale,the type of oil;for example in the range light,medium or
heavy crude. It is possible that by combiningthe way the oil is dispersing with a knowledge of
the local wind/wave forcing we can assess what type of oil would respond to such an
environment.

This combination of satellite data, an oil spill prediction model and access to local tidal and
meteorological data contains the classicingredients of a demonstration activity that would form
one element of an overall CEOcapability in the future. This integration of data to produce a
reliable information stream has been referred to as a Value Added Centre (VAC)which, in
many ways similar to the CEO, is not a centre per se but an amalgam of data, services and
projects working together in concert to supply an end-user with a very specific stream of
information.
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15Dec Session F • Data and communications requirements of the
ICSC-World Laboratory (D Sod~nnan, Euro-
pean Science Foundation)

Data and Communications Requirements of the
ICSC-World Laboratory Mediterranean Research Centre

JK Daniel SOderman, ICSC-Worid Laboratory, Erice

l. INTRODUCI10N

The ICSC-World Laboratoiy Meclitemnean Research Centre, hosted by the Centro di Cultw-a
Scientifica 'Ettore Majorana' (CCSEM) in Erice (near Trap~ Sicily) comprises ICSC-World

Laboratory Project El\1ME-l ("Emergency Meteorology Centre for Developing Countries of the
Mediterranean Area") and Project LAND-3 ("Protection of Coastal Marine Environment in the
Southern Mediterranean Sea").

Projects EMME-1 and LAND-3 are funded by the Italian Ministry of Foreign Affairs from its
voluntary co-operation funds. They are therefore primarily concerned with science and
technology transfer to developing countries in the Mediterranean region, and associated
education and training.

During the last few years a state-of-the-art computing and visualisation laboratory in support of
the R&D and training activities has been established in Erice. The mam components of the

UNIX-based computing facility are a Convex C220 mainframe. five high paformance graphical
workstations and an Ethernet-based local area network with a number of X-terminals and PCs

for access to the C220 and the workstations. In addition there are permanent external links to the
European Centre for Medium-Range Weather Forecasts (ECMWF) via ITAV - Servizio
Meteorologico in Rome, and to the INTERNET.
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3. PROJECT LAND-3

The following hydrodynamic and ecological models have been or are being implemented on the
Erice computing facilities for application to the Mediterranean Sea as a whole and/or to limited
areas of particular interest:

(i) the Princeton Ocean Model (POM), developed by George Mellor and collaborators at
Princeton University

(ii) the Ocean Isopycnal Model (OPYC) developed by J.M.Oberhubcr at the Max·Planck
Institute for Meteorology in Hamburg

(ill) the FINEST ecosystem and water quality model originally elaborated by Finnish and

Estonian scientists for the Gulf of Finland

(iv) the EIA (Environmental Impact Assessment Centre ofFmland) integrated hydrodynamic;
and watel' quality model.

Interfacing between hydrodynamjc and ecological ocean models should be: particularly stressed.

Projects .EMME-I and LAND-3 work in close collaboration in a number of areas, such as the
simulation of the uptake, transpon and deposition into the Mediterranean Sea of Saharan dust

and the planned joint establishment of an environmental data base for the Meditaranean area
using the NEONS system developed byNRL Monterey as the foundation.

4. EMME-1 EXPERIMENTALPRODUCTS(TARGETDATE 1JUNE1995)

It is envisaged that the Project ~1 product set to be produced in .Eric:e for the benefit of
Project LAND-3 and, as required, for other centres in the region, will include:

423
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6. COMMUNICATIONS REQUIREMENTS

The communications requirements include appropriate links to the WMO/GTS, the INTERNET

and to ESA/ESRIN for selective data acquisition in almost real-time. As regards the data to be

produced by the World Laboratol)' Mediterranean Research Centre in Erice. there is a need to

disseminate, with minimal delays, typically 50-500 grid point products in standard WMO/GR.IB

fonn to some 30 centres in the Mediterranean region. The volume of one WMO/GRIB product
is typically 5,000-10,000 Bytes (octets). However, in the short term this information will in fact

in most cases be disseminated in chart form by telefax. Some of the more interesting products

(such as forecasts of the movements of Saharan dust and high resolution forecasts for

Mediterranean sub-areas) will most probably also be made availableby means of the World Wide

Web over the INTER.NET.
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GOOS Perspectives on Earth Observation Data
Name: J.Withrow (E-mail:J. Withrow@omnet.com; J.Withrow@gateway.omnet.com)
Affiliation: Intergovernmental Oceanographic Commission of IOC/ UNESCO
Abstract:

The Global Ocean Observing System (GOOS) is conceived as a global framework for systematic ocean
observations to meet the needs for forecasting climate variability and change; for assessing the health or state of
the marine environment and its resources, including the coastal zone; and for supporting an improved
decision-making and management process - one which takes into account potential natural and man-made
changes in the environment and their effects on human health and resources. GOOS will utilize operational
observing methods including both remote sensing and in-situ measurements. Since it is global it will and must
rely heavily on remotely sensed (satellite) data using presently available parameters and encouraging continued
technological development of additional sensors and applications. GOOS is based on operational, oceanographic
observations and analyses, timely distribution of data and products, data assimilation into numerical models
leading to predictions, and capacity building within participating Member States, especially in developing
countries, to develop analysis and application capability.

Full paper:

Introduction
Earth observation by satellite is becoming an essential tool in the management of the Earth's ocean resources, and
for the study and monitoring of climate. Space-derived information is also of increasing value for the
implementation of public policy with regard to the ocean, especially in coastal areas. While the potential and
importance of Earth observation to contribute to the understanding and management of the Earth's resources are
very high, there is at present potentially incompatible or conflicting policies regarding the management, supply
and exchange of data.

Today we are experiencing unprecedented pressures on our natural resources. Sustainable development of these
resources is hindered by our inability to detect emerging environmental problems at an early stage when remedial
measures are still possible. Nowhere is this inadequacy so pronounced as in the marine area. Global energy cycles
and the biological processes upon which all life depends are critically influenced by the ocean. Governments
collectively are only now beginning to recognize the complexity and interdependence of all aspects of the system.
This complexity and interdependence is a key issue in addressing the coastal zone as noted by intergovernmental
and scientific discussions and workshops. Systematic global observations of the world oceans are required to
improve our knowledge and predictive capabilities which will be the basis for more effective and sustained use of
the marine environment, with the associated economic benefits.

The late 80's and early 90's have seen a tremendous evolution in our way of thinking about oceanography: in
addition to pursuing research, we are entering the era of operational oceanography, which we now call GOOS or
the Global Ocean Observing System. This, of course, has a large impact on the way we envisage the observation
of the ocean, including from space. We will need, more and more, repetitive satellite missions, and we will need
such missions for decades to come. We must be able to move quickly from experimental satellite sensing
activities to operational activities. We simply do not have years to mull over the results of a mission such as
SeaSat before launching the next. In some cases, such as TOPEX-POSEIDON, we are looking for a follow-on
mission right now even though the platform has only been in space for a little over two years. Unfortunately, it is
not sufficient to say that we need all that: behind such a request, a pretty large amount of money is involved and
we have to convince politicians and decision-makers to make this money available. To do that, we have to be
imaginative and use present day research results that show where we are going and why it is important to go
there.
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The oceans and coastal terrestrial areas interact intimately. The ecological systems of the coastal areas, as well as
the socio-economic development of these areas, are heavily influenced by the conditions created by the proximity
of the oceans. Nowhere is this mutual interdependence and influence more evident thanin the coastal and
near-shore zones of the Tropics. Population density and population growth are highest near the coastal zone. In
southeast Asia, 65% of all major cities are located on the coast. In the case of many small island countries such as
those surrounded by the Pacific Ocean, the Indian Ocean or the Caribbean Sea, the entire land area can be
classified as a coastal zone. By the year 2000, it is estimated that the world population will double to some 10
billion people and that 75% will live within 60 kilometers of the coast.

Food from the sea contributes to national food security and a healthy diet. Sixty percent of those in developing
countries obtain the majority of their protein from fish; in Asia, over one billion people depend totally on fish for
animal protein. Coastal industrial and economic development expand as nations seek higher standards of living,
and populations look to the sea as an invaluable and seemingly plentiful source of food to harvest. But
degradation of critical habitats by over-fishing, land reclamation, drainage and coastal construction threaten
marine fisheries and the health of the ocean. Destruction of these habitats and ecosystems in the Tropics has been
compared to the deforestation of the tropical rain forest. Much of the mangrove forests in tropical countries such
as Ecuador, Indonesia, Thailand and the Philippines has been destroyed in the past ten years. In the 1980's, the
Philippines lost 108,000 of its 146,000 hectares of mangroves. Data indicate that coral reefs are also severely
stressed. A coral reef survey in the Philippines found only 5-6% in good condition in 1985. There is a direct
correlation between the quantity of fish yields and the state of coral reefs.

Recognizing the importance of international cooperation in research and monitoring, the IOC promotes marine
scientific investigations and related ocean services with a view to learning more about the nature and resources of
our oceans and coastal areas.

The Commission focuses on three major objectives:

To promote and coordinate multinational, cooperative investigations in the broad fields of oceanography and
marine science;

To provide ocean services to Member States, including data exchange networks, observing and monitoring
stations, and analysis and forecasting of oceanic conditions that affect coastal areas, such as tsunamis, storm
surges and El Nino episodes;

To foster national capacity building in marine sciences and oceanography through education and training,
voluntary cooperation and partnerships.

Climate
In addition to coastal resource development, it is now acknowledged that a key to resolving the uncertainties of
climate change lies in the long memory of the oceans. Any possibility of predicting the evolution of climate
beyond a few weeks demands that ocean behavior be taken into account. This recognition is reflected in the
decisions of the United Nations Conference on Environment and Development, and plans are now being made to
address these uncertainties.

There is still much that we do not know about the ocean and its role in the earth's climate. Uncertainties
surrounding climate change are interrelated and therefore have to be considered as a whole. This approach is
reflected in the Framework Convention on Climate Change which calls for "...research, systematic observation
and development of data archives related to the climate system and intended to further the understanding and to
reduce or eliminate the remaining uncertainties ...". As for the ocean, we do not know exactly what needs to be
measured on a sustained long-term basis and where. But government leaders have agreed that we cannot wait for
all of these answers before embarking on the GOOS effort.

The oceans are both a source and a sink for carbon dioxide and other "greenhouse' gases. The response of the
atmosphere to increased greenhouse heating is clearly tempered by the uptake of heat and carbon dioxide by the
ocean. The ocean also drives the global cycle of evaporation and rainfall. Any possibility of predicting climatic
variability requires that ocean conditions be taken into account. While some progress is being made in
understanding the role of the ocean in climate variations, more attention must be given to observations of
properties and processes in the upper ocean, in the mid-depth regions and at great oceanic depths to improve



climate change predictability. The effect of the ocean on the atmosphere can be either to moderate or intensify
change or variability in the climate. Global ocean observations will reveal the ocean's memory. They will provide,
for example, a description of the global circulation of heat and water in the ocean and their exchange with the
atmosphere. :

Climate change and variability occur over a broad range of time scales from seasons to decades and centuries.
Variability in the atmosphere and the oceans has been measured over time scales of hours to days to weeks to
seasons to decades. Natural variability in the climate is so extensive that it has so far masked changes caused by
the anthropogenically enhanced "greenhouse" effect. Natural changes are also extremely important economically
and socially, and their impacts are especially strong in poorer regions of the world. These changes call for
improved monitoring on a global scale.

427

Decadal-scale changes in the ocean have recently been identified which may be the effect of greenhouse
warming. Because of the lack of adequate historical data, we are only now recognizing this variability. We need
records of all parts of the climate system over decades to answer these questions with any assurance. Each year
meteorologists receive over 20 million sets of data describing the atmosphere. The picture for the ocean is, by
contrast, quite bleak. Huge areas of the ocean are "datafree".

Changes inside the ocean - at all depths - must be observed in order to predict changes in sea surface temperatures
which provide an important boundary condition for the atmosphere. We also have to know more about the ocean
margins and the land-sea interface. Adequate predictive capability here is especially important. In planning
GOOS, we have to keep in mind that the scales of ocean and atmospheric forcing are quite different for shallow
and for deep water. For successful climate forecasting, we need to know more about coastal processes and coastal
ecosystems.

The most well-known example of climate variability is the "El Nino" phenomenon regionally, or what is known
as ENSO globally. It is now recognized as the most dominant element of the interannual variability in global
climate. In 1982-83 effects of the strongest ENSO event of this century were felt world-wide. Droughts and
floods caused crop failures in many countries. Under the Tropical Oceans-Global Atmosphere Program, an
extensive ocean observing network has been set up in the tropical Pacific which accurately predicted the onset of
the last El Ninos. Peru, concerned with the impact of El Nino events on its economy because of extensive losses
suffered in previous El Nino periods, is making certain crop decisions based on these climate forecasts in order to
at least sustain crop yields. This national experiment is an example of the use which may be made of adequate
ocean data when retrieved on a permanent and a global basis. Recent TOGA reports have identified a negative
correlation between the Indian summer monsoon precipitation and the sea surface temperature in the equatorial
Pacific. How will ENSO phenomena change if heating patterns change due to greenhouse gas concentrations?

The Global Ocean Observing System
Remote sensing is an essential part of the Global Ocean Observing System and it is essential that we start
developing GOOS now as a global framework for systematic ocean observations to meet needs for detecting and
forecasting climate variability and change; for assessing the health or state of the marine environment and its
resources, including the coastal zone; and for supporting an improved decision-making and management
process--- one which takes into account potential natural and man-made changes in the environment and their
effects on human health and resources. The planning presently encompasses five modules: (i) Climate
Monitoring, Assessment and Prediction; this module is common with the ocean component of GCOS-the Global
Climate Observing System; (ii) Monitoring and Assessment of Marine Living Resources; (iii) Monitoring of the
Coastal Zone Environment and Its Changes; (iv) Assessment and Prediction of the Health of the Ocean; and (v)
Marine Meteorological and Oceanographic Operational Services. The major elements of GOOS are operational,
oceanographic observations and analyses, timely distribution of data and products, data assimilation into
numerical models leading to predictions, and capacity building within participating Member States, especially in
developing countries, to develop analysis and application capability. GOOS will be developed in a phased
approach: (i) a planning phase including conceptualization, design and technical definition; (ii) operational
demonstrations for each of the five modules; (iii) implementation of permanent aspects of the Global Ocean
Observing System; and (iv) continued assessment and improvement in the individual aspects of the entire system.

As envisaged, this comprehensive and integrated system will provide a mechanism for the coordinated
management of data generated from regular satellite and in situ observations of major physical, chemical and
biological properties of the ocean, including the coastal zone and enclosed and semi-enclosed seas. It will involve
the coordination and distribution of data, information and products to allow for the understanding of ocean
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processes, in particular those relevant to global climate change and climate variability, research and prediction, as
well as to global environment changes and the management and protection of ocean and coastal resources. The
system will be based on the principle of free and open exchange of data and the resulting information and
benefits. The development and application of ocean observing systems must link the data to solutions of problems
at global, regional and local levels.

The systematic coastal information basis to be provided through GOOS will feed directly into coastal area
management. Without such an information basis, there will be no dynamic management. As part of GOOS, the
IOC is also developing a cooperation with UNEP, WMO and IUCN on coastal zone observations of particular
relevance for impact assessments of changes induced by climate variations and other disturbances. Pilot
experiments, including coral reefs mangroves, coastal and shelf seas circulation are underway in different regions.
GOOS comprises a Global Framework for data assembly and dissemination and a number of modular elements
that are both providers and recipients of data to and from the core Global Framework. Four of these modules are
Coastal Area Management, Living Resources, Climate Change and the Health of the Oceans, all of which have
direct relevance and potential interconnections with integrated coastal zone management.

Documenting changes in coastal and near-shore areas has to have a global and interdisciplinary and intersectoral
approach that integrates physical, chemical, biological and geological observations as well as remotely sensed
and in-situ measurements with modelling and socio-economic uses of the coastal zone.

The coastal module will look at the area most likely to be affected first by human influences and where we know
changes are occurring fairly rapidly. It will also complete the suite of observations necessary for global numerical
models. The system will draw on existing and planned data collections and exchange systems, adding
complementary measurements not now take such as biological and chemical observations. A series of
demonstration pilot projects will measure key variables initially. These variables my include:

sea-level changes and coastal flooding
coastal circulation
international mussel watch
assessment of organic carbon accumulation in coastal sediments
river inputs of pollutants
Changes in plankton community structure
benthic communities: coral reef ecosystems
terrestrial vegetation: mangrove communities

Satellite Sensors of Interest
The following chart gives a summary of the sensors, the parameters on interest to the ocean communtiy and the
programs involved.

Surface Wind
Wind Stress

Scatterometer WCRP, GOOS, GCOS,
Ecosystems
dynamics, Harmful
Algal Blooms,
GiPME, LOICZ

Sea Level
Waves
Sea Ice Extent
Ocean Currents

Altimeter WCRP, GOOS, GCOS

SST
Radiation
Precipitation
Sea Ice Extent
Ocean Currents
Water Mass
Identification
Suspended Matter

VIS/IR WCRP, GOOS, GCOS,
Ecosystems
dynamics, Harmful
Algal Blooms,
GiPME, LOICZ
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Atmospheric Water
Sea Ice Extent

Passive Microwave WCRP, GOOS, GCOS

Sea Ice Drift
Waves

SAR WCRP, GOOS, GCOS

Chlorophyll
Productivity
Marine Poilution
Suspended Matter

Ocean Color WCRP, GOOS, GCOS,
JGOFS, CPR/
Plankton,
Ecosystems
dynamics, Harmful
Algal Blooms,
GiPME, LOICZ

WCRP- World Climate Research Program
GIPME - Global Investigation of Pollution in the Marine Environment
JGOFS - Joint Global Ocean Flux Study

Pilot Projects

Indian Ocean

A pilot activity in the Indian Ocean will address three key problems: storm surge statistics, mean sea-level rise
and coastal erosion in three specific areas. The objective is to develop local awareness and skills so that countries
in the region can work together to tackle these problems. At the same time the quality and availability of the data
will be enhanced for regional and global studies.

The system resulting from the project is a response to the requirements identified and actions endorsed in Chapter
17 on Oceans of Agenda 21 of the United Nations Conference and Development (UNCED), which repeatedly
calls for the collection of systematic observations for integrated management and sustainable development of the
marine and coastal areas, in order to address critical uncertainties related to these areas and to climate change
impacts on them. It further calls for development of procedures for comparable analysis, information exchange
and strengthening of national scientific and technological oceanographic commissions, and stresses the
importance of international co-operation in these fields, fostered by relevant international organizations such as
the IOC and UNEP.

The long-term objective of the pilot activity on sea-level change and coastal flooding of the Long-Term Global
Monitoring System is to understand the factors that control the variations in sea-level in the different regions of
the world ocean. In particular, it aims at identifying those factors that are closely related to climate change, and to
study the likely impact of these factors on coastal areas.

From the remote sensing point of view there is a strong need for a sea level product coupled with the availability
of the corresponding altimeter data sets such that the decision makers and managers in the region can benefit
immediately from the product and the scientists can benefit from the use of the data sets. The products and data
sets alone will not benefit the region unless there is a coordinated training program within the region to educate
the decision makers and the managers in the use of the products and information and the researchers in the use of
the data. The ideal program establishes a link between the scientists and managers within the developing
countries and those in the developed countries such that each benefits from the others experience. Without a
balanced program of development on both sides there will not be sustainable development which is the goal.
Complementary to the sea level product could be an sea surface temperature project. This could be accomplished
through the extension of the Global 1 km AVHRR project into the coastal zone. Sea Surface temperature can
often give clues to coastal circulation in addition to other valuable information on fisheries, river plumes, etc. The
development of a network for the utilization of this data would lay the groundwork for the distribution and
utilization of ocean color data as soon as it is available. This effort would be of interest to both GOOS and the
IGBP Land Ocean Interaction in the Coastal Zone (LOICZ) project. Similar projects are anticipated in South East
Asia and South America.

Conclusions
Remote sensing is an essential part of the Global Ocean Observing System and it is essential that we start
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developing GOOS now as a global framework for systematic ocean observations to meet needs for detecting and
forecasting climate variability and change; for assessing the health or state of the marine environment and its
resources, including the coastal zone; and for supporting an improved decision-making and management
process=- one which takes into account potential natural and man-made changes in the environment and their
effects on human health and resources. Merely flying the sensors will not automatically translate into efficient
and effective use of the information. Programs must be put in place to develop the networks to get the data to the
potential users and to train them such that they receive maximum benefit from the information. The goal is
sustainable management of our environment.
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"Remote Sensing, Geographical Information Systems
and the European Statistical System"
Names: Rainer Muthmann, Andre Mangin
Affiliation: Eurostat

Abstract:

Remote Sensing Technics aud Geographical information System (GIS) are important tools for capturing, storing,
retrieving, handling, analysing and displaying localised data (i.e. data with a fairly precise geographical position).
Their use has developed enormously In the last 10-15 years. They are now being used by statistics offices. This
use allows official statisticians to respond to information needs ul many areas where the spatial aspect is
important They also help in the execution of surveys and censuses. Issues considered are the organisational
implications of this extension to statistical work, geocoded data, the supply of "mapping" data and the expertise of
geographers and map-makers.

Full Paper:

The Geographical Dimension of official statistics
Traditionally, the geographic dimension has not been very present in official statistics. The main contribution has
been from census data where the local detail is naturally available, although there are issues of confidentiality and
of how to handle and deliver the data to users in an efficient way. Usually such sub-national data as there are,
have been forced into a straight jacket of standard regions. The reasons for this comparative neglect can be seen
in:

the focus on macro-economic management around a theory of economics which largely disregards the spatial
element;
pressure on resources leading to sample surveys, the results of which are only valid at national or broad
regional level ;
the difficulty in obtaining and managing goo-referenced data ;
some neglect of the local repercussions of national policies.

In recent years however political debate has taken up nuinerous issues where the situation in specific places has to
be considered. Environmental, regional, urban and rural policies are being developed, each with a powerful
component of essentially local problems. These issues also require that account be taken of the local impacts of
other policies such as agriculture, tourism, transport, energy and industry. Objective, verifiable criteria are sought
for the disbursement of a substantial volume of funds. Furthermore, it has been seen that for tackling many issues,
new geographical groupings are needed e.g. thematic regions such as travel-to-work areas for analysis of
unemployment or drainage areas for water pollution. These require that information be available relating to small
areas which can then be aggregated in different ways. Particularly environment statistics bring new requirements
for integrating statistics from different sources in a geographical context

RS & GIS, a new tool for official statisticians
Remotely sensed (RS) data are by their nature geo-coded. The effective use of RS data is facilitated by the
availability of GIS. In general the (pixel) RS data in raster form are product either in raster form or in the more
usual vector representation (and so more easily comparable with other data although at the risk of some loss of
information). Image analysis systems (working on RS data in raster format) exist which function in conjunction
with vector GIS. Raster format has advantages for modelling work and data analysis and vector format has
advantages for data presentation.



In official statistics until recently not much importance has been paid to geo-referencing apart from population
censuses (and in a number of statistical offices the adoption of GIS technology is essentially bases on census
work).

However recently greater general attention is being paid reflecting :

the usefulness of the data ;
the ability to manage, analyse and present such data ;
developments in statistical analysis methods ;
the use of post-codes as an handy device for geo-referencing;
increased interest in area frame sampling

where no up-to-date register of respondents exists from which samples can be drawn (informal
economy, countries moving from a planned to a market economy especially for agriculture etc ...);
where data collected by officials is a useful way of avoiding burdening respondents or being vulnerable
to respondent bias.

use of GIS in surveys e.g.
to optimise area frame samples or as an adjunct to register-bases sampling,
in survey management e.g. interviewer instructions and deployment,
in cross checks on data entry and in better imputation of missing values,
for analysis (interpolation, spatial autocorrelation testing, Poisson mapping, buffer zones ...).
pressure from local agents to benefit from data relevant to them.

Eurostat "Remote Sensing and Statistics" programme

Eurostat has defined, for several years, a programme of "Remote Sensing and Statistics" whose main aim is to
encourage the integration of Remote Sensing into the European Statistical Information System.

The programme receives financial support from 00 XII (Directorate General for Research) and is defined in
close co-operation with the Joint Research Centre (JRC) Ispra. The National Statistical Institutes are involved in
defining the actions undertaken under this programme and largely participate in its implementation.

From the beginning the programme has been based on three main work topics:

statistical work related to information needs concerning the knowledge of Land use/cover development of
project activities (e.g, transboundary projects)
activities aimed at awareness raising and promotion of remote sensing among statisticians (e.g. organisation
of a seminar in Villefranche sur Mer in October 1994)

The functioning of the Eurostat "Remote Sensing and Statistics" programme can be divided into two distinct
parts:

"internal" activities (e.g. statistical study activities related to land use: statistical framework, quality plan;
activities in the field of awareness raising and training)
"external" activities: generally, activities of a "project" nature, developed in close co-operation with the
national statistical services and according to orientations laid down by Eurostat,

STATISTICAL WORK ON LAND USE

Statistical and spatial information on land use is becoming a fundamental element in the development of
numerous applications, whether they be for statistical purposes or not. Remote sensing is tending to become a
source of information that is being increasingly used in this knowledge of land use, in addition to more traditional
sources. Mastering the work linked to the elaboration of this information is a task of primordial importance, both
for reasons of cost and efficiency.

In fact, the production of a both statistical and spatial on land use must meet the requirements in terms of
pertinence and quality of the results of a community of users which is as wide as possible. It is therefore
important to master the process of production of this type of information, not only to enable development of
specific applications (statistical or not) but also to ensure harmonisation of the results between different projects
and to allow comparisons at the European level.
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Many sets of land use I land cover data cannot be readily compared one with another because of different
nomenclatures and methodologies each optimised for a specific purpose and data capture approach. A desirable
development currently being explored is the development of a pivot or framework nomenclature which would
enable:

different data sets to be merged to obtain the most robust collective figures or,
use of a particular data set in another context where a different nomenclature is required.

This is an example of a general requirement to build up nomenclatures relevant to geographical statistics to match
the extensive work in other fields.

Development of a statistical framework for projects and its application:

The results of the pilot project "Remote Sensing and Urban Statistics" showed that the exploitation of satellite
images to create land use maps would provide results that would be reliable and useful by a large community of
users thanks to the application of an appropriate framework (nomenclatures, observation and classification
principles, data collection methods, application of appropriate quality control procedures). Activities to develop
this framework have been continued this year, especially regarding the nomenclature and the quality assurance
plan for the results. The implementation of this improved framework is in progress for environmental and regional
planning projects (especially transboundary projects) as well as the "Lisbon Agglomeration" project.

Co-ordinationwork on land use:

Statistical and spatial information on land use I land cover is essential for conducting numerous policies in such
diverse areas as agriculture, forestry, the environment, urban areas or national and regional development
However, the existing information systems have difficulty in meeting all these needs. A global approach is
therefore deemed necessary and co-ordination activities are in progress at a national, community and international
level.

Eurostat again participated this year, thanks to the experience gained in the field of land use, in the current round
of deliberations (participation to different work groups, reactivation of a specific "Land Use" work group) and at
an international level (contacts with the FAO, UNEP and ECE Geneva).

PROJECT ACTIVITIES IN EUROSTAT

REMOTE SENSING AND URBAN STATISTICS

PILOT PROJECT ON DELIMITATION OF URBAN
AGGLOMERATIONS BY REMOTE SENSING
Eurostat, in concertation with National Statistical Institutes (NSis) (DoE in United Kingdom. INSEE in France,
CBS in Netherlands, StaBu in Germany) launched in April 1993, four invitations to tender with a view to using
satellite data to define the limits of agglomerations in the following urban regions: Ashford, Bordeaux, the
Maastricht region (southern area of the province of Limburg) and the region east of Wiesbaden (Main-Taunus
Kreis).

The objective of this project was very precise: it consisted in devising and testing a method for delimiting urban
agglomerations by remote sensing and processing geographic information. The project was based on a
harmonised statistical framework. It was designed to offer a base for comparison of the results thus obtained with
those acquired by more traditional methods.

Site_Contractor __ Ashford.University College London - Remote Sensing Unit__ Bordeaux_
Geoimage __ South Limburg_DHV Consultants __ Main Taunus Kreis_Gesellschaft fur Angwandte
Femerkundung GAF_



In conclusion, the following points can be noted:

Most of the work was carried out in accordance with the planned schedule, co-operation between all parties
involved in the project (Eurostat, National Statistical Services and private enterprises) was excellent.

The results offered a degree of quality and precision commensurate with the specifications given.

On completion of the project, a meeting was organised in Paris on November 8 1993 with all the parties
concerned (Commission services, statistical institutes, companies and university departments). This meeting
provided a general technical overview of the work done and the results obtained. It also gave the
opportunity, thanks to the close co-operation with all the parties potentially interested by this work
(statisticians, but also various Commission departments and space agencies), to explore the various
directions for following up the project.

Finally, mention should be made that the digital results of the pilot project are managed within Eurostat's
Geographical Information System for the Commission (GISCO).

COMPLEMENTARY STUDIES

Complementary studies have been conducted in addition to the pilot project "Delimitation of urban
agglomerations by remote sensing":

Application of methods developed under Action IV of the MARS project to study changes in the city limits
of Seville between 1988, 1990 and 1992. The work done during this study showed that new image
segmentation techniques used during the MARS project were still appropriate for urban applications.

Prospective applications of remote sensing in Urban statistics (in collaboration with the University of Liege).
The work undertaken showed that the statistical analysis of land use maps is useful in calculating
environmental indices or population density referred to built-up areas.

APPLICATION OF THE METHODS "REMOTE SENSING ANDURBAN STATISTICS'
TO THE CITY OF LISBON

In view of the World Fair to be held in Lisbon in 1998, the Portuguese National Statistical Institute (INE), in
collaboration with the National Council for Geographic Information (CNIG), would like to apply these methods
in order to monitor the statistical and spatial development of the agglomeration of Lisbon.The initial work plan
drawn up by INE aimed at satisfying two objectives:

the analysis by remote sensing of the development of the Lisbon agglomeration during the last years using
RS techniques

monitoring the effect of the Fair's large building sites on the urban make-up of the city of Lisbon.

These monitoring tasks will last several years. Eurostat will bring technical and financial support to this project.

REMOTE SENSING IN ENVIRONMENT AL AND REGIONAL
PLANNING

DEVELOPMENT OF A STATISTICAL AND GEOGRAPHICAL
INFORMATION SYSTEM ON LAND USE (CROSS-BORDER
PROJECT FRANCE/ITALY - PROVENCE ALPES COTE D'AZUR;
PIEMONT; LIGURIA)
Last year, Eurostat supported the publication of a statistical yearbook for this region ("Pour une economic
transfrontaliere integree : Piemont, Ligurie, Provence Alpes Cote d'Azur"). This yearbook is the result of a
collaboration between regional partners and National Statistical Institutes: INSEE (France) and ISTAT (Italy).
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During an event organised at Genoa on 10 March 1994, following this operation, the Director General of Eurostat
proposed to include a remote sensing component in future work on this yearbook. We suggested that a remote
sensing project aiming at preparing a land use map be undertaken in this region. Contacts have been made
especially with the following authorities: Province of Cuneo and lmperia, the Conseil General des Alpes
Maritimes, to follow-up this proposal.The proposal was favourably received and work has started at the end of
1994. '

COASTAL URBANISATION OF THE "GRAND ESTUAIRE NORMAND"

The French Ministry of Building (Ministere de l'Equipement) showed interest in the results of the "Remote
Sensing and Urban Statistics" project, More especially, it wants to apply the techniques used in the pilot project
on urban statistics for analysing coastal areas (the Normandy coast). The project is undertaken in collaboration
with the CETE (Centre d'Etudes Techniques de l'Equipement) at Rauen and is aimed at providing statistical and
pertinent georeferenced information regarding urbanisation of the coast along the Great Normandy Estuary.

REGIONAL GEOGRAPHICAL STATISTICAL INFORMATION SYSTEM IN THE
RHONE VALLEY

On the initiative of the French Ministry of Building (Ministere de l'Equipement), a project is being planned with
the help of the Centre d'Etudes Techniques de l'Equipement (CETE) of Lyon and various institutions
(Communaute Urbaine de Lyon, Compagnie National du Rhone, Ministere de l'Environnernent, Communautee
Urbaine d'Arles, region Provence Alpes Cote d'Azur). This project aims at carrying out a study on the use of
satellite images on the Rhone valley in order to quantify the population subject to pollution (including noise)
caused by transport infrastructure in transport corridors. Eurostat is supporting this project in order to help prepare
a statistical land use map.

ANALYSISOF THE AGGLOMERATION OF TOULOUSE BY REMOTE SENSING

Close co-operation has been established with the Centre National d'Etudes Spatiales (CNES) in the field of
remote sensing and statistics. In the framework of this co-operation, Eurostat is supporting a follow up project on
remote sensing and statistics defined together with CNES and the "Agence d'Urbanisme de l'Agglomeration
Toulousaine" (AUAT). The action has been started and results are expected by the beginning of 1995.

CONTRIBUTION TO THE MARS PROJECT, SUPPORT FOR PROJECTS IN
EASTERN EUROPE

MARS PROJECT ANDCO-OPERATION WITH EASTERN EUROPEAN COUNTRIES

The global objective of co-operation actions within the context of the MARS project is to provide remote sensing
methods and tools in order to evaluate agricultural production in Eastern European countries.

On request of JRC Ispra, the Eurostat remote sensing programme operates within this context providing assistance
in the implementation and monitoring of contracts in the following countries:

Work in the Czech Republic (improvement in community knowledge of agricultural statistics)
Work in Romania (setting up a sampling base and field surveys, implementation of a small experimental
information system)
Work in Russia (analysis of applied methods for monitoring and evaluating the main cereal crops,
comparison with the MARS project).

MARS PROJECT - SOIL DATABASE

Historically, the construction of a European soil database started in 1986 with the digitalisation of Soil Maps by
the Directorate General XI (CORINE programme). This database was upgraded in 1992 by the addition of data
contained in the soil map archives at the University of Gent.

On request of JRC lspra, a contract was awarded in 1993 to INRA in order to start work on setting up a new
version. Details of the work done in 1994 are indicated below. As in 1993, the Eurostat remote sensing



progranune furnished the contractual support for this work.

Countries of the European Communities and harmonisation of frontiers.l,

I.Incorporation of latest modifications (checking and additions by national officials)
2. Harmonisation of frontiers
3. First attempts at harmonisation between East and West, in particular thanks to work performed in Germany.

Central and Eastern European countries

1. Checking data relative to the database provided by the various countries
2. Establishing contacts and review of data available for Albania and ex Yugoslavia
3. Co-ordination of activities of the heads of national soil mapping departments

Other countries

1. Harmonisation of work in Switzerland and Austria with a view to their digitalisation, subject to acceptance by
these countries (unofficial agreement of Austria)

2. Establishing contacts and review of the data available for Northern European countries (Norway, Sweden and
the Baltic states)

3. Checking against the rest of the European soils databaseAn end of project meeting was held at Hannover from
12 to 16 September 1994 with the support of Eurostat.

REMOTE SENSING AND AGRICULTURAL STATISTICS

AGRICULTURAL INVENTORIES WITH USE OF SIMULATED
DATA OF THE FUTURE SATELLITES SPOT 5 AND SPOT 6
During summer 1993 CNES launched a call for proposals with a view to inviting interested organisations to
participate in a programme of experiments and use of remote sensing data simulating the data that would be
produced by the future SPOT 5 and SPOT 6 satellites. The simulation data are compiled from aerial photographs.
They are, then, manipulated to produce synthetic images simulating the features of images to be supplied by the
future satellites.

SCEES (Service Central des Enquetes et Etudes Statistiques) of the French Ministry of Agriculture proposed a
plan destined to test the use of new data in the case of activities using the tools and methods of the Community
project MARS Action 1. It asked Eurostat to join in this plan.

There are two objectives:

to evaluate the impact of a higher-resolution image on the compilation of regional statistical inventories.
to evaluate the impact of new images on the study of complex agricultural fragmentation (e.g. the parcels of
land in southern Europe with very fine strip farming where crops have until now been difficult to identify by
remote sensing, e.g. vines, orchards, etc.)

Portugal, which intends to promote a national remote sensing programme by developing statistical applications
especially in environment and agriculture, has showed interest in this action and has asked to be involved in the
work planned with CNES by the SCEES and Eurostat A contract has therefore been concluded with CNES in
order to have a plane fly over the regions to be studied in Portugal. This plane would be equipped with aerial
photography equipment allowing the subsequent simulation of data produced by the future SPOT 5 and SPOT 6
satellites.French authorities have financed the same type of operation on their own territory.

Plane flights were satisfactorily conducted in May 1994. The simulated data, which is at present being produced,
will be supplied to INE and Eurostat in October 1994. From that time, work can be started in parallel in France
and Portugal on regional inventories using these data.
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SUPPORT FOR AGRICULTURAL STATISTICS IN GERMANY THROUGH THE USE
OF REMOTE SENSING

On the initiative of the "Statistisches Landesamt Baden-Wurttemberg" and the "Ministerium fur Land.lichen
Raum, Emahrung, Landwirtschaft und Forsten Baden-Wurttemberg" a programme of agricultural statistics using
remote sensing has been developed in close collaboration with the University of Stuttgart (Institut fur
Navigation). Eurostat supports one of the projects in this programme, namely: the determination of the main
agricultural land uses using satellite images. This study is taking place in the "Ostalbkreis" region of
Baden-Wurttemberg.

TERRITORIAL SAMPLING FOR SHORT-TERM STATISTICAL CROP
MONITORING IN SPAIN

In the framework of an agricultural statistics programme developed by the Technical Secretariat General of the
Ministry of Agriculture, Fisheries and Food in Spain (MAPA), Eurostat is supporting a project for application of
remote sensing to short-term monitoring of harvests in 27 Spanish provinces. The aim of this project is to
facilitate and improve the production of monthly data on the area and the kind of land cultivated in Spain. This
work follows on from a pilot project conducted by MAPA in 1993 on a limited number of provinces that had
given entire satisfaction.

AGRICULTURAL INVENTORIES USING REMOTE SENSING IN IRELAND

The Central Statistics Office (CSO) in Dublin commissioned the Irish Institute UCO-FIRST (University College
of Dublin's Forest Institute of Remote Sensing Technology) to carry out in 1993 an agricultural statistics
inventory using remote sensing (MARS Action 1 type). This inventory concerns the Countries of Carlow and
Kildare in Ireland. CSO appealed to Eurostat to contribute towards the acquisition of the remote sensing data
necessary for this operation. The results of this work were delivered in February 1994.

SUPPORT FOR SIMILAR WORK IN GREECE

In addition to the agricultural inventory work carried out in Greece in 1992, a contract was concluded in 1993 by
Eurostat, at the request of JRC Ispra, with the Greek company Tele-expert. The work is continuing in 1994.

AWARENESS RAISING AND PROMOTION OF REMOTE
SENSING AMONG STATISTICIANS

ORGANISATION OF SEMINARS

"REMOTE SENSING AND CROP YIELD FORECASTS" VILLEFRANCHE SUR MER,
OCTOBER 1994

In the framework of scope of the "Remote Sensing" programme, Eurostat helps to organise the technical and
administrative side of a meeting on crop yield forecasting by remote sensing methods to which various
international experts are invited. The meeting was jointly organised by the Joint Research Centre of Ispra, the
FAO in Rome and the Directorate General VI (Agriculture). It took place on 24 to 27October1994 at
Villefranche sur Mer (F)

"APPLICATION OF REMOTE SENSING TO AGRICULTURAL STATISTICS",
BELGIRATE, NOVEMBER 1993

The "Remote Sensing and Statistics" programme was involved in organising the conference "Application of
Remote Sensing to Agricultural Statistics" with the JRC Ispra in Belgirate (Italy) on 17 and 18 November 1993.
This event marked an important milestone in the development of the MARS project: the transition from Phase 1,
which had started in 1987-1988, to Phase 2 (consolidation of many tasks and the start of operational activities)
planned to run until the end of 1997.The participation of experts from Eastern Europe and Northem Africa
(statisticians and representatives of Ministries of Agriculture) was financed under the "Remote Sensing"
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programme and supported by Eurostat.

STUDYON TRAINING REQUIREMENTS

Numerous "remote sensing and statistics" activities have been undertaken in Eastern European countries, the
former USSR or in developing countries. Many of these have been supported or aided by Commission services,
based on the experience gained in the large European projects such as MARS. Eurostat proposed launching
research with a double-pronged aim:

1. to better cater for the need for training in remote sensing
2. to subsequently influence training or awareness raising programmes targeting statisticians.

This proposal was backed by the Directorate General XII and JRC Ispra. Eurostat suggested that this study should
be organised according to the following premises.

1. involving Commission departments likely to be interested in this training problem.

2. setting up a work group to supervise the research study. This could include persons appointed by the
statistical institutes and representatives of the various Commission departments involved.

Definition and conceivable lines of work

The specification for the study as well as the procedures for its implementation are yet to be determined. The
following approach is suggested :

drawing up a list of co-operation initiatives involving a "remote sensing" component defined for statistical
purposes,
contacting the statisticians of countries concerned to analyse the needs in training generated by these actions,
making proposals and subsequently defining elements complementary to current training programmes.
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15Dec Session F • An operational user perspective on current and
future Earth Observation user lmormatlon
services (G Prisco, WesternEuropeanUnion)

ESA/ESRIN, Fra.scati, 13/lS December 1994.

An Operational Oaer Perspective on CUrrent and Future EOUser
Infoi:mation Services.

B. P. Blaydes, F. Bonnet, P. Lingk, G. Prisco and W. Tack,
Western European uni.on Satel.l.iteCentre (WEOSC), Madrid.

Abstract.

The Western European Union Satellite Centre (WEUSC) is a WEU
subsidiary body in charge of interpreting (extracting information
from) Earth Observation (EO} data for security-related tasks.
For its critical operational missions WEUSC exploits a range of
EO data products with sharp requirements concerning data access
and retrieval. Most requirements and solutions suggested in this
work should also apply to many operational users of EO data.

A typical WEUSC task includes (atter the choice of the most
suitable type of data) data query, selection, order, retrieval,
processing, Cde)archiving and interpretation. Requirements
relevant to the object of this Workshop are mainly placed on the
first four topics (remote processinq beinq also applicable as
discussed in the text). European Data Networks CEDNs) are
currently able to meet demands tor online accessinq and
retrieving sensor, cataloque, browse, physical and ancillary data
(metadata) but generally not the real data of full scenes on a
routine basis. Consequently, this work divides operational end-
user requirements into current requirements that ean be met by
existing EDNs and future requirements that must wait for
improvements in EDN bandwidth, access modalities, new compression
techniques and reduced cost. Intermediate options are also
discussed.

Current requirements concern online metadata retrieval and
visualization, scene selection and order. WEUSC exploits EO data
from a wide range of suppliers and makes extensive use of
existinq on and offline Eo User Intormation services CEO UISs).
A specific requirement not met by existing services is a unif onn
geographically based Graphical User Interface (GUI). WEUSC is
developinq for internal use a flexible EO UIS operatinq on top
of existing onlj.ne catalogues which merges EO m.etadata from
different suppliers with user managed, task specific qeo/thematic
data into a common format used in a GIS for scene selection. The

•
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1) Operational applications of EC data at WEUSC.

WEUSC is a subsidiary body of the Western European Union (WEU)
entrusted with the mandate of:

Demonstrating the value of EO data for applications in:

Treaty Verification.

Crisis Monitoring.

Environmental Monitorinq.

Developinq new interpretation tec:hrl.iquesfor EC data.

Training EO data interpretation analysts.

Deliverinq information products (Dossiers) in response to
Tasks issued by the WEU Council or by member Nations.

WEUSC has a permanent staff complement o! 50 plus temporary
personnel typically hired on a few months contract. Approximately
half of the pe.DD.anentstaff are imaqe interpretation specialists.
Support in Informatics, Conmtunications, Science and
Administration is provided by dedicated Divisions.

WEUSC has sophisticated data processing. and support equipment
meant to ensure a smooth and traceable flow of l!:O data into
complete information products. The operational system includes
powerful CPU, I/O and storage resources linked by an internal
network. The major software components are an Oracle RDBMS and
imaqe interpretation environments such as Imagine CERDAS Inc.)
and Ocapi CFleximaqe) linked by custom software permitting
interoperability. The system has been procured by a consortium
of European firms led by Cray Systems Ltd. The operational
system is complemented by a development system installed on a
separate but fully compatible hardware platform and based on 4th
Generation Language {4GL) environments such as MatLab (The Math
Works, Inc.) and IDL (Research Systems Inc.). The development
system is used to explore new techniques, prototype new tools and
generate Intermediate Data Products CIDPs) as outlined below.

WEUSC is not tied to any preseleetion of EO data suppliers but
operates by selecting and purchasing the data sets most
appropriate to a given Task or institutional undertaking. It
should be noted that, contrary to what the centre's name seems to
imply, EO data trom airborne se~or$ are a key input in many
cases. WEUSC expertise in exploiting airborne remote sensinq will
be enhanced by actively participating in the EARSEC (European
Airborne Remore Sensing Capability) led by the Joint Research
Centre (JRC) of the EU.

Spaceborne sensor data have majnly consisted of Spot and Landsat

440



.-
tool is described in this work and used to suggest features for
implementation in established or experimental EO UISs.

Future requirements are discussed here by assuming realistic
projections for next generation EDNs and will include efficient
online retrieval of operationally exploitable (parts of) scenes
from an increased range of suppliers by using the best
combination of telecom platforms and EO UISs. WEUSC welcome$
current EU and ESA initiatives such as EEOS aimed at establishing
advanced EDNs and standard EO UISs, and believes that long term
planning should be complemented by early efforts at prototyping
next generation EO UISs on top of existing EDNs and dedicated
links. A useful additional approach would be investigating on the
operational use o! remotely driven processing and compressed
scenes.

441



442

imaqes up to the time of writinq {November 1994). The last few
months have seen a gradual increase in both the interest and the
capability to exploit operationallyradar data from the ERS 1 SAR
sensor. The use of radar data both on its own and after merginq
it with other sensor data as outlined below is expected to
increase. At the same time WEOS~ is evaluatinq the interest of
other existinq data such as from the JERS 1 sensors and Russian
sensors of the Knl series. Concerninq future sources, WEUSC is
also following with keen interest ESA programmes such as Envisat,
other space agencies programmes and emerging commercial
initiatives for radar (Radarsat) and hiqh resolution optical
{Eyeglass, Worldview) sensors.

WEU has a Memorandum of Understanding (MoU) with the three
Nations (France, Italy and Spain) participating in the Helios
programme for the supply of Helios imagery to WEUSC. Also, WEU'
is currently evaluating the interest of building up an autonomous
multisensor spacebornemonitoring system. These topics have been
mentioned for the sake of completeness but will not be touched
any further due to their beinq outside the scope of the Workshop.

The importance of collateral and qeographic data on top of £0
data must not :be overl.ooked.Col.lateraldata includes treaty
databases, infrastructure information and open source reports.
Use~ul geoqraphic data consists of map (paper or digital), GIS
databases (see later), Diqital Elevation Models (DEMs) and Fixed
Points. Fixed Points are Earth :featureswith known accurate
geographic location and easily recognisable in imaqe data, a
typical example being intersections of roads.

The ultimate users of sensor and collateral data are WEUSC Image
Interpreters CIIs) responsible for extracting from the imagery
information relevant to political or military decision making
processes carried on elsewhere. IIs are skilled in the
interpretation process but not necessarily so in advanced data
processing techniques aimed at creating or enhancing image or
complementarydata for visual or partly autqmated interpretation.
This leads to decoupling the interpretation process from the
generation of Intermediate Data Products CIDPs). IDPs can be
either directly suitable for interpretation Ce.q. processed SAR
images from raw data) or useful as collateral data (e.g. Diqital
Elevation Models)• IDPs currentlybeing generated or planned for
the short term include:

Processed SAR images from raw data. WEUSC is not a typical
user of EO data with a scientific or environmental mission.
on the contrary, it is an operational user focused on the
detection of often small artificial structures.
Consequently, it is necessary to enhance the detectability
ot structures and objects specifically relevant by fine
tuning the processing or raw data. The in-house SAR
processinq chain is currently implemented on top ot a
processor·aeveloped by DLR. A processor developed by the
JRC for the _EARSEC programme will be installed soon.



Fused images !rom optical and SAR data. The visual
interpretation ot SAR imaqes is made more ditticult (for
specialists with a backqround in optical image
interpretation as is typically the case) by the presence of
speckle, the on-sensor illumination and the spectral
ranqes. on the other hand SAR data present an operational
interest due to their niqht/weather independance and the
fact that some security relevant targets have a strong
radar return. SAR/optical fusion is a mean to im.por·t
specifically interesting features from SAR data onto a more
familiar background.

Interpherometric products from SAR data. There are several
applications of the phase information in SAR data to
topography (DEMs, slope maps) and change detection
(coherence maps, differential interpherometry). In some
cases interpherometric products and techniques perm.it
detecting changes on a scale much lower than pixel size and
DEM vertical resolution.

Accurately {qeo)req1stered images. Data fusion,
interpherometric or change detection applications require
two or more data sets to be registered to a sub-pixel
accuracy. In addition, at times it is necessary to
geoqraphically locate each image pixel precisely
{qeoreqistration). This may be achieved by processing the
image data with accurate sensor flight parameters, Fixed
Points of known locations or a combination o! both. A DEM
is to be used for accurate georeqistration over high
reliefs.

Diqital Elevation Model~ CDEMs). DEMs built by stereo
matchinq or interpherometry (for SAR} are an essential tool
for accurate qeoregistrat1on. In addition a DEM with good
horizontal and vertical resolution can contain useful
information in itself (DEM interpretation).

Three Dimensional views. OVerlyinq an imaqe onto a DEM
permit creating visually efficient views for interpretation
and pictorially appealing views for presentations.

Geographical Information System (GIS) technology is another
powerful aid to operational applications of EO data. For the
present discussion a GIS can be concisely described as a user
friendly computer based system for storing, retrieving, analysing
and displaying qeoqraphically related data. A fundamental concept
in both GIS applications and data structures is that of laye~inq
data in such a way as to include in an analysis all and only the
relevant data items. The central importance of geographic data
in EO UISs, discussed later in the text, points to the key role
of GIS technology in mature systems. Each GIS havinq its own
native data fo~t, it is important to define a sufficient set
of standard data structures and formats to permit exchanqinq
qeoqraphic data.·by includinq the appropriate import/export tools
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in GISs.. One such standard is DIGEST, which defines exchange
formats for several data structures. The Digital Chart of the
World (DCW) is a good example or generally available geographic
database for GISs. DCW is. delivered in VPF, the DIGEST foJ:matfor
topological vector data. It is important to note that the
definition and adoption of standards must be encouraged to pe::mit
efficient exchange and dissemination of geographic information.

One GIS being studied by WEUSC is ARC/INFO (ESRI Inc.). ARC/INFO
has features to handle most GIS data structures and a
comprehensive set of import/export tools such as for DIGEST VPF.
It has an internal.4th generation programming language (AML, Arc
Macro Language) enabling an expert user to rapidly build
applications and GUis. The experience with ARC/INFO has been
rather positive and it can be expected that the need for and use
or GIS databases at WEUSC will increase. Being GIS technology in
a rapid development phase, it can be expected that new ideas and
tools will appear. For example there are studies aimed at merging
GIS and hypermedia technologies in order to create distributed
"hyperGISs" with high potential for EO data users. A hyperGIS
user can select and combine data layers from different remote
servers each specialising on one or more geographic or thematic
areas. It should be noted that thouqh no hyperGIS exists on the
commercial market there are several interesting initiatives in
this direction.

The central operational concept at WEUSC is that of .taa&- A task
is issued by WEU or national authorities and typically identifies
specific pieces of information to be extracted from EO data.
After prior identification of the data type(s) to be used, most
tasks can be decomposed as:

Data quazy. Obtaining accurate information on available EO
data sets. The information retrieved (EO metadata) is used
in the selection process. Relevant EO metadata for each
scene includes sensor, spectral ranqe(s), platform, viewing
angle, geographic: location, time, scene id in supplier
catalogue, cloud cover (for optical sensors), browse image
(quicklook) and ordering information.

Data selection. Selecting the EO data set{s) suitable for
the task. All parameters retrieved from the data query are
taken into account in a comparative analysis. The central
importance of GIS data in this process is discussed below.

Data, ordering. An order form for the EO data set (e)
selected is filled and issued to the supplier.

Data retrieyal. Currently most suppliers ship data on a
physical media (Exabyte, DAT or CD/ROM) via a courier
service CUPS, DHL). The process takes few days in the best
case. A ·r.eceivinq station is not currently installed at
WEOSC but will be an interesting option for the future.
Experiments in network based data transfers are being
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initiated. It is to be expected that some combination of
telecom technologies will become the standard channel for
data retrieval at some point in the future. For network
transfer, this will demand a significant upgrade in
bandwidth for the local link, a general upgrade in the EDN
infrastructure and advances in data compression techniques.

Data prpc;essing. Basic imaqe enhancement processes are
considered as part of the interpretation process and
pertormed by the IIs themselves. More computationally
intensive or conceptually complex data processing jobs are
perfonned separately as outlined above (IDPs).

Data <da>arcbiying. All EO data are quality controlled on
receipt and placed in the archive. Different types of
internally derived data products and collateral data are
also archived. The archive management software runs on top
of the Oracle RDBMS and handles a task oriented three-layer
data model. The top layer contains the single data object
"Dossier", the middle layer contains internally generated
data products and the bottom layer stores data as received
from suppliers. Browse software also runninq on top of
Oracle is used to query the archive at different levels.

Data inteipretation. This process performed by qualified
IIs extracts information from EO data. The tools in the
Erdas and Ocapi systems (including basic image enhancement,
9eoregistration, map composition and annotation) are
employed. Interpretation results are collected in a Dossier
delivered to the user toqether with supporting data and
illustrative high quality printouts.

The first four topics in the list above are specifically relevant
to the Workshop.

A critical part of the operational concept is that of response
time. Due to the ongoing migration of WEUSC towards an
operational Centre, no user has issued time-critical tasks yet.
On the other hand this is likely to be the case in the future.
For example, a change from crisis monitoring to crisis management
would demand collapsing the turnaround time for a typical task
to a few days. It is consequently important to streamline all the
processes outlined above to minimize turnaround time while
preserving reliability. The techniques and initiatives discussed
at the Workshop have a high potential in this regard.



2) Available EDNs, EO UISs and current operational user
requirements ••

Shortly after its commissioninq, WEOSC has installed a low
bandwidth online link to the outside world on an experimental
basis. The current setup is hosted on a PC with 9.6 kbps modem
dialup capability. This permits logging on systems allowing
external dialup access. Internet access is obtained throuqh a
dialable Unix host at a service provider (Goya Servicios
Telematicos, Madrid) premises. Internet costs during the initial
experimental period are reduced by decoupling non-interactive
services (electronic mail, news bulletins) from interactive
services (file transfer, remote loqin, Internet surfing) • The PC
host at WEUSC has a DOS partition and a Unix partition
(Interactive Unix). Non-interactive Internet services are
available on top of the Unix partition for a standard multi-user
domain (weusc.es) . Interactive services are available on a
single-user basis on top of the DOS/Windows partition throuqh a
communication tool based on a serial line TCP/IP interface
(Chamaleon, NetMa.nage Corp.}• Cham.aleon includes a GUI based
version of all standard TCP/IP utilities as well as popular
Internet surfinq tools such as a Gopher client and a Mosaic WNW
browser.

This rather basic setup should not be interpreted as a lack of
interest for modern network technology and services. on the
contrary, it bas been selected for a cost-effective first step
in the network world which has permitted identifying and
evaluating available services and useful improvements. As a
result, WEUSC is determined to play the role of "advanced user"
of data networks by selectinq the most efficient use patterns for
existing services and providing constructive feedback to
technology developers and service providers.

In the near future WEUSC will upgrade its network connectivity
by switching to a Unix workstation host and a dedicated high
bandwidth line. It should be noted that security concerns, which
in WEUSC case are comprehensively much more important than for
operational EO data users in most other application areas, will
in the foreseeable future prevent from integrating the outside
qateway into the operational data processing environment.

WEUSC is using routinely a number of EO UISs. The discussion
below is not aimed at providing a complete list of available
systems, but rather at givinq operational user comments on a-few
examples in terms of functionality and useability.

The Dali catalogue or Spotimaqe has the complete coverage of the
Spot sensor. It is accessible via a direct modem link by using
either a generic terminal emulator or a GUI (only running on
Macintosh computers) which also pemits visualizing browse
images. Since the Spot sensor is the main data source for the
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time being, Dali is used quite frequently at WEUSC. It has a
consistent command language and a useful set of selection
criteria that can be cascaded. The experience with Dali at WEUSC
has been quite qood. It is also useful to mention some
clisadvantaqes of the system. There being no GUI for Unix or MS
Windows environment, potential users are forced to buy a
Macintosh computer. There is no visual representation of scenes
on top of a geographic background. Dali is not accessible from
the Internet at time of writing, which forces users to install
a ded.i,Cated consultation post with modem link. Concerninq
Spotamqe policy, the company seems reluctant to make its
catalogue available within m.ultim.issionEO UISs such as those
discussed below. Consequently, users are deprived of the benetits
of a comparative analysis.

ESA distributes the ERS 1 cataloque and the Dese access software
on maqnetic support shipped to users periodically. The current
version of Desc for MS Windows has a very good GUI with visual
representation of scenes and geographic background. Scenes can
be selected and their attributes displayed. The main
disadvantages of the current Desc are the poor geoqraphic
background, the difficulty of adding metadata :from other
cataloques and the offline nature of the system. However, ESA has
online UISs also covering ERS 1.

The Guide and Directory Service (GDS) of ESA is a mature EO UIS.
It is based on the Hypertext Transport protocol (HTTP) of the
World Wide Web (WWW) and accessible from popular Internet
browsers suc:h as Mosaic. It is worth rememberinq that this very
recent teehnoloqy (the WWW project started at CERN in 1991 and
the first Mosaic browser was released by NSCA in 1993) has had
an explosive growth and is now a de fac:to standard for networked
information exchange. In our opinion, this approach should
prevail in future EO UISs. GDS has a vast repository of
infonnation on EO sensors, campaigns, projects and laboratories.
Concerninq EO metadata, ESA is implementinq the Multi Mission
Inventory System (MMIS) on GDS through a network interface. The
system offers currently the NOAAAHVRR catalogue with geoqraphic
background.and browse imaqes, and ESA has announced the upcoming
availability of ERS l, JERS and Landsat metadata. The major
shortcoming of the system for the operational user is that the
coveraqes are not complete. This will prevent GDS from being the
first "one stop shop" for EO metad.ata.

Other EO UISs have not been evaluated by WEtJSC at time or
writing. Other systems are probably being announced at the
Workshop. A proliferation of EO UISs, each with its own data
format and user interface, would not be recommendable because
it wou1d force users to divert resources (manpower, training and
subscription costs) from their core business. On the other hand
it does not seem very practical to enforce standards on existing
and future EO -~meta)data suppliers. An interesting approach is
that of the CEOS Interoperability Experiment (Cintex). Cintex
users will be able to query and search a virtual distributed EO



UISs by interfacing directly to only one system with familiar
syn.tax and data tormat. The system would convert user commands
to a neutral format and broadcast them over the Internet to other
servers. once received search results, the system would convert
them to its native format and present them to the user with its
native (graphical) user interface. From the user point of view
this means having a single access point to a virtual "one stop
shop". Access to Cintex prototypes is currently available only
to institutions fonna.lly participating in the experiment.
Software used is the IMS vO (Information Management System
version 0) developed by NASA for the EOSDIS system and UIT (User
Interface Terminal) developed by ESA.
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3) The WEUSC Data Locator: a prototype EO UIS.

WEUSCis not tied to any EO data supplier but operates by
selecting the most suitable data for each task. Criteria used for
selecting data are geographic (area of interest specified by the
user), thematic (natural or cultural features such as rivers,
bridges, roads, railways or airfields specified by the user),
temporal and sensor related. Standardization, reliability, use
of resources and turnaround time for the data selection process
can be improved by an operational EO UIS able to cope with all
the parameters above. Experience at WEUSC has shown that it is
essential for the user to create a task specific geographical
based backqround prior to starting to search for available data.
The features selected for the backqround depend on the nature of
the task. In addition the user needs to be able to mark specific
areas and locations onto this backround. No such tool being
available, WEUSC has chosen to develop its Data Locator (DL)• The
development methodology has been to develop a first prototype in­
house, then contract the development of a pre-operational version
(DL vO, demonstrated at the Workshop) to ESRI Spain. Future fully
operational versions discussed below will most likely be carried
out in collaboration with other partners.

The DL is an .AML application in the ARC/INFOenvironment. The
main function of DL vO is to display geographic extent and
attributes of EO data sets available from a set of suppliers in
a standardized way on top of a DCW geographic backqround. In more
detail, DL vO permits to:

Display DCW data for a selected geographic area. The DL
uses a version of DCW developed by ESRI and already
converted to the ARC/INFO native format (coverage) for
topological vector data. The operator can choose one or
more from several data layers such as populated places,
roads, railways, airfields, hydroqraphy, hypsography and
many others. The data layers displayed can be reset by the
operator at any moment.

Display EO metada.ta on top of new. EO metedata is converted
from its native format (whatever that may be) to .ARC/INFO
coverage format. That is to say, there is no structural or
format related difference between DCW data and EO matad.ata
and the process of adding the latter to the database may be
though of as adding just another vector data layer.
Consequently different EO metadata layers (for different
sensors, suppliers, •••) can be switched on and off by the
operator. Scenes are displayed with their rectangular
contours on the geographic background. Scene attributes are
accessible to the application as outlined below.

Perform all usual display manipulation and editing
functions·:.(zoom in/out, colour map definition and editing,
geoqraphi.c coordinates query, text and graphics entry,
export to Postscript level 2 tor high resolution



reproduction).

Select one or more scene(s) of those currently displayed by
usinq logical operators on scene attributes. Scene
attributes are centre and corner geographic coordinates,
date, cloud cover (for optical data), viewing angle and
others that can be sensor specific).

Hiqhli9ht selected scenes and display a selection of their
attributes in a reserved sector of the screen.

The GUI has a professional look and feel and, in particular,
there is a context sensitive legend permitting easy
identification of graphic objects.

The DL modules for importing EO metadata currently operate on
ASCII files with the format used in online cataloques {such as
DALI for SPOT). The current operational procedure is to use EO
OISs to obtain data tiles in a native format, then convert the
data to ARC/INFO coverage format. A more efficient operational
procedure could be to couple the DL to EO UISs online and perfonn
the format conversion on the fly. This way, the DL could be
operated as a local browser tor remote EO UISs, offering the
additional possibility to convert all EO metadata to a standard
format tor use within an offline database at the user premises.

It should be noted that the modular architecture of the DL will
permit add.inqto the geoqraphic database (currently DCW alone)
by converting to ARC/INFO coveraqe format any new relevant
geographic data sets (higher resolution local charts, land use
charts, classified databases of military installations, ••.) that
could become available through commercial purchase or other
procurement strategies. Once imported, new data would be
structurally identical to other DL data. This feature leaves the
DL user in complete control of the geo/thematic database
contents. The user can then select task-specific data layers for
an analysis.

In summary, the DL approach presents some interesting design
choices for future EO UISs. These are:

A sinqle data structure (topologic vector data) flexible
and powerful enough to accommodate all disparate sorts of
qeo/thematic data and EO metadata.

A standard internal format (ARC/INFO coverage) with
importers from the principal formats used for EO metadata
and the option to develop new importers as needed.

A firm root in one ot the leadinq commercial GISs with
power and flexibility adequate to support future
developmerj.t.

The possibility to integrate EO metadata from a remote link
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on top of the local GIS and qeo/thematic data. This avoids
wastinq network bandwidth, leaves the user in control of
collateral data to support the selection of EO scenes, and
frees the service provider from havinq to support too
specific user requirements.
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4) Future outlook for EDNs.

Being this the main focus ot other.Panels and Sessions of this
Workshop, this Section is deliberately short. It summarizes the
information used by WEUSC in planning the future use of advanced
EDNs and as a basis upon which to issue recommendationsto EO UIS
developers and providers.

European governments and the EU have realized the central
importance of information exchange for industrial competitivity
and quality of life. The Bangemann report on the "Information
Society" describes areas of necessary growth and formulates an
action plan. The main policy related component of the action plan
aims at furthering the deregulation of national telecom
industries, the target beinq completinq the process by 1998.
Deregulation is seen as the only way for onqoing technical
advances to be exploited by market forces to the benefit of the
European consumers.

The connectivity model envisaged for the future consists of a
very high bandwidth backbone comparable to a highway network
(Information Superhighway) and local links to the backbone
comparable to highway on-ramps. Current di~cussion for on-ramps
technology focuses on ISDN (IntegratedServices Digital Network)
connectivity being offered by most telecom operators. Current
ISDN link~ carry voice and data (includingmultimedia) in digital
format at 128 kbps. Backbones will be built upon a mix of fiber
optics and satellite links. Most projections indicate an
increased use of fiber optics compared to satellites for fixed
sites. Fast switching technologies such as ATM (Asynchronous
Transfer Mode) are being developed for backbones or individual
sites with very high bandwidth requirements. First applications
will be in broadband ISDN services quoted at hundreds of Mbps.
Assuming a uniform scalinq of user links and backbones in the
next few years as well as a drop in cost per unit bandwidth due
to derequlation and competition, it seems realistic that before
the turn of the century most EO data users will be able to
download scenes (few hundred Mbytes) in a reasonable time Cone
hour or less) and at a reasonable cost.

In parallel with the top-down approach of planning bodies, there
has been a bottom-up explosive qrowth in Internet connectivity
and useability. As a result, even if the underlying technologies
and communication protocols are still to be improved, the logical
structure of the Infonnation Superhighway is already in place.
This is demonstrated by the tens of thousands of information
providers and millions of users on the distributed WWW
information system, now a de facto standard. The inertia already
accumulated by the Internet is such that any attempt to replace
it will probably fail in spite of the fact that its communication
protocol (TCP/IP,built in all Unix systems and future MS Windows
PCs} is more than twenty years old and at times in conflict with
the recommendations of standardization bodies. For technoloqy
planning bodies such as ESA and the EU, a more effective approach



would be to ride on the spontaneous growth of the Internet and
make new technical solution gradually available to current
Internet users by promoting the development o! intertaces to and
from TCP/IP enabling Internet data packets to ride on ATM based
EDNs.

It should be noted that the requirements in data bandwidth of the
!O user community are high but not so high as those of future
users of next generation services such as video on demand. The
size of the user comm.unityitself is fair but much smaller than
a general consumer market segment. Analogously, issues like
pricing and invoicing can be faced with less effort than that
required for general consumer services. Consequently, the EO
community could be a useful testbed tor next generation EDN aimed
at more general user communities.
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5) Future outlook for EO UISs, projected requirements and way
ahead.

The data presented in last Section support the belief that by the
turn of the century most operational users of EO data will be
able to afford online retrieval of operationally exploitable data
sets.on a routine basis. This Section is aimed at discussing
user, and in particular operational user, requirements tor EO
UISs running on top of future JtDNs.

I •

Of course, all requirements concerning metadata access as
discussed in previous Sections will remain in place. The need for
uniform GUis, data structures and formats will be felt even more
as the number of commercial EO data suppliers and operational EO
data users will increase. Enforcing standards on existing and
tuture commercial suppliers, although essential, might not be
feasible. The catalogue interoperability approach seems more
appropriate.

This approach will lead to physically distributed but logically
integrated none stop shops" for EO data. It can be expected that
these will be accessible on the Internet by general purpose
protocols such as HTTP and browsers such as Mosaic. The rather
primitive geographic background built in current EO UISs will
evolve into a more powerful and flexible qeo/thematic data
handling system, which should in our opinion be based on GIS and
client/server technology. Three different approaches seem
applicable:

A basic GIS on the server side. The advantage is to permit
operating a client without data other than that supplied by
the server. The disadvantaqe is that the choice of the
contents of the GIS is arbitrary and may not correspond to
the requirements of a specitic user.

A local GIS accessible by the client. This approach permits
analysing EO metadata from the remote server on top of
geo/thematic data sitting on the local GIS. The user has
the advantage of beinq in complete control of the
gee/thematic part o! the data. This is specially relevant
tor users having their own data or access to classified
data.

A distributed hyperGIS accessible by the client. This
approach requires advances in hyperGIS technology but
offers the highest power and flexibility in the lonq run.
The user may choose EO metadata trom one or more remote EO
data servers and gee/thematic data from one or more remote
hyperGIS servers on a task-specific basis. Of course the
local GIS may still be used preservinq all the advantages
ot the lee.alGIS approach.

Some of the requirements on data retrieval already apply to the



current practice of shipping data on magnetic support. Standard
data tormats should be adopted and complied with in order to
avoid wasted resources on the user side due to having to cope
with different formats or, even worse, noncompliances with
declared formats. For example ERS 1 data users face the problem.
that, thouqh the standard a:os fonnat is mandated by ESA for ERS
1 data products, not all national PAFs comply with the tormat
specification strictly. These shortcomings need being eliminated
to bring pre-operational data product distribution services up
to a commercial quality level.

Other requirements will emerge with online scene retrieval
becoming a commonplace process. Once identified one or more EO
base data sets appropriate to the intended application, many
users will demand more control options on the derived data
products. Options should not be restricted to preprocessing
levels but inelude value added products. Other users with
substantial in-house data processing capability and expertise may
choose to perform in-house a large part of the data processing
chain. Even in such cases, many operational users will only be
interested in a sharply defined qeographic area much smaller than
a scene. The requirement for microscenes cut around a user
specified geographic point will grow.

It will not be practical to produce and store all different data
products that might be requested by all users. A better option
is to enable users to remotely control the processors at the EO
data supplier site and "tailor cut" a product to download. This
approach demands substantial. computing power on a supplier
premises but permits conmtitting to permanent storage only raw
data sets and generating derived products on demand.

Data compression perm.itsreducing network load at the expense of
off-line host computer load at both transmitting and receivinq
sites. It shou1d be noted that most compression/decompression
techniques are asimm.etric and only the compression half is
computationally intensive. Data compression has not been used
extensively for EO data due to users being reluctant to accept
lossy compression techniques. Lossless compression techniques
perm.itreconstructing the input data without info~tion loss but
perform poorly on high-entropy EO data and imaqes. Lossy
techniques such as the standard JPEG or those based on wavelets
and fractals penni.tvery high data volume reduction (between one
and two orders of magnitude) at the expense of irreversibly
losing those information components deemed less interesting for
the intended application. For example JPEG com.presses
significantly (by a factor up to 25) images intended tor visual
processing by the human eye-brain system by discarding features
which would not be visually evident. The output is virtually
identical to the original (this app1ies to visual inspection and
not necessarily to image enhancement filters). The operational
applicability ··of compressed data is a subject of current
research. ·
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Finally, it should be noted that data security will become a
signiticant issue as the EO data community shifts to commercial
marketinq and operational users. Several encryption schemes are
suitable for network transfer of EO data. Of course, standards
should be adopted and enforced.
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References.

The assumption that most readers have access to a WWW browser is
made here. This Section provides a list of convenient entry
points to information relevant to the subjects discussed in the
text.

For general EO related information (physics, sensors, projects,
research, data and processing issues, EO UISs) access the ESA GDS
at:

http://tracy.esrin.esa.it/ROOT

This is the most comprehensive list of EO related infonnation
resources. The Multi Mission Inventory System is accessible
through GDS for users of a graphical browser such as Mosaic.

For telecommunications related information access the Telecom
Info Resources server at:

http://www.ipps.lsa.umich.edu/Teleeom-info.html

For information on European programmes in Information Technology
access the r·M EUROPE server at:

http://www.echo.lu/

This server also contains Calls for Proposals and several
documents used as a basis for political decision making such as
the Bangemann report and Action Plan.

For information on the Centre for Earth Observation (CEO)
programme of the EU, access the CEO server at:

http://ceo-www.jrc.it:BO/

For information on analogous initiatives in the US access the
Earth Observation System (EOS) server at:

http://eos.nasa.qov:SO/

For intoi:mation on Geographic Information System (GIS) technology
access the GIS server at:

http://info.er.usqs.gov/research.qis/title.html
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Panel 2, session G: Round table "Earth Obser­
vation User Views: National priorities and sta­

tus of significant activities"
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ABSTRACT

In order for Remote Sensing, in particular from orbital platforms, to fulfill its promise in a
small, land-locked country like Austria, it must become relevant to small regions and rural
areas; these are the elements that dominate the highly decentralized Austrian scene.
Users in this case are persons with responsibility over an aspect of a small land area;
they operate well-established current data sources.

A successful user service therefore must be scaled by the needs of these users.
We propose that data become available as a finished product for easy assimilation into a
routine application at the user's desktop computer. Therefore higher level products and
only geographically relevant data are needed for this case. If responsibility exists over
only a district, then only district data should be made available. A set of information
products needs therefore to be defined for use in these regional and local applications.
Remote Sensing from space offers the advantage of regular repeat coverage of an area.
This advantage must be brought to bear.

In this paper we first describe the current state of remote sensing and its applications in
Austria. Then we sketch a desirable user service that would be relevant for Austria
through an offer of subscriptions to information and its changes.

1. BACKGROUND

Remote Sensing developed an identity in Austria in the late 1970's with the creation of a
group for Satellite Cartography at the Austrian Academy of Sciences and with the forming
of an Institute for Image Processing and Computer Graphics at the Research Center Graz
(Leberl. 1984). This forceful beginning was followed by a series of cooperative
applications and research projects. Two practical applications were country-wide
inventories to assess the state of vineyards and for studying damages to forests (see 2.1);
typically they were carried out solely based on CIR aerial photography. A more general
research-project, covering and sponsoring various activities at the universities was the
"Forschungsschwerpunkt Femerkundung" from 1985 to 1991 (Kraus et al., 1991).
Under a Russian-Austrian cooperation, in 1991 an Astronaut was sent into orbit (project
"AUSTROMIR"). Within the framework of scientific experiments at this occasion, also the
remote sensing experiment FEM was carried out, and focused on geocoding, radiometry
and land use studies (Kalliany, 1992; Kalliany et al., 1992).



However, this beginning was not followed by ongoing development. Currently the funding
for remote sensing activities in Austria has gone to an all-time low (Leberl and Kalliany,
1995). A serious objection to satellite remote sensing is the large pixel size at 10 to 30
meters diameter, which is too large to make sense over Austrian territory for national or
regional applications. Inventories for practical applications are performed using aerial
photography, where a single house or tree as well as most parcel-boundaries may be
addressed. It is no surprise then to find the recent Russian KFA-1000, KFA-3000 or
KWR-1000 often to be considered the only useful space imagery in Austria;
this imagery has geometric resolutions in the range of 2 to 5 meters.

Using high-resolution photographic imagery requires only fairly conventional skills in
visual image-interpretation and (if geometric information has to be obtained)
photogrammetry. There also exists a lack of experiences in the community in Austria with
the vast range of Earth observation technologies based on digital sensors, with the only
exception of the observation of snow and ice. In fact, research in this area has developed
to a leading international standard, as exemplified by studies at the University of
Innsbruck (Rott and Nagler, 1993). One phenomenon in the application of remote sensing
is the absence of global research participation. The prevailing mood in the community is
that remote sensing must prove itself within Austria, or it will be disqualified from further
consideration.

We will therefore develop a sketch of a user scenario for remote sensing for application in
Austria. We hope to show that an opportunity exists to build a valid remote sensing
activity in Austria.

2. CHARACTERISTIC PAST REMOTE SENSING PROJECTS IN AUSTRIA

We briefly describe three of the most important and very typical remote sensing projects
and efforts carried out in Austria within the past years. This should show that high
resolution is a basic requirement, but also that the integrated use of different sensors is a
prerequisite for some of the potential applications.

2.1 A Countrywide Forest-Damage-Inventory

After some years of developing and testing methodology, this project started in 1989.
It used aerial CIR-photographs at a scale of 1:15,000 with 60% stereoscopic overlap.
The photographic scale was the smallest at which one may still address and rate the single
crowns of trees. The methodology required that every 500m a sample of trees had to be
classified with respect to the vitality of every single crown. Since this was accomplished
in an analytical photogrammetric plotter, exact coordination could be assigned to each tree.
The initial plan was to observe the same trees every five years tMansberger et al, 1991).

Because large parts of Austria are covered with wood, nearly half of the country had to be
imaged, requiring up to 10,000 photos. There were also constraints on image acquisition:
The imagery was to be taken only from May to August and the sun had to be high enough
to avoid long shadows. Of course, also weather-conditions had to be good - without clouds
and only limited haze in the atmosphere. Due to those constraints, the task of imaging
such a large area could not be fulfilled totally (employing three aircraft over two years l).
The large cost of image-acquisition and -exploration, has caused funding problems;
therefore stage two of this investigation will be performed only for some specific sites.
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2.2 Inventory of Waste-Disposal-Sites

A pilot-study (Zinn et al, 1987) could show that the locations of possible buried waste­
disposals (in most cases being former gravel-pits) may be assessed by reviewing historic
aerial photographs which are available in Austria since 1950 at intervals of at least every
ten years. Following the experiences of the pilot study, similar investigations have been
performed in various parts of Austria affected by the problem of unknown waste­
disposality possibly threatening the groundwater. Of course it would be beneficial to
continue those inventories with regular up-to-date information which is showing
immediately when a new pit is opened or an old one is being filled. The latter would
represent a "red flag" for a local officer to investigate those sites.

2.3 Observation of Snow- and Icecover,Especially in Mountainous Terrain

Work is being done on an experimental basis by Innsbruck University to analyze SAR­
images and calibrate them with reference-measurements from a field-portable microwave­
radiometer. The application is to predict at any time the actual snow coverage and to
assess its water content for managing the numerous hydro-power-stations in Austria.
This is hoped to support the current dense network of ground-observation-stations of snow.
The use of continuous updated satellite imagery would offer the advantage of more
detailed information in between the groundstations. However, the fusion of imagery from
SAR or other sensors with information from different services are not yet fully developed.

3. ·PROVIDERSOF REMOTE SENSING IN AUSTRIA

Table 1 represents a summary of most user-oriented activities in remote sensing in
Austria. These include providers of basic remote sensing data, value added products and
services. Since we restrict the term "remote sensing" to spaceborne imagery, in Table 1
we do not consider activities in the field of photogrammetry, photo-interpretation and
mapping from aerial photographs.

The third column in Table 1 is giving a rough estimate of the number of academic staff
involved in user-services according to the topics mentioned in 2nd column; staff working
on general administration or scientific projects was not considered (see also Table 1 in
Leberl and Kalliany, 1995)

Nearly all applications mentioned in our survey are either research-projects, or studies
performed by or under contract for ministries or provincial governments. Most of them
represent research & development expenditures and often also are meant to demonstrate
the innovative attitude of the customers. Only very seldom do such studies have a real
impact in decision-making processes; instead they merely serve to support already formed
opinions. Due to a lack of relevant administrative structures, conclusions from such
projects nearly never actually are forwarded to district-level-offices.

On the other hand, Table 1 also presents evidence that there exists remote sensing
expertise in Austria, which should be upgraded and integrated in networks of national
and international cooperation.
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Institution, Services PersonnelDepartment

Joanneum Research, Graz Geocoding optical and SAR data, 4.00Image Processing Classification, Application Studies

Agricultural University, Wien Rural classification, Forestry, 0.50Surveying and Remote Sensing Radiometric correction (optical)

Austr.Research Center Seibersdorf Land use classification, 0.75Environmental Planning GIS-relevant information analysis

Technical University Vienna Geocoding of optical data, 1.25Photogrammetry & Remote Sensing Land use classification

Technical University Graz, High Mountain Cartography 0.50Photogrammetry & Cartography (using high resolution imagery)

Technical University Graz, Processing Synergetic Data, Network 0.25Computergraphics Server for large Datasets

Klagenfurt University Satellite Image-Maps, 0.50Geography Land-use interpretation & GIS

Academy of Sciences, Vienna Classification for assessing 0.50Cartography High Mountain ecosystems

Austrian Space Agency, Vienna Distribution of Landsat Data 0.10

Zwittkovits Inc., Wiener Neustadt Posters from Russian Imagery 0.50

Gepard Inc., Vienna Parallel Computing Architectures 3.00

Geospace Inc., Bad Ischl Image-atlases & posters, 4.00vendor for various kinds of imagery

Table 1: Austrian institutions providing remote sensing data,
products and services in 1993/94

4. CONCEPT FOR USER SERVICES IN AUSTRIA

4.1 The Political District as a Driving Factor

The whole of Austria has more than districts (400 to 2,000 km2 each) and larger cities,
with more than 20,000 inhabitants (Figure 1). These local bodies have a considerable
responsibility for managing the land, especially in the field of agriculture, forestry and
regional planning. Districts are organized into 9 independent states or federal provinces.
Provinces have their own elected parliament with legislative power for most issues in
agriculture and forestry, regional planning, health and environment as well as other topics
like education and culture. The provincial government has the relevant adrninistrational
bodies to cope with these tasks and to advise and supervise the district-offices. Of course,
the federal government in Vienna also holds some administrative responsibility over Earth
and land issues. It is especially at this level that additional funds for inventories,
investigations and sponsorship of specific activities can be made available.
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Figure 1: Austria is split into 9 provinces and more than 100 districts. For estimating the
relevant areas, the coverage of a full TM-scene (180 x 180 km) is shown as well.

We submit the premise that in Austria remote sensing can be useful from an applications
point of view only if it solves issues at the level of districts. If it were to accomplish that
then the applications at the higher levels of responsibility would be a matter of course.
If remote sensing were not applicable at this district level, then it may not evolve to any
significant level of interest in the country and funding for projects will not evolve.

I Dataset I Characteristics I Updates I
Topographic map 1:50,000 (or enlarged 1:25,000), every 8 yearsalso in digital raster-format

Regional development plan 1:10,000 (for every community) edited once; updates
on occasion

Cadastral map 1:1,000 to 1:5,600 about 2-3 years(partially in digital form)

Parcel-inventory "Grundbuch" computer-based, online frequently updated

Statistical demographic data printed compendium every 10 years

Agro-statistical data by local agricultural chamber annually

Table 2: Primary data products at the district level
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We believe that the "user" is at a district office, be it for the general administration, or for
agriculture, forestry or for environmental protection issues. We expect that some typical
and often-used tools at district level would be those listed in Table 2. Currently, for
decision-making purposes, some offices may acquire (more or less elaborate) additional
data from central agencies (Table 3).

I Dataset I Characteristics I Updates I
Orthophoto-Map 1:10,000 (not always available) up to 10 years

Aerial photographs Copies of Black & White or for 1:30,000 at least
CIR at 1:5,000 to 1:30,000 every 10 years

Geological maps 1:50,000 edited only once

Soil-maps 1:25,000 edited only once

Printouts from the GIS corresponding mid-scale irregular,
maintained at provincal level (1:100,000 to 1:200,000) on occasion

Table 3: Some additional (secondary) data products for district level offices

Satellite imagery would currently be available to local administrations only with very
much effort (and therefore will not reach interested citizens): If by chance the relevant
section at a provincial government has acquired such imagery as a supplement to their
GIS, then it may get forwarded on request to a local district-office. But such imagery in
most cases will date back some years and, because local district-offices currently are not
equipped for image-processing, the data would be forwarded in analogous form, e.g. as a
low-quality paper-print.

4.2 A Specification

A local office needs tools that are easy to operate for people not specialized in remote
sensing. We believe that local offices will accept remote sensing data if they are:

o easily and routinely available,
o holding information that occasionally provides for great value,
o of predictable quality, resolution,
o taken at the right time and
o inexpensive.

Currently, remote sensing is none of the above. It is not routinely available, almost never
contains relevant new information, nearly always is taken at the wrong time and by no
means can be addressed inexpensively.

The paradigm for future remote sensing data transfers can be modeled after the newspaper
habits we all have: we throw the old newspaper away and wait for a new issue the next
day. Old newspapers are merely kept for historical reference. The continuous updated use
of remote sensing data can be viewed in a similar manner.
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4.3 Scenario for Data Services

The next regular update of computing- and communications-hardware at the level of
district-offices presumably lead to graphic workstations, connected to the emerging high­
performance data-networks. Because of increasing capabilities of even low-priced
equipment, all prerequisites are available to link the equipment into the Center for Earth
Observation CEO, the remote sensing data network currently planned by DG-XII of the
European Union. CEO is expected to provide various remote sensing data as they are
being produced by orbiting satellites, as well as photographic imagery which is to be
digitized as soon as it is acquired.

Needless to mention, the diversity of data will have to be geocoded before being
distributed to users at the local level (Table 4). However, such a demand is much easier to
define than to satisfy. We believe that a CEO must cope with that requirement. Based on
already existing terrain models, good knowledge of the satellite-orbit and software for
automatic recognition of control-features, or by matching with already rectified imagery,
geocoding should become a routine-task. This work must be split among a certain number
of processing-centers; careful planning and regular quality-control will be necessary.

Geocoding will be needed to unlock the main benefit of CEO: The synergetic exploration
of data at various resolutions and with spectral diversity. That is also why - even for a
1000 km2 district - we propose the use of images of mid- or low-resolution. We expect
that if high-resolution imagery with pixels of lm to 5m is at hand, the user will also want
to employ images of reduced resolution or with different radiometric properties. For
instance, a local office may want to track the frequently updated AVHRR-coverage by
NOAA-satellites to check the development of crops if (and only if !) one can superimpose
this material with high-resolution images showing the relevant field-patterns. Because all
data would be co-registered to the same geometric reference, one will be able to spot what
is "really" behind a particular low-resolution-pixel.

Sensor I Source Characteristics Resolution Repetition I

KFA-1000,KFA-3000,KWR-1000 Photographic/Optical 1-5 m irregular
SPOT I panchromatic Scanner/Optical lOm - 5 days
SPOT/XS Scanner/Optical 20 m - 5 days
Landsat/TM Scanner/Optical 30 m 16 days
NOAA /AVHRR Scanner/Optical 1 km twice a day
ERS, JERS SAR 25 m - 20 days
Digitized Orthophotography Optical 0.5 m - 8 years
Digital Elevation Models (DEM) Photogrammetry, Maps 50 m long-term
Digital Cadastral Map Field Surveys 50 to 0.1 m - 3 years
Local GIS-databases Various Sources various arbitrary
Value-added products Remote Sensing Data various on demand

Table 4: Examples of Data with Relevance for an Austrian CEO-Work environment.
Data in the upper part of the table have to be provided regularly by subscription service;
others are acquired by the users from other sources, according to their requirements.



Geocoding will support the positioning of specific phenomena which are apparent in one
image but not in others; and it will help fieldwork. Relevance may develop for detecting
soil-moisture by microwave-data and to monitor crops using high-repetition/low-resolution
optical data. Additionally, geocoded data can be referred to other land-related databases
like land-use-plans, soil-maps or the cadastre linked to the on-line real estate register.
An office may address on the spot the owner of each site; a possibility which is essential
at the local level if concrete action is more important than a general statistical evaluation.

While we have great hopes for the use of synergetic data, we are concerned that so much
still is unknown. Considerable research is still to be done to develop the synergetic use of
remote sensing data.

4.4 Data Quantities

The diversity of data of Table 4, requires a network to collect, process, archive and
forward the relevant data products to the users. An office at the provincial level may
expect data once a week and tailor them to the needs of the districts. At a desktop­
terminal, an officer may operate the software to visually display, merge and render the
data in various combinations.

Table 5 presents the amount of data for each of the at present most important sensors.
Neglecting Im-imagery (which we suppose being acquired only once a year) the annual
coverage is I I I kB per square-kilometer. For a district of 30 by 30 km2 this would make
IOOMByte per year, or an average of 2 MByte of data to be forwarded every week. The
high-resolution image included, the annual amount increases by a factor of 10 to I GByte.

Sensor Pixelsize Bands kByte I km2 scenes I year kByte I year

KFA-3000 Im I I,000 I I,000

SPOT-P lOm I 10.0 3 30

SPOT-XS 20 m 3 7.5 2 15

Landsat-TM 30 m 7 7.8 6 47

ERS 25 m I 1.6 I2 19

Table 5: Amount of data per square-kilometer from them most important sensors.
Acquisitions per year are estimated (see also Leber/ F and Haselbacher, 1994).

5. COSTS OF THE SERVICES

An early CEO-study concluded that Europe may have 10,000 potential users of remote
sensing data (NRSC, 1993). This would place Austria in a range of 2% of this total, at 200
users. A subscription for basic data services, if it were at 1000 ECU per year, would be
low enough to entice all potential users to get involved. This cost is granted presumably
only feasible if the space and primary segment is financed from the general tax fund.
This would be analogous to current funding of aerial surveying data in national programs.
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The transfer of remote sensing data should be supported by fast data networks. However,
an issue of overwhelming concern is the cost of data network services. Pricing at this time
far exceeds the cost per minute for conventional telephone service. We would agree that
the cost of transferring data should be a fraction of the cost of data. This would easily be
accomplished if ATM were priced per minute at the level of ISDN services (Leber! and
Haselbacher, 1994).

6. CONCLUSIONS

We argue that a successful future of remote sensing data in a small alpine country like
Austria may depend on:

o the ability to develop uses at the level of district offices;
o the availability of high resolution imagery;
o successful geocoding;
o updated data as soon as new images are available;
o augmenting the offering by application-oriented products.

These requirements can be met at reasonable costs only within the framework of a
European network; CEO is therefore an important initiative.
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Earth observatjon data and services : the Belgian users' viewpoint

1.Background

Belgium is a member of the European Space Agency since its beginning. It is also a
partner of CNES in the SPOT programme and has a bilateral agreement with the Russian
space agency concerning MIRAS (earth athmospheric chemistry). OSTC is in charge of
the Belgian contribU1ion to the space endeavour. In parallel to its participation to these
international infrastructure programmes. OSTC conducts several national research
programmes related to earth observation :

TELSAT <research in remote sensing)
Global change
EUROTRAC
Marine sciences

OSTC is also in charge of BELNET. the national research network infrastructure {see
infrastructure presentation).

2. User communities

Discussion with the research community has shown that needs were quite different
according to thematic groups.

In general, the Global change researchers do not wish to become remote sensors, given
the already complex tasks of their modelling research. Their wish is for reliable data
with specific accurary ranges. without needing to use remote sensing technology. The
computing costs in these researches can be quite high and there is a consensus that data
should be free. Data pools is probably a solution but access to real time or near real time
data is also demanded by some scientists.

Atmospheric chemistry and radjatjon budget
Scientists in this domain are in close contact with space agencies. They are interested by
instrument design, involved in CALN AL activities and related research.

The marine science community has recently adapted remote sensing as an investigative
technique. It is not yet widely used. However, multi-team research allows for inclusion of
remote sensing experts in large research projects and this should stimulate th• use of
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space data. The R.S. laboratories are currently involved in researchand pre-operational
research. It is expected that some institutions will develop operational services based on
multisource data, including space data. In that framework, access to real time or near real
time data will be necessary.

The terrestrial acplicatioos community is the most developed users' community in Belgium.
The number of projects which have been undertaken since 1985 is estimated at 170
within the universities {not counting the private sector). Some 30 laboratories are active
in the field. Here. projects run from basic research to pre-operational and operational
research.

The government and crjvate sector. Given the small size of the country, the incentive to
use R.S. data has beenweak. The first offical map based on space data (LANOSAT TM
1989) dates from 1991.
However, there is now a growing interest on the part of the public sector, expressed by
requests for information and for R.S. pilot projects, and there are new companies
entering the market.

A survey has recently bean conducted within the E.O. user community; most of responses
from the users with image processing capacities (•remote sensing group•) have been
received. An "end uaer" questionnaire has also been designed; responses are expected in
the next few weeks.

3. Preliminary results

The elements of responses given here only portray the data and services aspects of the
first questionnaire (addressedto the "remote sensing group•).

Identified croblems (in descending order):

unproven robustness for wide application
(mostly indicated by people involved in
operational applications)

possible solutjon:

documented methodology;
automatized production procedures;
quality control;

satellite RS capabilities remain too confidential user guide to satellite data, products and
for wide usage services (OSTCproduct)

multimedia demonstration products

price of data
(terrestrial applications and private sector)

low availability of collateral (non space)
data

problems linked with data identification
and delivery delays

spatial resolution
( terrestrial applications mainly)

data ownership. copyright and protection
of derived products
(terrestrial applications mainly)

time aspects (programming, acquisition
to delivery••:r

special pricing for scientists; data sharing

links to environmental information networks

multimission ephemerids and catalog search

very high resolution sensors of the future

adaptation necessary for a larger diffusion
of products and services

bener service from overseas stations;
increased programming capacity;

47~ear real time capacity;
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compatibility of data from different captors conversion algorithms ?
geoeoding?

spectral aspects (radiometric resolution and future sensors
radar band, mostly)

lntercretation :

For most EOactivities. and in particular for operational applications, several problams are
encountered. Existing data identification, acquisition and delivery delay appear to be very
time consuming and difficult processes;these difficulties are mentionned for EOcollateral
(non space) data. For spacedata, distribution problems are low, given the already
available commercial infrastructure, except when data acquisition must be programmed;
the situation is worse when multisensor data are required. Cataloguing of collateral data
and networking of these catalogues. multimission ephemeridsand catalogue search are
then keywords to overcome these bottlenecks for operational applications.

Technical problems identified dependon the user's community: terrestrial applications
community is interested by bener spatial resolution of data, scene quality, unsuitability of
spectral bands. EOcommunity, dependingon application field. has a mixed feeling on data
adequation in tenns of localisation precision, acquisition repetivitiy and reliability.
radiometric resolution and precision. When needed,multisensor data intagration presents a
non negligible technical problem, and radar imagesprocessing implies rather complex
methods.

EO data users involved in semi-finished and finished products (within the satellite remote
sensing data value adding chain) point out the legal aspects of data ownership, copyright
and protection of derived data has imponant issues for developping their activities. A
larger diffusion of EOproducts and related services should require present rules
homogeneisation and simplification. For the same users. the very little or the absence of
data or product Quality control throughout the complete value adding chain should also be
a major issue to consider if true operationalisationof the technology is targeted; there are
no widely accepted standards. noms and proceduresto perform data or products quality
and reliability assessment.

Infrastructure: all the organisations surveyed own or have access to up-to-data hardware
and software· facilities; most of these organisations are already connected to X.25 and
value.added networks; an initiative of the BelgianOSTC, BELNET.will even reinforce the
community networking capabilities and potential national collaboration and data
dissemination.

Services: within the remote sensing value adding chain, the BelgianEOcommunity is
offering all the processing services. Support services sush as technical assistance,
cataloguing. help desk ••. and access to collateral data are however far less developed.
These services are mostly performed by users themselves for their own needs. Value­
adding industry is emerging in fields such as software engineeringanddevelopment.
consultancy, geomanagement•..

Products: it is difficult to evaluate the true market value of the so-called •reusable
products". clearly. the number of "products" generated by the research community is not
negligible, but their development and that their maintainablity can not be ensured. A few
number of Belgian innovative and commercial products (Canography, Geomanagement
Information System .•.) are on the market but have difficulties to raach-a true business
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critical mass.

CEO projects could help in setting up structured datatabes and support services. The
European dimension could provide the business critical mass necessary.

4. Recommendations exoressed by the remote sensing community

Suggestions made by the Belgian remote sensing community are the following

concerning the development of the overall usage of EO space data:
. to improve the •meta• marketing of the RS potentialities for EOactivities:

. by disseminating general information on space data usage
in specialised (engineering, agriculture, environment ... ) publications,
in the general public press.
by increasing the availability of a general inf9rm@tiQnguide on the space data
usage (OSTC is presently developping an electronic user guide, hypenext. open
and maintainable to integrate additional useful information (ex: projects
synoptic, EOorganisations synoptic •.••) and will make it available on Internet),

by creating information centre, help desk. hot line system at focal point of contact
(documentation system type);
by offering data delivery delay guarantee (in particular for operations)

. to clarify and simplify the legal aspects of the space data usage across the agencies:
by uniformising royalties and ownership principles and policy (simplified and
standardised copyright rules).

. by supplying legal services support (insurance for data reception delay, image
Quality... );

. to develop adequate RSS data pricing policy by supplying cost sharing possibilities for
multi-user of multi-usage of image, or cost adaptations for type of usage, depending on
image quality. delivery delay, geographical coverage, quantities to be handled•..

concerning imaging products:

. as already mentioned, to promote the development of high definition products. and all­
weather capacity,
. to ensure increased availability of geocoded and terrain geocoded products,
. to shorten data acquisition and delivery time from stations

concerning service development:

. to facilitate access to information:
. by making available a catalogue of EO data catalogues,
. by facilitating interoperability of catalogues, databases and archives

. to provide typology of products and services for progressive standardisation ensuring true
comparability of solutions technical and financial merits;
. to provide incentive for services and products cataloguing;
. to promote quality control and reporting on high level (value added) products

5. Conclusions

These results are only preliminary and have to be taken with great caution.

Once overall results will be available, prioritization of issues still has to occur and be
balanced against financial resources availability.
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Abstract

This note presents an attempt of defining Danish requirements to the future European Earth

Observation System (EEOS). It addresses the expected use of the information system of EEOS

and the likely requirements for acquisition of data via EEOS. The latter is worked out on the

basis of knowledge the European sensors which will be in operation after 1998 and the present

and possible future use of these data for monitoring of the environment in Denmark and in

Greenland. It is expected that monitoring in the Greenland area will be carried out as at present,

i.e. by institutions placed in Denmark with communication of interpreted data to the area by a

suitable data information system, cable and. or satellite.

Introduction

Most present day investigations and monitoring of the environment using satellite data are

multi-mission and multi-sensor undertakings. This will certainly also be the case in the future

in a number of applications where data from instruments covering the entire electromagnetic

spectrum will be exploited. The users may be categorized as Research Users and Operational

Users, the latter being establishments that carry out measurements on a routine basis often

involving the use of great quantities of data. Although a great deal of research has already been

carried out in order to investigate the utility of remote sensing data and to develop analysis

methods using existing remote sensing data it is expected that for a very long time to come

there is still need for such research in order to improve present techniques, develop new

applications, often closely connected to the monitoring agencies, and of course to exploit new

types of data. However, this activity is not likely to use great amounts of data and presents

therefore not a great load on EEOS. On the other hand Research Users may need a close

contact with other users including the staff of EEOS through its Information System.

It is not possible at this moment in time to define the level of processing of data that will be

required. The current thinking goes in the way that users will carry out any analysis beyond

Level 1b (radiometrically and geographically corrected data) by themselves. This consideration

is based on the systems in place and the current experience that in order to take full advantage

of the information content of remote sensing data interpretation invariably involves local
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knowledge of the area in question and often also auxiliary data acquired by the users
themselves. Future operational applications may thus be supported by a system of specialized
buoys and ground stations, for instance. Also, the synergism obtainable by use of a variety of
remote sensing data may be a result of developments carried out to solve specific local
problems.

Experience has shown that in most cases meteorological data are needed to carry out a
successful interpretation of the phenomenon being studied, scientifically as well as in

operational applications, and that the data shall be available for analysis at the same time as the
remote sensing data to be fully useful. Therefore, to fully support European users EEOS

should preferably have free access to these data to enable timely dissemination to them.

EEOS Information System

In order to satisfy users the Information System shall be able to handle queries related to
missions and instruments and to give full information about data availability and quality at a
given point or in a given geographical area. In order to ease the work of the users the
Information System shall be able to handle a series of instruments simultaneously with overlay

to show relative coverage of the different instruments and to list the time difference between
acquisitions.

The Information system shall have sufficient capacity to be able to respond to queries by many
users simultaneously including dissemination of Quick Looks. This is of importance to
Research Users but may also be of interest to operational entities.

Research Users

Research users are scientists concerned with the development of new ways of analyzing data,

algorithms and methods, and other scientists dealing with studies of geophysical processes
often in support of numerical modelling in climate change research. This category of users need
information about data availability, quality, frequency of observation, orbit and instruments

data etc. They will take advantage of the EEOS Information System by frequent interaction.

Mostly, delays in data delivery are not critical and for development of methods archived data
will often be sufficient. This may also be the case in most studies of geophysical processes
except when ground measurements and/or underflights are involved. In some cases ground
measurement teams may take advantage of current data for guidance of collection of data, for
optimum sampling and in studies of special phenomena including unpredictable phenomena.
Known examples are investigations carried out by shipborne teams and field parties involved in

geological prospecting.
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Operational Users

Operational Users are establishments that carry out routine measurements of the environment
over a longer period often counted in years. Their use of data is based on internal studies
carried out in order to ascertain to what extent remote sensing data may replace or what is more
often the case to what extent they may complement current data. They will subscribe to data
from specific instruments acquired at regular interval as the case may be. Data are normally

needed at minimum delay. In particular, this is the case when data become part of a forecast

activity. Due to the variability of the atmosphere meteorologists consider data "historical data"
if they are more than three hours old, but also in monitoring of sea ice delays of more than
three to six hours may be critical, especially in connection with ship routing.

As mentioned above, this category of users is likely to perform data analysis by themselves,
including own ground or other data, as a part of a well-established analysis system which may
handle large volumes of data.

The EEOS Information System will be exploited by these users to obtain status reports of
instruments and data quality in cases where they are not part of the routine delivery of data.

Data Applications In Denmark

In this section we shall review applications of remote sensing data for monitoring purposes in
Denmark as they appear from a recent study and current activity. Three application areas will be
dealt with: Sea Ice Monitoring, Coastal Zone Management and Environment Survey.

• • CfSea Ice Momtorm::>

Sea ice reconnaissance has been carried out in Greenland Waters since 1959 mostly from

aircraft by visual observation with trained pilots. In recent years this activity has been extended
to include satellite remote sensing data on a semi-operational basis, mostly AVHRR data

(Advance Very-High Resolution Radiometer) acquired at ground stations in Greenland and
Denmark. The analysis of the data takes place in Copenhagen by the Danish Meteorological
Institute where ice charts are produced on a weekly basis. In some cases shipping is supported.
Current studies are made to see to what extent other types of data may be useful for
monitoring, including passive microwave radiometer (SSM.'l) data, ERS SAR data and in the
future also Radarsat data.

The most important parameters derived from remote sensing data are ice extent, ice
concentration, ice velocity field, and on-set of melt. Some of these may be obtained from

AVHRR data with sufficient accuracy, but due to the frequent cloud cover they are often
complemented by SS\II and ERS SAR data. It is expected that with the improved capabilities
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which materialize with Radarsat and the Envisat ASAR, first of all the wider swath, microwave
data will be used extensively in the future. Experience has shown that with a spatial resolution
of I00 meter a very useful monitoring may be carried out in most Greenland Waters. An
exception may be on the west coast of Greenland in shipping periods where full-resolution data
(30 meter) will be necessary. It is not expected that data of the Landsat type will not be used

except in very special cases, but MERIS data will be analyzed in connection with
environmental studies.

The Greenland Waters, i.e. the Greenland Sea, the souteast and the southwest coast of
Greenland, cover a very large area and for general sea ice monitoring including climate research
the estimated volume of SAR and MERIS data becomes large, even at 100-meter resolution for
the SAR data. Assuming that ascending and descending passes are exploited with three
observation per week in order to determine motion vector fields the total volume becomes circa

6 Gbytes per week, in the period October to April

This number may be considered a maximum number. In view of the present experience with
application of AVHRR data for the purpose of general monitoring it may be expected that SAR
data are used in this context only to complement AVHRR data when and where clouds prevent
observation. However. this requires that a suitable selection mechanism of SAR data
acquisition or dissemination be developed and operated in close contact with EEOS. Studies
will show whether this will be feasible. If so, the number is likely to be reduced. Also
adjustments may take place in almost real time to fit the actual ice situation. Research has
shown that the sea ice extent may vary more than a factor of two from year to year so that in
some years the data required will be very much less than the maximum numbers arrived at. The
study may also show that the task of monitoring could be done with less frequent observation
so that a reduction by a factor of two may result, for instance.

The support of shipping especially at the west coast of Greenland which requires a spatial
resolution of 30 meter. With the same assumptions as above the volume becomes

9.4 Gbytes per week, in the period May to September

including general surveying of the Greenland Sea and the southeast coast of Greenland.
However, a very great part of the volume stems from the requirement to spatial resolution on
the west coast which accounts for 2.7 Gbytes.Also this volume is a maximum volume which
may be adjusted in the same \vay as described above.

Assuming 16 bit words as with ERS SAR and that data transmission is accomplished in the
course of the three observation days at a bit rate of 2 Mbits.sec the transmission takes 7 hours
per day. However, it should be recalled that observations of the Greenland Sea and the west
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coast of Greenland are probably not made on the same day so the transmission may be
extended over all days of the week.

Coastal Zone Management

Coastal Zone Management is the responsibility of two entities in Denmark, the National
Environmental Research Institute and the Royal Administration of Navigation and
Hydrography, for the near coast areas and the open sea, respectively. In a future monitoring
system exploiting remote sensing data the two organizations will work closely together.

Parameters that are of interest are coastal currents, coastal erosion, sediment transport, sea state
and sea level (storm surge), plankton bloom, oil pollution and sea surface temperature. It is

expected that the larger part of these parameters may be derived from remote sensing data in
some cases supported by buoy measurements. Due to the nature of the Danish coastal area fine­
resolution data are required in all cases and a frequent coverage is needed - also during winter
where sea ice may occur.

In order to cover all coastal areas within one week, exploiting ascending and descending SAR
passes in order to obtain different look angles and with a spatial resolution of 30 meter the data
volume is estimated at

3.9 Gbytes per week

mostly determined by the SAR data volume. !vIERIS only accounts for 10 Mbytes per week.

Environmental Monitoring

The monitoring of the environment in Denmark is the responsibility of the National

Environmental Research Institute who is overlooking the activities carried out be teams on the
county level. Although not established presently, the agricultural monitoring is closely related
to that of the environment at large, especially when satellite data are involved. A close

cooperation between NERI and the Department of Land Data, the Danish Institute of Plant and
Soil Sciences, Ministry of Agriculture, is expected since they are going to largely exploit the
same data sets. This is assumed in the estimate of data volume below.

It is suggested that a satellite map of Denmark is produced twice per year to be used as a
reference by the county authorities. It will be based mainly on Landsat-type of data
supplemented by SAR data at 30-meter resolution when necessary, i.e. during cloud conditions
and otherwise. For this purpose the volume has been estimated at:

9.2 Gbytes, twice per year.
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In the growing season visual and microwave data are required as follows:

7.7 Gbytes, every second week in the period April to August.

In the other period, September to March, monitoring shall be made only every third week:

7.7 Gbytes, every third week in the period September to March.

It should be noted that the estimates given here and in the previous section did not take into

account that by nature there is some overlap between the data required for coastal zone
management and those of environmental monitoring. Involving the same authorities these
activities will undoubtedly be coordinated so that the total volume of data required will be less
than the sum of the data. On the other hand, the coastal zone data are needed every week all
year around so that the overall reduction may only account for about 25%. This requires more
in depth studies. Although the data volumes are not excessive a sampling scheme may be of
advantage in order to reduce the costs.

Network

The physical network needed to transmit volumes of data as those stated above will be in place
in Denmark when needed. The maximum transmission required is about 400 Gbits during a
number of weeks in a year. Assuming that they are distributed evenly over the days of the
week and a transmission rate of 45 Mbit/sec the data may be transferred in about 20 minutes.

Although not directly related to the subject of this note it is worth mentioning that even if data
may reach the analysis centre in question within a reasonable time interval there might be a
problem in communicating interpreted data to the end user in the Greenland area. Experience
has shown that it is often difficult to establish contact with a ship operating at high latitudes and

that special measures shall be taken to improve the situation.

Conclusions

This note present some general views as to application of remote sensing data in research and
in routine monitoring of the Earth surface and some regards as to the use of the EEOS
Information System. Subsequently it presents considerations as to the use of data by Danish
operational entities responsible in various fields such as sea ice observation in Greenland
Waters, coastal zone management, and monitoring of the environment in Denmark. The data
requirements by scientists will undoubtedly be small in comparison with the operational
activities.

The data volumes are determined on the basis of known activity in the first field, extrapolated
by the author into the future where more advanced instruments become available with Envisat,
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The two other fields are considered from recommendations in a recent study of the possibilities
of using remote sensing data for environmental monitoring. This is also extrapolated into the
future, although it shall be noted that the activities only will be initiated after further studies
have confirmed the utility of the data.

The data volumes estimated for the three fields may be considered maximum numbers. Detailed

studies are likely to lead to a reduction when overlap between data are taken into account and
when synergy with other types of data are considered. It may be concluded that the data

transmission rates calculated for the "maximum numbers" do not appear excessive although
they require improved communication systems at higher rate than the present European level of
2 Mbit/sec.

Reference

Rasmussen, K., J. Tychsen, H. Skriver, P. Gudmandsen, M. Olsen, 1994:

"Environmental Monitoring by Remote Sensing in Denmark",
Geografisk Tidsskrift (Danish Journal of Geography), Vol. 94, pp. 12-21.



<; Risto Kuittinen
Finnish Geodetic .lnstimte

IlmaJankaru 1 A
FIN-00240 Helsinki

15Dec SesslonG • Finland (Dataand related Information needs in
sea lee mapping, hydrological forecasting,
crop yield estimation and forest management,
R Kulttenlnen)

Absttact
. .-

The premises for operational use of remotely sensed data in sea ice mapping.
hydrological forecasting, crop yield estimation and forest inventory are good
availability, applicability and response times between 2 hours and 3 weeks.
Infomiati.on needs are concentrated in availability and quality of the data as well as
pit:proccssing and calibration infonnation. An interactive information system and
disttibuted receiving stations are a necessity for operational applications.

Key words: Operational remote sensing, data dissemination.

1. INTRODUCTION

Satellite based remote sensing technology has been developing since the 1960's. TI1e
goal bas always been the operational use of remotely sensed data to obtain in a cheap
way necessary information for many applications. For many reasons remotely sensed
data is widely in operational use only in the meteorological user community . In other
fields of application there is a lot to do to achieve operational applications. In this
paper the different aspects of data and information needs arc described. As examples
of applications are presented sea ice monitoring. hydrological forecasting, crop yield
estimation and forest inventory. These fields have been selected because they reflect
the different aspects which are relevant for planning the CEO activities for the benefit
of all satellite data users in Europe.

The sea ice mapping community consists mainly of governmental institutes which
make ice forecasts for icebreakers and ships. For this work there arc needed a lon~
experience and besides remotely sensed data a lot of surface informarion collected
using a permanent observation network.

Hydrological forecasts are ma.de mostly by governmemal inst:iti1tes but also
hydropowcr companies use hydrological fcrecasts. The. ~asic a.ita for these forecasts
come from the data observation nenvorks which mainly a"' ewned by governmental
institutes. In most eases the companies do not like to develop their own expertise in
satellite based measurements but are willing to purchase the proces~ data.
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Private companies and governmental institutes make crop yield forecasting for
commercial and statistical purposes. The development of this field of application is in
Europe closely connccied with the development of the MARS-programme and the
mnote sensing conuol of acreage subsidised arable land and forage areas.

Forest inventory is mainly carried out by national forest institutes and administration.
These institutes develop and use remote sensing mainly for nationwide inventories.
Private forest companies are more intCICstcd to buy the invemory results for
optimising the delivery of wood rather than to develop their own expertise in remote
sensing;

2. DATA NEEDS

2.1 The basic regulators of data collection frequency

Remote sensing is usually only one source of information for most of the inventory
and monitoring tasks in which rem0te sensing is used. Thus this information must be
consistent with the other relevant information used in the task. The need for remotely
sensed and other data is regulated by the following basic factors which vary from one
application to an other.

a) The naDJral phenomenon which is being measured or srudied. Because in most
cases the interest conc:emrates in changes, the development of the phenomen
determines how frequent the need for infonnation is. It is optimal if the development
can be monitored in all of its relevant phases but it is in some cases useful also to
obtain at least some data from which the phase of the development can be interpreted.

bl Hwnan agjyity affects natUre in many ways and man is dependent very much upon
natural conditions. This is besides the first mentioned the other basic thing which
regulatt!s the frequency of infonnarion needs.

cl The methocis used in information processin& give requirements for the quality,
quantity and timing of the infonnation. As an example hydrological models can be
mentioned because besides remotely sensed data. a lot of field measurements are used.
Table 1 presents the main factors which regulate the frequency of data needs in sea
ice mapping, hydrological forecasting, crop yield estimation and forest inventory.

Table 1. The factors regulating the frequency of data needs in some applications.

Application Natural phenomenon IHuman activity
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The demand of data frequency is in practice met by the following parameters of the
satellite and sensor: repeat cycle. orbit parameters. sensor swath, and used regions of
the electromagnetic spectrum. Furthemlorc the cloud cover defines the availability of
data which means that remotely sensed data is available as frequc:nt as is needed for
the application. At this moment this is the main limiting factor for operational
applications because if there is no guarantee for regular availability of data there will
be no operational users for it.

2.2. Premises for operational data use

When the demand of data frequency is fulfilled then the following characteristics of
remotely sensed data and its dissemination become important.

a) APl?liflbilitt which means that a developed remote sensing technique can give
relevant information. This can be the final information needed e.g. in snow cover .
mapping the snow water equivalent or supporting information e.g snow albedo which
can be used to derive snow water equivalent. Without this knowledge there will be no
use for the remotely sensed data at all but this is not the only presumption for
operational applications.

b) &:iponse time which determines the time which is acceptable to obtain the
received data from a receiving station. If the response time is too long there will be no
possibilities for operational applications. In general when the response time increases
the amount of operational applications decreases. A good example is the use of
Landsat and Spot data in sea ice mapping-..The data could be useful if it could be
disseminated very fast even if the frequency of the imaging is low.

c> Processing time becomes seldom a limiting factor for operational applications. The
time needed for processing must however be taken into account because it is a part of
the total time needed before the data is in a suitable form for users.

d) Local dissemination rime which is needed in some applications.

There are many reports and plans dealing with the observational requirements for
satellite data for different applications. These requirements give usually the frequency
of imaging. This is not enough for operational applications because data
dissemination, processing and local distribution may take so much time that the
benefits of the original observation frequency arc lost. This was e.g. the case in the
operational. sea ice mapping experiment in the Gulf of Bothnia. The BDDN
dissemination of ERS-SAR data was too slow from Fucino to Helsinki.

Response. processing and local dissemination times together with the frequency of
imaging determine the total time used to deliver the data to end users. This rime is
different for different applications and is presented in Table 2. Some minimum
conditions can be determined for each application because these conditions can be
derived from the facts presented in the chapter 2.1.
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Table 2. Average minimum observational frequency and maximal acceptable time for
data dissemination and processing for some applications. ·

Application Observation Maximal acceptable time for
frequency dissemination and processine

b c d
Sea ice 1 day 2homs l hour O.S hour
Hvdrolosrical forecastin2 1/2.davs 2-4 hours 1 hour O.S hour
Cron vicld forecastin2 113weeks 1 week 2davs
Forest inventory 1 year 3 weeks 2weeks

b=rc_,_•.••tiJne I e=oroccssing time I d-local dissemination time

2.3 Basic and complemcmary data

The remotely sensed data used in a method can be divided into two groups, basic data
and complementary data. If basic data are rtµssing, complementary data can be used.
The reasons for data missing are usually cloud cover but sometimes also inadequate
possibility to collect dar.a.e.g. due to the resfictions of the imaging or image errors.
Operational remote sensing methods should be planned so that all available relevant
remotely sensed data are used if it is economically possible. However in many cases
only data collected by one sensor is used. The design~ of an information system must
be aware that in many applications it is possible to compensate the missing basic data
with other data even if the result in this case is not as good as with the basic data.

Data compensation increases the possibilities for operational applications but it also
increases the demands for the data dissemination system. Table 3 shows an example
how different kind.c;of data can be used in some application at the end of this decade
when besides the present type of satellites ENVISAT and RADARSAT are in use.

Table 3. Basic and complementary data for some applications.

Application Basicdata Complementary data

Sea ice maPl)int! SAR.ASAR AVHRR, MERIS
Hvdroloaical forecastinz AVHRR AASTR. MERIS,VEGETATION
Cron vield estimation XS, pzn,TM :MERIS, VEGETATION
Forest inventorv XS.TM ASAR

The possibility to obtain complementary or compensating data means usually an
increased frequency of getting data which during frequent cloud cover conditions is
very helpful for the operational applications.
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3. INFORMATION NEEDS

3.1 Availability and quality of data

Infonnation about the availability and quality of data can be characterised by the
following parameters.

a) Area, where ciata will be obtained. This information is very helpful in planning the
tasks and could be available 1- 2 weeks in advance. Even the orders that have been
made by other data users. If This information is confidential, information about the
orbits of the satellites should be available for the users. By knowing the orbits it is
possible to look for e.g. compensating data in sea ice mapping and hydrological
forecasting.

bl Amu which baye been9bserved Fast information about this is very valuable for
two reasons. In some applications there are some field works (e.g, crop yield
forecasting and forest inventory) needed and in some applications this infonnarion is
needed for looking for complemenwy or compensating data

c) The qµality of data consists of two dpects; cloud cover and data errors. If
infonnation about these things is available at the'.same time as the information about
measured areas it is very infonnative and-¥Bluable for users. It is very important to
develop fast methods for getting quick look images because finally only the user can
decide if the data is useful or not. A good example of this is snow cover mapping. If
e.g, in a period of one week all cloudless parts of AVHRR-images over a certain area
ate combined it is very probable that the snow cover can be mapped even if the single
images are more or less cloudy.

These infonnation needs require an interactive service between the users and the data
distributors,

3.2 Preprocessing and
1calihration

information

The main task in remote sensing is to interpret objects and derive their characteristics.
The possibilities to use algorithms for these purposes depend very much on the
preprocessing of the raw data. For users a good correction of data errors caused by the
sensor is a necessity and it must be done by the data receivers. But how the data is
processed is of great interest to data users. These methods should be exactly defined
and they should be available for the users. The users could then decide if they can use
the preprocessed data or if they have to preprocess the data themselves. Preprocessing
information should be available when the image is ordered.

The calibration is especially important in those applications where data from different
dates are used. Elsewhere it is not possible to get comparable results. This means in
hydrological forecasting calibrated data for deferming snow covered area, for crop
yield estimation calibrated data for deferming weather conditions and crop growth
indices and in forest inventory comparable reflectanccs of different forest areas.



4. CONCLUSIONS

To develop the CEO for an effective system in Europe the following aspects must be
fulfilled:

• The data provided must give more information about the data preprocessing
methods and calibration possibilities than which is known today. This information
must be available for users upon request all time.

• Data dissemination to users must be much faster than today. This refers to all
satellite data because the number of application increases when the total rime for
data disseminarion decreases.

• Information about the availability of dara and its quality should be provided for
users quickly upon request. This also increases the number of applications.

The CEO must be based as planned on an·interactive information system in which
data users can inquire information and data for their applicanons. Past data
dissemination can only be quarantccd if local and centralized receiving stations arc
used. --
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1. INTRODUCTION

In recent years, considerable activity is developed in Greece with respect to Earth
Observation.

According to the analysis of a recent inventory by the Hellenic
Space Committee (hereinafter referred to as HSC) twenty eight (28) Public
institutions and fifteen (15) private enterprises reported activities in Earth
Observation (EO), in vastly different application areas such as geodesy, marine
research, land cover/use,forest mapping, cadastralmapping,meteorology, upper
air studies, climatology,etc.

It should be mentioned that HSC was established in 1991 by the Ministry of
Industry, Energy and Technology, in an effort to coordinate space related activities
- includingEarth Observation - in a more efficientway.

2. COOPERATION AGREEMENT WITH THE EUROPEAN SPACE
AGENCY

In July 1994, a Cooperation Agreement was signed between the Goverment of the
HellenicRepublic and the European Space Agency.

The cooperation agreement consists of the transfer of know-how, as well as the
development of common projects between the Greek authorities and ESA.

In this con.ext two research proposals were defined and are now close to
completion:

a. Oceanographic applications in Greece using ERS-1 data
b. Development of Data Processing Units and VLSI for Space Instruments and
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Systems

3. STATUS OF SIGNmCANT ACTIVITIES IN THE FIELD OF EARTH
OBSERVATION

3.1. Operation of high resolution satellite receiving stations

•The PROTEAS Project of the National Meteorological Service

The PROTEAS (Primary research and Operations Tele-detection Environmental
Archiving System) project of the National Meteorological Service consists of a
Primary data user station for METEOSAT, a High resolution Picture transmission
for NOAA and a Meteorological Data Distribution receiving station.

The PROTEAS System is complemented with a network for the dissemination of
meteorological images and products to interested parties. This will be
accomplished by means of a router of two lines X.25 WAN and two lines V.22 bis.
The same router will allow the connection of the PROTEAS System to the
Message Switching System ofNMS.

The PROTEAS System will enhance satellite related research in Greece. It is
anticipated that several Govermental Agencies (Ministry of Agriculture, Ministry
of National Economy, Ministry of Environment, Plannning and Public Works,
Ministry of Mercantile Marine and Ministry of Energy and Technology) will use
the products of the PROTEAS System However the pricing and dissemination
policy is still under consideration.

• The University of Thessalia satellite station

At present, the University of Thessalia (Laboratory of Agrometeorology) operates
a NOAA HRPT station and a METEOSAT PDUS station. The main application of
the stations is research in the field of physical environmental dangers and in
agrometeorology.

• The National Observatory satellite station

At present the Ionospheric Institute of NOA is installing - within the Athens area -
a third NOAA HRPT station to be used mostly for marine research applications.
The Station complements the NATO SFS Programme THALASES.
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3.2 The National Network for the Environment

The Ministry of the Environment, Planning and PublicWorks.is responsible for the
National Informatics Network for the Environment. At present three regions and
five prefects are connected in the Network, with their responsibility being the
provision of information and measurements for the state of the environment of
each respective area.

In a second phase, all thirteen regions and fifty prefects will be connected. The
Network will provide the grounds for the exchange of scientific information and
know how among Public entities, Universities and Research Institutes.

The overall budget for the Network is approximately 3 billion drs. (or 11 million
ECUs) for a period of 5 years.

3.3 The National Cadastral Programme

The Hellenic Mapping and Cadastral Organization has initiated the implementation
of the National Cadastral Programme.

The Programme aims at the definition of land use and the registration of property
at the National level. For the Programme to be accomplished, satellite images and
aerial photographs will be also used.

The Programme will be concluded in 1999,with a total cost of 50 billion drachmas
(or approximately 160millionECUs).

(a full list of relevant to EO activities is given in the APPENDIX).

4. NATIONAL PRIORITIES

National priorities in Earth Observation may be definedwith respect to the existing
and projected social and economic conditions and on the basis of several
interelated needs such as:

• the local and regional environmental characteristics such as the long coastlines,
the wide variation of the physical lanscape, the surroundings seas, the large number
of cultivated areas, the large number of wetlands, etc.



• the responsibility of Greece to implement Community oriented environmental

regulations

• the need to assist selected environment-related strategies, such as the integrated

coastal zone management in the Mediterranean basin

• the need to support sectoral policies, of considerable interest with respect to the
National economy, such as agriculture, fisheries, industry, etc.

• the need to support physical planning in urban and rural areas

• the need to improve the scientific background of human resources

In this framework the National priorities for Earth Observation in Greece may be:

• Tue development of a National Earth Observation network with special care

given to the dissemination of Earth Observation data, to the communication ofEO

user communities, and to its integration to the decentralized CEO network, the
National Environmental Network and the EIONET network of the EEA.

•Tue enhancement of the Cooperation Agreement with ESA

• The involvement of Industry in Earth Observation activities both in terms of
research and development

•The inclusion of Earth Observation in the National Research Policy

• Tue definition of programmes for improving the connectivity of Universities to
Industries on matters such as Earth Observation

• The development of programmes/missions with emphasis given to monitoring and
studying the specific environmental conditions of the Mediterranean area
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APPENDIX: STATUS OF GREEK EO USER COMMUNITIES

Remote sensing research and product development is .conducted m. many
Universities and Institutes in Greece. In addition several private companies have
been also involved in the field of RS with emphasisgiven to land resources.

1. Goverment Agencies, Universities and Research Institutes

1.1 Meteorology - Atmospheric Sciences

Greece is a member ofEUMETSAT since 1988, being represented by NMS. NMS
also participates in the scientific and technical committees of EUMETSAT and is
also an active participant of the current METEOSAT Operational Programme
(MOP).

NMS has the overall responsibilityof meteorological issues in Greece. It operates a
wide number of meteorological stations, dispersed in the Greek territory and
connected to the Central Meteorological Office in Athens via a telecommunications
network.

Meteorology, climatology and atmospheric sciences are also pursued by several
Universities and research centers. Emphasis is given to the study - by means of
satellite data - the atmospheric phenomena that influence diffusion and dispersion
patterns in the lower atmosphere, as well as in the definition of the concentrations
of chemical species in the upper troposphere and in the stratosphere.

The Laboratory of Meteorology of the University of Athens pursues research
activity in the fields of satellite meteorology, air quality, stratospheric/tropospheric
ozone, energy budget, cloud analysis and motion patterns of air masses. The
Laboratory participates in several international campaigns for the study of the
ozone concentration and also operates - for educational purposes - a secondary
satellite station for low resolution images from METEOSAT and NOAA satellites.
Special emphasis is given in the use of satellite data (TOVS, SAGE 1,11, LIMS,
SBUV, etc.) for the definition of the chemical structure of the troposphere and
stratosphere in the South East Mediterranean and for the operational monitoring of
the distribution of aerosols in urban areas.

The Institute of Meteorology and Physics of the Atmospheric Environment of the



National Observatory of Athens performs regular meteorological and solar energy
observations. Specificprojects relate to the use of infrared imagery for the study of
thermal loss in urban areas and the use of NOAA satellite images for the
operational definition of cloud systems.

Finally relevant research is also performed at the University of Thessaloniki where
ground based measurements as well as satellite data are used on periodic base for
the production - within a United Nations programme - of global ozone maps.

1.2 Geodesy and Geodynamics

Since 1965, the National Technical University of Athens operates the Satellite
Observatory at Dionysos (northern suburb of Athens). The Observatory is
equipped with a Bakker-Nunn camera, laser ranging Doppler, GPS and Doris
system and focuses on applicationswithin the fields of geodesy and geodynamics.

The University of Thessaloniki is also involved in similar satellite based GPS
activity, with emphasis given to the seismological investigation of Central and
Northern Greece.

These two Universities are also involved in research work in precise orbit
determination using laser ranging and satellite altimeter data. Altimeter data are
also used to determine the mean sea level as well as the ocean variations on a
global scale.

1.3. Other activities in the field of remote sensing

The Hellenic Mapping and Cadastral Organization is responsible under the
CORINE Land Cover EC Program to produce maps of land cover for the Greek
territory. In addition, HMCO is responsible for the Cadastral Programme described
in Section 3.3.

The Ministry of Agriculture is involved in two projects in the field of RS. The first
project aims at the re-evaluation of the agricultural statistics; the project started in
1991 and 100,000 hectares ofland have been examined so far. The second project
aims at the monitoring the agricultural types at national level.

The Institute of Geology and Mineral Exploration (IGME) uses remote sensing
techniques and data for applications in Hydrogeology, Geology and Tectonics.
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LANDSAT and SPOT images as well as photographic data are used in this
direction. Specific projects include the investigation of the structural controls of
mineraliz.ationin the Eastern Rhodope region in NE Greece.

Finally, the National Foundation for Agricultural Research is involved in the
agricultural monitoring and land use mapping.

Remote Sensing Laboratories have been also established at the National Technical
University of Athens, and the Universities of Athens, Thessaloniki and Aegean.

Activities at NTUA include the development of an integrated cadastral information
system, the establishment of methodologies for agricultural land use mapping, the
mapping of wetlands and the study of coastal zones.

The University of Athens (Department of Geology) is involved in land use
mappings and geological studies. It has also participated in the European
Collaborative Programme "Remote Sensing in the Management of less favoured
areas".

The University of Thessaloniki concentrates in the areas of Forestry, Agriculture
and Geology. Thematic maps of agricultural regions as well as geologic maps are
produced with the use of Landsat and SPOT images. In addition the Laboratory of
Agriculture uses remote sensing for the management of less favoured areas within
the relevant EC programme.

The University of Aegean emphasizes in the use of satellite images from NOAA,
Landsat and SPOT in an effort to re-evaluate maps of medium scales and to
monitor the oceanic environment and to also assess the forest conditions.

The Demokritos University of Thrace applies remote sensing for both land and
ocean applications and is also invloved in manufacturing of space technology. It
cooperates with the Institute for Ionospheric and Space Research of the National
Observatory of Athens (NOA) which has developed a dedicated remote sensing
laboratory, with full digital image processing facilities, for ocean applications. A
relevant programme of NOA, the SFS NATO THALASSES, has aim the study of
the marine environment of the Aegean Sea.

Other research centers that are involved with remote sensing are the National



Center for Marine Research (NCMR) and the Institute of Marine Biology (IMB):

NCMR uses NOAA-AVHRR and Nimbus-7 CZCS data to study the temperature
profiles and chlorophyll contents of the sea surface layer. These data are
complemented by Landsat data for off-shore stuides as well as by in situ ship
measurements.

d) Education and training in Earth Observation

Courses in the field of Earth Observation (principles, technology, etc.) and its
applications are included in the Academic Programmes of several Universities in
Greece. However a dedicated postgraduate (MS) programme in Earth Observation
is missing.

In addition continuning education programmes in Earth Observation are performed
in the framework of the European Social Fund and COMETI by the Universities
of Athens and Thessaloniki, the National Technical University of Athens, the
National Observatory of Athens and Greek Center for Productivity.

B. Private enterprises

The private sector demonstrates a considerable involvement in Earth Observation,
although mainly through the production of dedicated software, such as sw for
image processing, and through selling acitivities on the basis of imported hardware
and software for Earth Observation (including relevant data). The majority of the
private enterprises may be classified as small-medium ones with objectives
environmental studies or applications of informatics.

It is anticipated that considerable thrust will be given to the private industry in the
following years on the basis of the Operational Programmes for the Environment,
for Research and Technology, the Cooperation Agreement of the Hellenic
Republic with ESA and the relevant to Earth Observation Community actions or
programmes.
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Magnzs Gupmundsson, Iceland GeodeticSurvey

Iceland is 103,000 km2 in size, and has a population of 260,000. Located in
the middle of the Atlantic Ridge, the country is young from a geological
standpoint. Volcanicactivity and earth tremors and quakes are common,and
glaciers are constantly in flux. The largest environmental problem facing
Iceland is soil and vegetation erosion, and since the country's settlement
over 1100 years ago a major portion of the original vegetation has been lost.
Iceland is in one of the areas of the world where weather and ocean conditions
are highly changeable. The ocean surrounding the island, with its fishing
banks, is the main natural resource that the nation depends on. Yet fish
stocks have depleted in recent years. Fishing is dependent on various aspects
of the environment: sea temperature, ocean currents and ice flows. It is
therefore clear, then, that remote sensing will becomeof increasing
importance. The Icelandic economyalso depends on the production ofpower,
both hydro-electric and geothermal. By systematically incorporating remote
sensing in those areas, it will be possible to increase our knowledge of these
energy resources, which in turn will help us to harness them more efficiently.

Large cloud cover over Iceland has made earth observation less effective,but
with the new satellites that see through clouds, some of the research
restrictions have been eliminated.

In Iceland, the Ministry ofEducation, assisted by the Icelandic Council of
Science and the National Research Council, is responsible for matters that
link science and technologyin the European EconomicArea treaty between EFTA
and the EEC. Work in connectionwith the CEO (Centre for Earth Observation)
and EEOS (European Earth Observation System) falls under this category, and
the institute in Iceland that has played the most important role in developing
remote sensing in Iceland is the Iceland Geodetic Survey. The University of
Iceland also works at fundamental research in this area.

The National Research Council, an agency responsible to the Ministry of
Education, has twice organised special earth observation committees that
published policy-making reports in this field; first in 1976 and again in
1986. The goal was to strengthen remote sensing in Iceland, but unfortunately
capital to expand capabilities has been in short supply.

The Iceland GeodeticSurvey, the nation's institute for cartography, is
responsible to the Ministry of the Environment. The operation is divided into
three areas: surveying, cartography and aerial photography. The aerial
photography and remote sensing department has a staff of six (two
photographers, an engineer and three geographers). The department's
responsibilities are divided into four main areas:

a. Aerial photography from aircraft
b. Photographic services
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c. Image processing ofremote sensing data
d. Data storage and information services

Since 1986 the processing, cataloguing and distribution of the remote sensing
data has been performed by Iceland Geodetic Survey which is distributor for
Eurimage in Iceland and also in goodco-operation with SSC Satellitbild in
Kiruna. The institute has also been responsible for aerial photography in
Iceland since 1950. Last year (1993) the institute distributed three different
digital products using satellite data of Iceland and Erdas Image processing
system:
1. Vegetation image in 100X 100meter pixel size. 2. Infrared composite
colour image in 100X 100 meter pixel size 3. Black & white composite image in
30X 30meter pixel size. These images are already used in some GIS systems.

The plan is to put on the market soon two composite Landsat images in 30x30
meter pixel size in true colour and infrared colours.We believe that these
value added products will be very important in near future in the
environmental management and for the GIS market.

Several organisations utilise remote sensing from satellites for practical
purposes but users of remote sensing data from satellites are only at five to
six institutions; the Iceland GeodeticSurvey, The Agricultural Research
Institute, The Soil Conservation Service, the Icelandic Meteorological
Institute, Marine Research Institute and the National Energy Authority. These
institutes use remote sensing data briefly or to some extent and their
approaches have been more of less qualitative for mapping and monitoring
purposes adding value to various ground truth data. T

The main reason for the current stage of the remote sensing user environment
in Iceland is that the research and application community is below critical
mass and it has not yet joined forces to work for its advance and attendance
of the required critical mass. The population of experts and scientists in the
field of environmental research and monitoring is small.

The long term repeat coverage from satellites ofwhole Iceland and the
surrounding oceanwill probably be interesting for the users together with
better resolution of the images and radar images because of the cloud cover
problem. Value added data will also be important specially for the GISmarket.
Price of the data is a barrier for a small community that has to be mentioned
and will be very important element in the future. Most users think today that
the price of the data is to high compared to other methods used.

The potential usefulness ofremote sensing techniques in Iceland is probably
among the highest in Europe relatively speaking. The transparency of this
societymakes it an interesting and the country is very interesting from the
scientific point ofview.
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Many fields are important for example. monitoring of
volcanism, research and monitoring of the snow cover and glacier
accumulation/ablation rates and movements. Alsomonitoring and research of
sea-ice extent and motion, monitoring and research on vegetation and soil
erosion. Marine applications are important for monitoring and research using
remote sensing for revealing physical conditions, e.g. sea surface
temperature, sea--state, currents using altimetry and various studies related
to primary production and dynamics in coastal areas.

This year (1994)Iceland was connected to a fibre optic link between North
America and Europe. Iceland will then becomecloser to Europe in the areas of
telecommunications and computer link-ups than ever before and have the same
possibilities as other European countries to build up high speed networks.
There is also already existing fibre optic link around Iceland making all
connections very fast and powerful.

Last years there has been major movement in Iceland in initiating new working
methods. It is very important to build up an infrastructure and a long term
national program for remote sensing in Iceland. We also have to increase
education and flowof information to the users, possible users and decision
makers and we have to build up a better system for funding programs in this
relatively new field. The European Unions focus on data networks and data
accesswill hopefully stimulate the market in Iceland and create new and
better use of already exiting data resources. There is not doubt that linking
Iceland with the EEOS and CEOwill be very beneficial to many, as this opens
up an avenue ofinformation and data that at present is not very accessible
and the human part of the network will probably be very important.

Magnus Gudmundsson
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Forestry and Agriculture and the Environment are primary EO data users in the
Republic of Ireland. All EO data users have requirements for up-to-date data and
reliable georeferenced value added mapping products. A fundamental
requirement of all EO users in the future will be the definition of rigorous
technical specifications associated with EO and CIS mapping products. In
particular, rigorous mathematical and statistical analysis of EO data is essential to
define the level of confidence with which spectrally unique dasses can be defined
and interpreted.

New rigorous statistical EO classification techniques have been developed
based on multivariate discriminant analysis for the isolation of pure spectrally
homogeneous classes. These new image processing techniques are polygon by
polygon based rather than the current traditional unreliable pixel by pixel
techniques. The new methodologies rigorously define the level of confidence
associated with the spectrally distinct classes within EO databases. Furthennore,
the derived integrated EO and map define the classes which can be interpreted
with specified level of confidence typically in the range 0.95 to 0.999.

This major technical advance in EO image processing for the first time
provides a rigorous mathematical basis for meeting the most important
requirement of EO dat.a users. The requirement being a rigorous statement of the
level of statistical confidence associated with interpretation of EO derived
mapping products. These techniques were initially developed for forest
inventory in the Republic of Ireland. However, the methodologies will have
very far reaching practical application for in forestry, agriculture and
environmental management, planning and monitoring. Adaptation of these
new rigorous techniques will result in the exponential expansion of the use of EO
databases internationally.

l·lntroduction.
Land use remote sensing data are compiled in order to determine trends in land
utilisation required to make production, marketing and policy decisions. The
usual method used to obtain these data are by national census, which produces a
detailed classification. This method may be supplemented by EO database which
has recently become more practicable with advances in resource satellite
technology. Remote sensing refers to the use of electromagnetic radiation sensors
to record i~ges of the environment which can be interpreted to yield useful
information (Curran, 1985). Three main forest species Sitka spruce (Pic:tti



2

sitc:hmsis Bong. Carr.), Lodgepole pine (Pinu.s canton. Lo~d.) and Japanese larch
(.Larixk.aonp/eri Sargent) were chosen for this study.

The objectives of this research are to develop polygon by polygon (group of
pixels) classification using spectral remote sensing database and multivariate
regression modelling (linear discriminant function) to produce forest probability
inventory map.

2. Methodology
2.1Test site and available Satellite Imagery.
The test site of study are Oonaslee Forest, which are located in the northern limit
of the Slieve Bloom Mountain region of central Ireland. All satellite data
presented in this study are of the national Landsat and SPOT satellite image
database developed by the Forest Institute of Remote Sensing Technology (UCD
FIRST), Forestry, University College Dublin. The specific test site was 7.5x7.5km
and was covered two Landsat TMand two SPOT XSand P imaging dates:

Landsat TM
Landsat TM
SPOTXS+P
SPOT XS+P

02.05.90
17.10.93
07.08.88
14.10.88

2.2 Multivariate analysis variance techniques.
Within the realm of multivariate statistical analysis there are a large number of
advanced mathematical techniques for the analysis of p dimensional data.
Multivariate analysis techniques The multivariate analysis of variance
MANOVA techniques induding Hotelling n test, wilks' test, Bartlett's test
discriminant analysis and principal component analysis (PCA) and classification
are widely used in the educational and psychological research but have not been
widely applied or evaluated to the analysis of remote sensing data on a polygon
by polygon (group by group) basis. These techniques are characterized by group by
group decision statistical criteria.

3. Results of Landsat TM 02.05.90
The results of the statistical analysis or satellite data from Landsat TM 02.05.90
including; Hotelling's r:, Homogeneity of variance-covariance matrices,
Multivariate Analysis of Variance (MANOVA), Discriminate are presented as
follows:

. 3.1 Hotelling'& r; test.
Hotelling's r: was used to test the equality of mean spectral reflectance vectors
for all pairwise groups of three forest species (SS, LP and JL). All these three
species were compared using Hotelling's r: test on the TM database 02.05.90. The
results of this analysis is summarised and presented in Table 1
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Species Statistic Value Num. Den. CamP· Tabul. P:r>F

df df F F
SS~LP Wilk's Uinbda (A) 0.280996 6 222 93.0518 3.74 0.001·-
ss a n, Wilk'• Lambda (A) 0.328229 6 149 50.5424 3.74 0.001-
LP4'cJL Wilk'1 Lambda (A) 0.26"76 6 1.50 68.3162 3.74 0.001-

liilerence:
Pairwise a>mparison of mean vectors of spectral reflectance for Spruce,
Lodgepole pine and Larch stands differ very significantly on the TM
satellite image database.

3.2 'Wilks' test
wilks' test was used to test the equality of mean spectral reflectance vectors for
three forest species (SS,LP and JL) on the TM dat.ahase 02.05.90.The results of this
analysis is summarised and presented in Table 2

. I

Table 3 Results of Bartlett' data 02.05.90

Table 2 Result of Wilks' TM' data 0205.90
Sped es Spectral MANOVA a>mputcd Computed Tabulated Pr>f

bands statistic F p
Willet' Lambda(A) 78.6224 2.7•• 0.001·-

SS, LP &r JL 1,2,3,4,5,7 Pillai'• trace 67.3651 2.74 0.001·-
Hotelling's-lawlcy trace 76.674 2.74 0.001·-

Rov's screatest root 108.942 2.74 0.001-

Inference:
The mean spectral reflectance of Spruce, Lodgepole pine and Larch
stands are highly significant on the TM satellite image database.

3.3 Bartlett's test
Bartlett's test was used to test the equality of covariance matrices of spectral
reflectance for between and within three forest species (SS,LP and JL). The results
of this analysis is summarised and presented in Table 3

Species Spectral MANOVA computed Compute Tabulated Pr>F
bands st.atistic dF F

Wilks' Lambda(A) 78.6224 2.74 0.001•••
SS, LP&JL 1,2,3,4,S Pillai's trace 67.3651 274 0.001***

and 7 Hotelling's·lawley trace 76.674 2.74 0.001***
Roy's greatest root 108.942 274 0.001***

Inference:
The covariance matrices for forest stands of Spruce, Lodgepole pine
and Larch differ very significantly on the TM satellite database using the
polygon by polygon sampling methods and six TM spectral bands.

3.4Disaiminate analysis..
Rejection of MANOVA tests was followed of significance by discriminant
analysis to find out a set of linear combinations of the quantitative original

3
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predictor variables (spectral bands) that the best reveals the differences among the
forest species on the satellite remote sensing data. The statistical analysis
suc:cesSfully were c:airied out a set of linear combinations of the quantitative the
six TM variables that the best reveals the differences among the three species on
the TM satellite imagery. This analysis perfonned by computing the standardised
weights of discriminate functions v1 and v:z by using the root of the variance in
each bands the results are shown as follows:

xzn 5.926
0.874 1.558

• 1-6.060 . -1L073v, ::: 2.122 Vz ~
-L435

L614 0.015
1729 5.641

The elements of the v: and v; are the relative contributions of
ltt l2, A.3, A.,, A.5, and l7 six TM bands to group differentiation along each of the

· two dimensions (linear function). Thus contributions to be in the proportion
roughly 3: 1: -6: 3: 2: 2 for the first dimension. The results this analysis indicated
TM bands A.3, A.,.. A.s, and A.1 are more effected to differentiation and
determinant of three forest specie on the satellite imagery. The A.1corresponding
to TM blue band 0.3 -0.4µm. The light in this blue band gets reflected by particles
present in the atmospheres before reading the earth's surface. For this reasons it
is not important TM band for determinant of vegetation. It is apparent that
Landsat TM bands AJ• )..4, and .A.5 corresponding to bands red, near infra-red
and mid near infra-red are the most important TM band combination for
disaimination and inventory of vegetation and forest species on the TM image
data.

3.4.1 Linear Discriminant Functions (LDF) for SS, LP and JL.
The Linear Discriminant Functions (LDF) or linear classification functions
successiully were computed in this study. The mean of the spectral reflectance of
polygon of six TM bands were used for forest inventory and mapping of forest
species SS, LP and JL on the satellite image database are shown as follows:

Y.rs= -687.16359 + 21.10744.A.1+a.ssn .A.2- 6.59305.A.J+O.D191.A.,.- 3.04734.A.5+ 6.0599~
Y,,,=-690.3295 +21.28484l1+9.69071 A.2-6.8466Sl3 -0.7773l4 • 2.90686.A.5+6.75'14l7
YJL= - 732.2745+21.46929.A.1+10A7463A.2 -8.56227 A.3 -0.1950l4 -2.46905)..5 +6.7057 A.7

Inference:
• LDFs define the spectral reflectance models for classification of forest

stands (polygons) using spectral data for forest inventory and
mapping.

• LDFs provide the mathematical basis for new
i~ge processing techniques.
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Table 5 Area and ,f ~ ds f; bv Level of Probability .

3.SCaS&ified remote ICD&ing TM data for inventory using ~mputed LDF'L
The satellite image TM database were classified using the computed LDF's for
forest inventory and mapping. The 271 polygons on TM image database for SS, LP
and JL were classified before filtering spectral reflectance data into one of three
groups using the mean vectors of the polygon as input to the computed LDF's.
The probability of the group membership was computed for each polygon
sample. The detailed of the these test are summerized and presented in Table 4.

----- - --- - - ------------- - -- - -· - -· ~
Satellite Species No.ot Correcdy Prcb Pl'Cb Pld> Prob
data •••• dassificd <0.80 0.80-0.90 0.90-0.95 0.95~-999
1M SS 114 103 8 13 21 61
1M LP 115 101 5 6 11 79
1M n, 42 41 5 5 - 31

Inference:
LDFs classification results
• Probability of group membership defined

for all polygons.
• Levels of confidence defined for stand mapping

in forest inventory

3. 6 Statistical inference to population.
The new forest inventory map presented in Figures 1 was produced for
population (entire of Oonaslee forest of Slieve Bloom mountain) on the TM
image database. For produce this Probability inventory map the TM image
databa~ and the LDF classifications, multivariate regression model were used.
Field validation of 70 stands provided the results of field validation is shown
97.596 for Spruce, 95.296 for Lodgepole pine and 10096 for larch stands are correctly
classified. The area and proportion of forest stands for test area by Level of
Probability are shown in Table S.

. . ~
Species 19941..DFs CJ& Area Level of

Area (ha) byLDFs Probability
JL 32.64 3.67 0.9.s.-0.999
SS 472.15 53.14 0.95-0.999
J.J> 275.34 30.99 0.95-0.999

Mixed 108.39 12.20
888.52 100.00 -

Inference:
LDFs classification results

• The area and proportion of Spruce, Lodgepole pine and Larch in
Qonaslee Forest are estimated with levels of confidence in between
0.95--0.999.
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• Fieldvalidationof 70stands provided

dassification accuradesof:
97.SIJ&for Spruel!;

• 95.21J6-forLodgepolepineand

• 100CJ6 for larchstands in Oonaslee.

• ForestInventoryProbabilityMap

The results of the field validated ol the new inventory forest map are absolutely
satisfactory and extremely important for the utilization of satellite remote
sensing dat.ain forest inventory and managemenLThis statistical analysis using
the mean vector and covariance matrix of the spectral reflectance of polygon
(group of pixels)method on the six spectral TMbands and the LDFmultivariate
regressionmodel and polygonsamplemethod have not been previously used for
determinant and differentiationforest specieson the satellite database for forest
inventory and management. The result of this study will use satellite data for
forest inventory of forest species and growth potential, yield class and
classification.These techniquewill be absolutely indispensable for fully stocked
pure coniferous plantations. The results indicated in this study are extremely
important and will have enormous practical implications for the utilization of
satellite remote sensing data in forest inventory, production forecasting,
management, planning and monitoring.This methodologywill allow the grater
application of satellite image data for future experiments designed to relate
spectral reflectanceto forestgrowth and yield parameters.This result would have
major implicationsfor the use of satelliteremote sensing data in forest inventory
in future.

6
503

I_



7

Figure 1 The new forest inventory Probability map based on Satellite TM
database, statistic.al MANOVA test, Polygon by polygon sampling method and
image processing.
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4. Condusions.

1. New image processing techniques have been developed, applied and
checked for Oonaslee Foresl

2. Spruce, Lodgepole pine and Larch stands are spectrally unique with very
high levels of probability.

3. . Forest inventory probability maps provide unprecedented levels of
confidence.

4. For the first time foresters can have statistic.al oonfidence in Forest
Inventory Maps derived from satellite
remote sensing data..

S. The new multivariate image p.rcxessing techniques are equally applicable
to all spectrally homogeneous dusters, classes and or individual polygons
including agricultural parcels.
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Title: Norwegian near real-time services, requirements and priorties

Abstract:

Due to Norway's long coastline and the surrounding ocean areas including the Arctic, national priority has been
given to establish operational near real-time ocean monitoring services based on EO data.
Operational monitoring of the ocean generates near real-time requirements on the services and the infrastructure
providing the services, in terms of:

Data processing
Value adding and service production
Distribution of products
Scheduling and interconnection with satellite mission control centre

Services that are under development include:

Oil spill detection
Ice monitoring
Sea state mapping and monitoring
Ship detection

The services will be described with focus on the near real-time requirements listed above. In addition
requirements regarding use of additional input sources (other than EO data) and service quality will be addressed.

A discussion of future plans and requirements related to value added services, distribution systems and integration
of EO and other data sources will finalise the presentation.

Full Paper:

1. Introduction
Norway has a long coastline and large territorial waters. The need for efficient monitoring and surveillance of
these marine areas has led Norway to establish monitoring services. Data from Earth observation satellites have
been demonstrated as one of several important data sources in selected marine services.

Such monitoring and surveillance service often requires fast actions. Oil spill pollution control, wave forecast and
ice monitoring for ship navigation are examples where data are needed immediately in order to take the right
action, As a consequence, the delivery time of the service is important. For Norway it has therefore been
important to establish infrastructure capable of offering services in near real-time.

A national receiving station, at almost 70=BON in the city of Tromso has recently been upgraded to supply Earth
observation data services to customers in near real-time. The main emphasis is towards use of data from radar
satellites, also a natural consequence of the surveillance and monitoring user requirements. Norway and the
surrounding oceans are often covered by clouds, and several months during the winter the lighrconditions are so
bad that traditional optical sensors can not be used.

2. Near Real-time Requirements
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from one application to another. However, based on the experience we have gained through developing marine
services we define near real-time as processing and distribution within 1-2 hours after acquisition.

3. Demonstrations and Pre-operational Services
The Norwegian Space Centre (NSC), is a foundation under the Ministry oflndustry and Energy, and governs
national funds for developing earth observation services.

NSC has since 1989 been co-ordinating a national programme for developing operational services based on Earth
observation data. Focus is on SAR data, and work is undertaken in the following applications where the objective
is to establish operational services by the end of the century :

l. Ice, both ice monitoring and ice database
2. Oil spill detection
3. Wave forecast
4. Ship routing
5. Coastal zone monitoring

In addition to the national programme, there are being developed services= for :

6. Snow monitoring
7. Meteorology

3.1 Ice

Pilot demonstrations of ice monitoring services has been done by Nansen Environmental and Remote Sensing
Centre (NERSC). The processing and distribution of earth observation data is performed by Tromso Satellite
Station (TSS).

Several users have participated in these demonstration ie, shrimp trawlers, airport weather services and the coast
guard. Input to the service so far has mainly been ERS-1 SAR data, but also NOAA AVHRR and SSM/I data
have been used.

A major requirement for this application is near real-time processing and distribution of the data. That is delivery
of data for analysis within 2 hours after acquisition. In order to reduce the time delay between the reception and
the analysis, a pre-operational service will be established in connection with the ground station as a joint project
between NSC, NERSC and TSS. This will also reduce the data volume transferred on data networks.

Another important requirement for the ice monitoring service is access to other relevant information, ie.
meteorological data, numerical models and earth observation data from other ground stations and/or satellite
sensors.

In addition to this near real-time ice service there will be established an ice database for research and statistical
purposes. According to the plans for the database, additional data, ie. in situ data from ship observations and buoy
data could be integrated into the database.

3.2 Oil Spill Detection

In close cooperation with the Norwegian Pollution Control Authority, the oceans near the coast of Norway has
been regular monitored using ERS-1 SAR data. During the past two years demonstrations and a pilot service have
shown that the combination of satellite SAR and airborne SAR reconnaissance could give the authorities an
improved oil spill detection service. A pre-operational service is now operated by Tromso Satellite Station.
National as well as international oceans are monitored regularly. Since the station is manned 24 hours a day all
year, pollution control authorities can be alarmed 1-2 hours after acquisition of the satellite data.

The user require frequent and continuous monitoring of high priority coastal areas, ie. coverage once every 24
hours. However, this do not imply that the user always will request coverage of the total area of interest.
Furthermore, the user wants the possibility to make "last minutes request" whenever there is an emergency
situation, ie. spill from an oil tanker.
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The service also require data from other sources, ie. meteorological data, and use of numerical models.

3.3 Wave Forecast

The Norwegian Meteorological Institute develops, operates and distributes a wave forecasting service where they
make use of different data sources combined with numerical models. They are assimilating ERS-1 AMI Wave
mode data into their service. In addition wave spectra extracted from ERS-1 AMI Image mode data will be used
as a complementary data source. Use of wave spectra in the models will improve the quality of the current
service.

Tromso Satellite Station has recently implemented algorithms for extracting wave spectra from SAR images.

3.4 Ship Routing

A national project utilising ERS-1 Wind data has demonstrated a ship routing system to support ship navigation.
The service is designed as a tool for the captain to make him able to choose the best possible route.

In order to improve this service other information could be included, such as wave, current and ice forecast.

3.5 Coastal Zone Monitoring

A project is planned for a Coastal Monitoring service. Parameters to be monitored are biomass, algae, ship
detection, sea surface temperature and ocean features. The oil spill detection service will be considered integrated
in this service.

The plans for this service includes several earth observation data sources like ERS-1 SAR, SeaWIFS, ERS-1
ATSR, NOAA AVHRR together with other data sources and models.

Users of such a service will be governmental institutions responsible for coastal zone monitoring and
management, and commercial companies with activities in the coastal zone, ie. fish farmers and oil companies.

3.6 Snow Monitoring

A national hydroelectric power production company use AVHRR data when planning their power production.
Weekly data give information about the snow cover at the different magazines during the snow melting period at
spring and early summer. A system providing snow cover maps has been developed by the Norwegian Computing
Centre in close cooperation with the user.

The user requires both information on relevant data browsing, and near real-time processing and distribution of
the products. Unlike the marine applications, they require precision images, that is geocoded data.

3.7Meteorology

The Norwegian Meteorological Institute has its own receiving and processing system for AVHRR and Meteosat
data. A dedicated workstation MISA T, for processing and integration of earth observation data with data from
other sources has been developed by a Norwegian company, Spacetec.

In addition to the earth observation data received by the institute itself, they receive data from ERS-1 through the
meteorological network, and also from the national receiving station for ERS-1 data in Tromso.

4. Future Plans
Norway will continue to develop operational monitoring services. Since data volume seems to be increasing, ie.
ScanSAR will cover larger areas than ERS-1 SAR, more analysis will be done to the data at the receiving station
in Tromso rather than distribution large volume data over networks.

Operational radar satellites must be available before an operational service could be fully established.

5. Conclusions and Recommendations
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For marine applications, that often are action-demanding, it is important that the information is provided in
near real-time. Processing and distribution systems must be established taken these requirements into
account.

For marine applications the time aspect is often more critical than the accuracy of the information.

Land applications often require precision products.

Many services requires access to other data sources in addition to EO data, and an EEOS system should take
that into account.
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IntroclUdion
During 1993 and 1994, Phase I of the Feasibility Study for a Nediedands Earth Observation
NETwort (NEONET) has been carried out OD behalf of the Netherlands Remote Sensing Board
(BCRS) and the Space Resean:b Organmrion Netherlands (SRON). Jn conhm1ation of these
activities the NEONET Project has been defined, CODtainiDgpbue n of die feasibility study and in
addition coverinl the realization, at prototyping level, of some components of NEONET. The
NEONET Project will be carried out by National Aerospace Laboratory NLR in cooperation wlch
the Royal Netherlands Meuorolo&ical 1astitute (KNMI) and tbe Survey Depanmeat of
Rijkswaterstaat (MDIRWS).

Study rationale
Presently, several studies (CEO, EEOS) are conducted on internationaJ dm infrutructures
forming toiedaer an end-to-end Earth observation syswn. These suadies concentrate on either the
data application oriented problems (CEO) or on user-space system interfacin&. Topics covered in
these studies relate to the use of data links, organisational aspects, the user of science cemres, dar.a
processing requirements etc.

Also in The Netherlands the need for a well organjsed dara infrasttucmre bu been recognised.
'Ibis national inframucture should enable the Nethrtlands user community U> access in an easy
way the data products form the various anh observation miuions, taking into 8':COUDl the diverse
requirements of that community. Moreover. a national infrastructure which is part of the
immlational network would allow the Netherlands to play an active role in the zlobal earth
observation system.

Therefore, die main role of a Netherlands Earth Observation NETwork (NEONET) is to provide a
national infruuucture for die Netherlands scientific and operational user comrnmiity, which
meers the lone-term demand of die users in terms of data availability, dar.a proeessiDg and data
storage and which, as part of the imemational netWOrk,allows an active panicipation of Dutch
user groups in intem¢onal earth obsezvation activities.
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Sludy Approada
The iidopted study approach is based on a biJhly simplified but clarifyiq description of die 'earth
observation world'. 1be spau system world comprises satellite systems. ground stations.
processing facilities and data dissemination DetWOrks. This world mainly operated by space
agencies and amospac:e industries, performs measuremems of the processes at the earth's surface
or in the atmosphere. These meauremems become available as validated data products after
conversion of the dara from engineering units to geophysical parameters.

lbe pophysical interpretation of the measurementsis done by the other world: "the 'user world'.
lbe measureme•ns are incorporated iD the sciemific research and operational tasks of a wide
variety of user groups. Many applicazions areu cau be distinguished e.g. mereorolo:y,
annospheric research, agriculture, oceanography and forestiy. Interpretation of tbe earth
obHrvalion daSa require5 expertise, computer models, assimilation techniques and so on.

On historical and organisational grounds anodicr cross section of the earth observation world can
be made by making the distinction between opeiational meteorology and climate research and
monitoring on the one band and other earth observation applications on the other. And again,
also the meteorological world bas a space system component C.eostationary satellites,
EUMETSAlj and a user component (meteocemres).

Based on the description of the earth observation world presented above, makini the distinction
between space systems and user community and between space systems and user community and
between meteorology/climate moniU>ringand other earth observation applications, the NEONET
feasibility study will be carried out. The two main objectives of chis study are:

to define the scope of NEONET (comidering number. type and size of dameu, range of
applications, requirements of scientific and operational users, interfaces to other systems)
U> propose an implementation plan of the NEONET concept.

Results NEONEI" leasibiDty study, phase 1

DuriDa Phase I of the NEONET Feasibility Study, an inventory was made of the international and
national activities with respect U>earth observation. A complex picmre emqes of space apncies
operating a range of satellite systems and a vecy broad user community comprisin1 many different
disciplines. Several intematiooal proJ?aDUDeshave been initiated with the objective to improve the
data infrastructure, in order U>realize a global earth observation sysiem.

1be Nedlerlands initiative U>develop a Nethedands Earth Observation NETwork (NEONET) bas
been presmted at the CEO workshop at JRC, lspra in February 1994. lhe approach of NEONET
to base the European CEO on national infrastructures was generally appreciated. For die
NEONET study, the development of CEO should be closely followed. 'Ibe botrom-up approach,
i.e. from die user point of view. highly corresponds to the NEONET approach.

Based on a simplified pictmc of the r:anh observation world, comprising a 'space symm world'
and a 'user world' and identifyiDi different user wegories, the Netherlands activities and interests
can be summarized as follows.

Within the 'space system world", The Nedledaods are curreatly not part of the ground segmem
iD1i•1rUCbD'eas far as openlional processing of sat.ellitedma is concerned.. Howeva", a sipjfacant
contribution to pr~se orbit determination of satellites in relation to radar altimeter processing is

513



Page3

pen by die nJ-Oelft.

Jmerem to participam in the pound aegmem infcmnacmre in 1he mmre are expreued by TNO.
FEL and JCNMI; TNO.FEL upreued i1s ambition 10 set up a fldlity for the procasing of
airborne and spacebome SAR data. XNM1 would like 10 oPerate as a SAF widUD the
EUMETSAT ground seplellt

Opemion of airborne sensors and processiq of airbome data is provided by NLR (optical data
proceuiaa} and TNO-FEL (SAR processing).

Through the mechanism of Expert Suppon Laboratories (ESLs) and Science Advisory Groups
(SAGs), Dutch researchers will have die opportunity ID pe scientific support on the development
of algorithms for the emacuon of geophysical data from raw satellite data. In particular, Ibis
interest has been expressed in 1be Nerberlands wi1h respect 10 aanospheric dlemistry produCIS
from the GOME (on ERS-2) and SCIAMACHY (on ENVISAT-1) insuumems and radar altimeta'
product.\.

W'Jthinthe 'user wo.rld'. users from many different application areas were inte:viewed. Inpnenl.
requiremeDU OD data availability, data ~ level, dala delivery time, elC., differ for the
various users categOries (i.e. scimtific and operaaonaJ users). lbe need for m adequm
infrastrucmre for meia-information is generally expressed. Information is required about data
availability, data product quality, data formau etc. On-line browse and '8alope facilities would
bewelcomed.

With respect 10 me European activities, sudl as ERS ml ENVISAT-1 Ground Sepaenrs (F.SA)
and CEO (EC) and EUMETSAT Ground SepJeDt, in relation to the Nerberluds interests the
following observations can be made:

The majority of the users is interested in only high level infonnation about ERS and
ENVISAT, i.e. instrument and data product descriptions. Detailed dtiC1'iptions of the
ground segment architecture are comidered irrelevant, except for a few user groups (with
scientific background) who are interested to participate in the pound segment of
ENVISAT-1 as ESL.

Many users are not actively preparin,1 for future missiom such as ENVISAT·l. They are
occupied witb UDdemandiQi tbe data and learning how to apply the data of the present
missions, i.e. ERS-1.

A special case within the user world is formed by the user groups interested in the atmospheric
chemistry products of, in particular, GOME. An infrastructure related 10 the use of these dara is
quasi non-existent. Therefore. in view of tbe fonhcomiag launch of ERS-2 in December 1994,
this situation deserves panicular attention. The main interest in The Netherlands is of a scientific:
nanire (XNMI, RIVM, SRON, TNO, IMAU) and up to level 2 products are required. KNMI
shows a strong interest in routinely generatini and distributing higher level products. Several
users empbuized on the importance of fast delivery products, which are currently not foreseen
within tbe ESA GOME services.

Interfacing of the 'space system world' to the 'user world' is provided through die space agency
facilities (e.g. EECF, Central User Services, F.RS-1 BDDN, ) and the national facilities of ICNMI
and NLR. KNMI operates Meteosat PDUS and SOUS reception stations. It aJso bas a NOAA
reception facility. Through the GTS, ERS-1 LBR FD products are received at KNMI. NLR
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opeca&esas an imermediate (NPOC) between data users and data providers for llllD)' dift'ereat
utellite producas. NLR is also responsible for naptioD of ERS-1SARfD lmapl over a lltdllte
commgnjeltion link. ID addition, many users receive their data from pannen widliD a
collabomioa, tbroup personal comaas or, as is the case for Pis within ERS-1 AO projects.
directly from the space agency.

From these observations one may conclude. dJat wid:a respect to dam inmsuucture 1be empham is
sliptly shifted to the infrastrucmre required within the user world. The infmtrucaue required to
ime:rface 10 the space world can be considered as less problematic.

Although the word network Im a wider mea0iq than elecavnie network, it became elear durine
the Phase I SUldy that the mto-of-dle-art of electtonie mtworb offer a excellent possibility to
realize some functional elements of NEONET. In particular, the developments with respcc:t to the
use of lntemel (i.e. World W'sdeWeb and NCSA Mollie) were used U>demonstrate a moc:k-up of
the elearonic NBONET during cbeNEONET wmtsbop iD Zoetermeer.

The NEONET Project
Based on the results and the experienee pined from the feasibillty study phase 1, the NEONEr
Study was slightly redefined. Durini execution of the Phase I activities. NEONET became more
than a feasibility smdy. Many national users and also international orpnisations (ESA, JRC)
looked upon the NEONET activities as an already existin1 or developin1 infrasauaure rather than
a fezibility study. At the same time. the need for living ~les of what NEONET might be
was felt by users and the study team. This can be tran5lated into the requirement for prototyping,
as a means U>ideatify and understand the problems and possibilities related to the realization of a
data and information infrastructure.

One of the topics that looks very appropriate for prototypina is providina meta-information and
data produc:t.s over electronic networks. At the NEONET Wortsbop in Zoetermeer, it was
demonstrated how currently available Internet facilities (i.e. World Wide Web. NCSA Mosaic:)
can be used U>set up a meta-information system according to a client/server approac:h.

The prototype meta-information system will be of a general nature. i.e. not application spec:ific.
However, it will be also very useful to prototype an application oriented daza and information
infrastructure. In the past, it w» already pointed out that in view of the forthcoming launc:h of
ERS-2 early 1995, the development of national facilities for reeeption and proecssing of GOME
data should have high priority. The GOME instrument on board ERS-2 will be one of the most
important data sources for the atmospheric chemistry user a>mmunity. GOME facilities can be
inc:orpomed in the protetype atmospheric chemistry data infrastruc:ture.

Another user area that could serve as a test-bed, is the water quality user a>mmunity. Initiatives
with respect to the required infrastructure (i.e. REWANE'I} were developed already within this
community and therefore, it seems very appropriate to \.:OOrdinate a part of these activities within
the NEONET Project and U>develop a prototype water quality infrasuucture.

Finally. the need for co--ordinazU>n of activities has been identified. NEONET activities have a
strong relatiomhip with international programmes. In particular, the developments within the CEO
project will sttoQlly in1luente the NEONET activities or, to put it even stronger, there is a bi­
direc:tional interaction between the projects. Moreover, also coordination at internal or national
level is required. this type coordination of the NEONET infrutructurc will be a permanent one
and therefore, will be continued also after the here propo5ed activities.
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From the above~the followin&project approach can be formulated:

All proposed activities ~ cmied out as 1M NEONET Projea.
The NEONET Project consists of two main actiom: De.finition fJf the NEONET Conapr
and Prototype Dewlopmenl.
Prou>typing relates to: Prototyping fJf IM Elearonic NEONEI. Prororypin.g fJf an
A.lmDspheric Olemistl'J Data lnjraslnlctllre and Protaryping of a Water Quality Data
lnfrastrlll:lllTe.
There will be the new elemem of NEONEI 01-ordinlltion (lntemarional and Jnzuntzl).
A NEONET WorkJhopwill be orpuized.
AJJ lmplemDlllllion Proposalwill be formulated.

1be NEONE'I' Project Team bu started its ac:Uvities in September 1994. By the end of 1995, the
NEONE.T Concept will be definedand tbe Implememation Proposal will be presented.
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ABSTRACT

A telematics applications system approach and environment is depicted.
Telematics Applications Programme (European Commission - DGXIII) is
referred under the philosophy of building specific applications over networks
providing basic services (DNS, Email, file transfer, etc.).

The Network of Remote Sensing Thematic Nodes of the SNIG - Sistema
Nacional de Informacao Geografica (National Geographical Information
Systems) is described. Its main objective is to promote the use of Earth
Observation Data among the portuguese research groups and institutions and to
link them to the geographical data bases that exist in several disciplines and
areas, such as environment, statistics, agriculture, forestry, topography etc.

RCCN, as a nation-wide academic network with a high growing rate,
connecting, in Portugal, all state universities and research laboratories and
institutions, is an infrastructure relevant to important and major geographical
actors. Some indicators on the quality of services (through an help desk quality
measuring orientation) are introduced.

What we are commited to do (FCCN/RCCN and CNIG/SNIG) is to
callaborate actively in a scientific and pragmatic basis, in order to implement a
network for geographical informations (using the existent RCCN/FCCN's
know-how, experience, connections, both national and international, and tools),
on one hand, and on the other hand, to study and select the most feasible
telematics applications for geographical information purposes, aiming to make
Earth Observation Networking a local, national, and global reality.

CNIG/FCCN, gathering joint efforts, are involved in the design and
implementation of an appropriate network resources to support a higher level
geographical information applications.
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TELEMATICS APPLICATIONS ROLE IN THE EARTH
OBSERVATION NETWORKING

INDEX

1. THE PRESENT CONTEXT OF TELEMATICS APPLICATIONS
2. THE PORTUGUESE NETWORK OF REMOTE SENSING THEMATIC

NODES
3. RCCN: THE PORTUGUESE ACADEMIC NETWORK
4. WHAT IS CHANGING IN NETWORKS TECHNOLOGY AND IS

RELEVANT FOR THE ISSUES
5. CNIG/FCCN COOPERATION. THE ROLE OF RCCN PROVIDING THE

RISE OF SNIG'S NETWORK

Annex: SHORT DESCRIPTION OF MAIN AREAS OF ACTMTY OF
SO:ME OF THE DIGITAL IMAGE PROCESSING THEMATICAL
NODES OF SNIG

1 THE PRESENT CONTEXT OF TELEMATICS APPLICATIONS.

The globalisation of economy and communications is closely associated with

the emergence of world wide computer networks. The concept of network

layers is largely disseminated and very popular and so, in a simplified but

pragmatic first look it is important to split the layers pile in two main sets: that

of an internal, infrastructures set, providing basic services and another of

applications, following the specificity of different fields. Earth observation is a

very broad field, generating huge amounts of data, demanding sophisticated

image treatments and processing. As user's pertain to a wide, clued and exigent

community, they are supposed to be feeded according to modem quality

standards, in a cost-effective way, with an adequate satisfaction to every market

segment. This implies:

• robust, flexible, modern and efficient network infrastructures providing

services of good quality
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• the design of adequate user-oriented applications

To be user-oriented and cost-effective rather than technology-driven is one of

the ten commandments of the Telematics Applications Programme, one of the

most important of the 4th RTD Framework Programme.

Within the 2nd RTD Framework, ESPRIT and RACE were essentially

technology driven Programmes, and Telematics of General Interest consisted

merely on application's first trials. In the 4th RTD Framework the prime focus

is on having appropriate combinations of those earlier two types of

Programmes:

• INFORMATION TECHNOLOGIES PROGRA~/ESPRIT, covering

Multimedia (Domain 3) and HPCN (High Performance Computing and

Networking- Domain 6);

• ACTS, aiming to facilitate the evolution on broad band and ATM which are

vital for data transmission and visualisation;

• TELEMATICS APPLICATIONS PROGRA~ including Telematics for

Urban and Rural Areas (Sector 6, Area C), Telematics for the Environment

(Sector 9, Area C) and Information Engineering (Sector 13, Area D).

In order to provide efficient resources and services to all earth observation data

user's it is necessary to guarantee the quality on the different levels of:

(i)- Network basic services (FTP, SMTP, DNS,...)

(ii)- Telematics applications tailored to earth observation data

(iii)- New tools for team work using CSCW- Computer Supported

Cooperative Work), namely in group design, group debate, etc.
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(iv)- Acquisition and continuos learning of technologies like ATM, broad

.band, IP-next generation protocol and multimedia.
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2. THE PORTUGUESE NETWORK OF REMOTE SENSING THEMATIC
NODES

2.1.THE NETWORK OF REMOTE SENSINGTHEMATIC NODES OF THE
SNIGSYSTEM

In June 1993, under the joint initiative of the Secretary of State for Science and

Technology and the Secretary of State for Land Use Management and Local

Administration a major step was undertaken by the National Council for

Scientific and Technological Research (Junta Nacional de Cientffica e

Tecnol6gica - JNICT) and the National Centre of Geographical Information

(Centro Nacional de Informacao Geografica - CNIG), towards the

establishment of a network of Portuguese remote sensing research groups and

institutions, as part of the network of georeferenced data basis, linking together

cartographic data banks, satellite imagery and statistical and descriptive type of

information related to specific locations in the country, within the scope of the

National Geographical Information System (Sistema Nacional de Informacao

Geografica - SNIG).

The SNIG system, that has been implemented since 1990, is the computer

network that, using the public communication data network (Telepac), links

any GIS user to CNIG, to the main geographic data producers, (namely those

that have organised the data within Database Management Systems), to the

Regional (5) Geographic Information System and eventually to the Municipal

(305) Geographic System. The Telepac bandwidth for the most common

interconnection links is, at present, a limitation for the efficient use of the

network.

SNIG is then an Information System that includes Local, Regional and National

GIS as nodes of the system, plus the sectorial data bases of geo-referenced

information (environment, statistical, cadastral, etc) implemented at each of
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information producing agency. This network is available for any user interested

in getting access to multi-sectorial data for its GIS applications.

Besides the institutional role of coordinator of the National Geographic

Information System, CNIG is a research agency, currently active in several

research domains, as remote sensing applications, GIS interfaces with

alphanumeric databases, cartographic databases, mathematical modelling of

spatially distributed phenomena using GIS and digital multimedia technologies.

A formal agreement for the creation of the network of the Digital Image

Processing Thematical Nodes of SNIG was signed by about 20 remote sensing

research groups belonging to several Portuguese Universities and research

agencies from the Public Administration. Indeed a growing number of scientific

and academic institutions have been integrating remotely sensing technology

within their scientific and academic programmes in Portugal, namely the

Technical Engineering Institute (IST-Instituto .Superior Tecnico) and the

Agronomic Engineering Institute (ISA-Instituto Superior de Agronomia), both

from the Technical University of Lisbon, the Faculties of Sciences and

Technology, and of Social and Human Sciences (both from the New University

of Lisbon) (UNL-Universidade Nova de Lisboa), the Faculty of Sciences and

the Geographic Department (both from the University of Lisbon), the

University of Porto, the University of Tras-os-Montes e Alto Douro, and the

University of Beira Interior, just to mention the most active ones. This has

substantially strenghted the capabilities of such institutions to contribute to

better and deeper knowledge on the environment.

It was also recognised, however, that one of the major bottlenecks preventing

most of this groups from more active participation in research and development

activities concerning the use of earth observation data were the problems of the

availability and conditions of access to such data.
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The objective of the network of Thematical Nodes on Digital Image Processing

is just to promote the use of Earth Observation Data among the Portuguese

research groups and institutions as a contribute to overcome the type of

problems that are preventing Earth Observation Data from being fully explored,

namely in the fields of environment and land use planing and management. For

such purpose digital satellite data will be made available through to public

communications network, and CNIG will take in charge the responsibility of

the purchase of the corresponding satellite images for the National Geographic

Information System. The images made available to the research groups and

research institutions can only be used within the framework of this agreement

for research and development purposes.

As part of SNIG, the integration of the Earth Observation Data with exogenous

data is automatically guaranteed, as SNIG is the network that links any user to

the geographical data bases existent in several disciplines and areas, such as

environment, statistics, agriculture, forestry, topography, etc.

2.2. THE NATIONAL GEOGRAPHICAL INFORMATION CENTRE

The National Geographical Information System is the network created in 1990

for the integration in the public communications network of the different geo­

databases being built with the framework of the Portuguese Public

Administration. Its coordination has been assigned to CNIG, the National

Geographical Information Centre.

Besides the institutional role of coordinator of the National Geographical

Information System CNIG is a research agency currently active in several

research domains, as remote sensing applications, GIS interfaces with

8
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alphanumeric databases, cartographic databases, mathematical modelling of

spatially distributed phenomena using GIS and multimedia technologies.

In Annex there is a short description of activity of some of the digital image

processing thematical nodes of SNIG

9
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3- RCCN: THE PORTUGUESE ACADEMIC NETWORK

The National Foundation for Scientific Computation, FCCN (Fundacao para a

Computacao Cientifica Nacional), is a private not-for-profit institution, legally

registered in 861223 and declared as public utility institution in 870715. At the

present the founders are:

• The National Council for Scientific and Technological Research, JNICT (Junta

Nacional de Investigacao Cientffica e Tecnica)

• The Council of Rectors of the Portuguese Universities, CRUP (Conselho dos

Reitores das Universidades Portuguesas)

• The National Laboratory of Civil Engineering, LNEC (Laborat6rio Nacional

de Engenharia Civil)

The main objective of FCCN is to promote scientific computation

infrastructures to the scientific and technical community (CCN- Comunidade

CientfficaNacional) namely Universities, R&D Laboratories and Centres, etc.

FCCN's main projects are:

RCCN - The National Scientific Community Network

CCCN - Computing for the National Scientific Community

SCCN - Software for the National Scientific Community

ICCN - Information for the National Scientific Community

RCCN -The National Scientific Community Network

The establishment of the National Scientific Community Network (The Portuguese

Academic Network) is one of the most important projects of FCCN. This project
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was initiated in 1990, with the planning and development of a data communications

academic network.

At the present, RCCN is a country-wide network with a high growing rate,

connecting all public universities, major research laboratories and important

research institutions.

RCCN' s organisation, within FCCN' s, is based on four distinct levels of

action: Board of Directors, Technical Board, Management Centre, Network

Operation Centres (NOCs), and the contact points of each access point.

RCCN's architecture

RCCN is a private digital network based on dedicated lines and multiprotocol

Cisco Systems routers with two different types of lines: backbone lines that

interconnect the NOCs and access lines that link these NOCs to the institutions.

NOCs

The NOCs are geographically dispersed through four cities: Braga, Porto,

Aveiro and Lisboa. Lisboa and Porto' s NOCs are connected through two 64K

lines that operate as regional concentrators (Porto's NOC for the north, and

Lisboa for the southern region and portuguese atlantic islands). Aveiro and

Braga NOCs are connected to Porto's NOC through 64K lines.

International connections

RCCN has two connection groups for international networks: one for EBONE,

established through a 64K line that goes from the Braga NOC to Paris, another

11
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to EuropaNet, made up by two 64K lines going from the Lisboa NOC to the

Europanet' s presence point in Portugal.

The line to Paris and one of the EuropaNet lines are utilised with native IP. The

other line to EuropaNet uses the X.25 protocol and IP encapsulated in X.25

packets.

EuropaNet is the network that serves the major academic european networks, specially in the

European Union countries. Following IXI structure, EuropaNet has been largely developed.At

present, it already has a connection to South Korea. Since the summer of 1994, EuropaNet has

settled its own intercontinental resources, and a firm named DANTE was created to manage it

and to defend the interests of european academicnetworks.

Ebone is another european network fanned in 1991 after the end of the IXI project. It is

constituted by a consortium of organisations that contribute for the management, operation and

financing of the network. Its services are strongly oriented towards IP network protocols and to

other Internet services. Ebone has its own resources for intercontinental connection (USA). At

the present Ebone's physical structure is based on two concentrating stars of connections: one

in Paris and another in Viena.

Connections to other national networks

Through the Lisboa NOC RCCN has connection to other two networks: one

Public Telecommunication Operator (PTO) named TELEPAC and the PUUG

(Portuguese Unix User's Group) network.
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Types of access ports to RCCN

Access through dedicated lines

Public Telecommunication Operators (PTOs) provide the leasing of dedicated

analogical or digital circuits to interconnect RCCN to the institution. Digital

circuits provide a wide range of capacities and have a superior quality

compared to the analogical circuits. These in turn have considerable lower

prices than the digital circuits.

Access through PSDN (Public Switched Data Network)

In this case TCP/IP can be encapsulated on X.25 protocol which is the base

protocol of the PSDN. The high prices charged by the national PSDN and the

losses caused by the encapsulation are the reasons why this type of access is

considered to be convenient only for small quantities of traffic. On the other

hand, as there is an additional variable cost to FCCN, this type of access is

limited.

Access through PSDN (Public Switched Data Network) using asynchronous

mode.

Individuals can have an account in a FCCN's server that allow them to receive

and send e-mail in the Internet through this type of access provided by PSDN.

Access through the Public Telephone Network.

Small institutions and even individual researchers can have access to RCCN via

modem connected to the Public Telephone Network.

Short term alternative accesses:
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• frame-relay

• ISDN (basic rate)

Services provided by RCCN

IP network services

IP is an open protocol used by the networks that constitute the Internet. It is

connectionless and became a de facto standard. Utilised along with TCP, some

examples of services that can be offered are: TELNET, FTP, e-mail, NEWS,

WWW/Mosaic, Gopher, etc.

National connectivity via RCCN is made according to the rules defined by

RIPE (Reseaux IP Europeenes).

X. 25 network service

RCCN also provides national and international services for this protocol:

electronic mail X.400, Directory Service X.500, PAD, and Ff AM. All the

Registry X.25 functions are guaranteed.

News

Subject articles services are commonly named News. They are composed by

discussion groups organised according to a subject hierarchy. Any user can

participate either passively, by only reading the other user's articles, or actively

if they submit their own. All the information is kept in News server systems

connected with each other via the IP service. RCCN provides this service in

each access port.
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Helpdesk service

In order to improve the quality of RCCN, a helpdesk service was made

available to all users.

The help desk uses three management systems (trouble ticket, accounting,

network management), one e-mail address and one direct telephone line, in

order to collect operational information available in the network to the users.

The Help Desk is kept in the centre of the dynamic structure of RCCN, this is,

in the centre of the other services provided. From them, the Help Desk receives,

keeps and processes the information to make it readily accessible to anyone

who needs it.

There are four main functions guaranteed by the Help Desk:

1. Centralise the information generated by the other services of RCCN

2. Provide the information to the users, national or international, though taking

into consideration aspects of confidentiality.

3. Act with efficiency when anomalous events occur.

4. Produce periodic reports, statistics and procedures based on the data

collected.

Basically the Help Desk is implemented with the use of four tools:

1. Trouble Tickets System (TTS)

2. Accounting system

3. Network management system

4. One mail box an a direct telephone line
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Electronic Mail Gateway Service

The two most used protocols for e-mail are: X.400 and SMTP (Internet).

The various european academic networks of X.400 e-mail have defined an

operational model where each network handles one central commutation node

of messages for their users, named WEP (Well-known Entry Point). RCCN

operates its WEP according to the international standards.

Another function that is generally associated with WEP is the gateway between

the X.400 and SMTP protocols, allowing users to send and receive e-mail to

others that use the other system, in a transparent way. This function has also

been ensured by RCCN.

X.500 Directory service

Computer networks provide such a large variety of resources that it becomes

necessary to develop services to assist the organisation, search and use of those

resources. X.500 Directory Service has been designed, in part, for this function.

Alike the Domain Name System, X.500 adopts the form of a world wide scale

distributed data base, though it is more flexible in what concerns to the storage

of information.

One of the most important aspects of the Directory Service is the role that it can

have in the implementation of security services due to its internal organisation

and information representation capacities.
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National DNS service

There is the need for a mechanism that allows the translation of names into

addresses and vice-versa. In the Internet this is done by the Domain Name

System- DNS.

DNS is hierarchically organised by domains. A domain corresponds to an entity

that administrates a collection of resources. For this reason it was necessary to

create a DNS to represent Portugal. Below this DNS it is possible to register all

the portuguese domains.

In 1990 FCCN asked InterNIC (Internet Network Information Centre) for the

creation and delegation of the DNS in Portugal: the PT domain. Since then,

FCCN has the responsibility for the management of this domain. This service is

provided to any national organisation.

Internet Registry of Last Resort service

All computing resources in a network have to have a single identification. In

Internet this is named IP address.

The main functions of the network administration service concern: the space

management, attribution and registry of IP addresses. These functions are

commonly known as Internet Registry.

Until recently, IP addresses were requested to InterNIC in the USA.

Nevertheless, after the constitution of RIPE (Reseaux IP Europeens) InterNIC

decided to credit this organisation with a bloc of IP addresses to be attributed to

European institutions. In its turn RIPE has divides the addressing space given

534



18

into 256 addresses that were later attributed to the different european network

services providers.

Information Systems

ftp anonymous server

Accessible through ftp://info.fccn.pt, this server keeps all the information

concerned with FCCN projects and user tools.

World Wide Web service

This server address is http://info.fccn.pt and is generally accessed through the

Mosaic application. The information contained in this server relates to the

internal organisation of FCCN. It is also possible to have access to information

on Trouble Tickets mechanisms and to visualise accounting diagrams. The

access to the gopher and ftp servers is of great utility to the users.

Gopher server

Gopher://info.fccn.pt is the address of this server that is connected to other

gophers and to the RCCN's ftp anonymous server. The information available

through the World Wide Web can also be accessed via the gopher server.

Lists server

The main function of a List server is to administrate distribution lists by e-mail.

These lists are used to broadcast the e-mail sent to the list, to the addresses that
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subscribe that same list. This service provides a convenient form to exchanging

ideas and information among the members of the list.

Security services

The resources of a local network are always under constant threat due to data

corruptions, non authorised accesses to resources, incorrect use, etc. motivating

a loss of credibility of the institution that administrates the network.

The organisations in charge for these kinds of problems are called CERTs

(Computer Emergency Response Teams).

FCCN has recently begun to take initiatives on security activities namely by:

• keeping contacts with some european CERTs in order to learn about the

methodologies used in this area

• participating in an european project on security services

• promoting technological research

536



20

4- WHAT IS CHANGING IN NETWORKS TECHNOLOGY THAT

AFFECTS THE ISSUES

OSI versus IP debate, broad band, media integration, Internet growing use and

expansion are some important changes directions that will affect the

short/medium term of network development and, consequently, our current

concern on earth observation data.

(i)- OSI versus IP debate.

Some years ago, CEC adopted and imposed the use of OSI protocol.

The reality demonstrates that OSI protocols happen to be expensive

and not as efficient as they would be expected. It can be infered from

Microsoft announcement concerning the interaction of TCP/IP in the

next WINDOWS versions that IP has to be a def acto mandatory option

despite the OSI implementations investments that have already been

made.

(ii)- Evolution to broadband.

While responsible for the management of RCCN, FCCN has adopted

two strategic options in order to ensure that the portuguese academic

network will evolve in the right direction, concerning the broadband

technologies:

• At the national level, FCCN makes part of the National Host RIA

together with Portugal Telecom, Marconi and Europarque. This

will grant laboratorial facilities for broad band pilot projects in the

near future.

• At the european level, FCCN participates in EUROCAIRN which

is the European Union project for a broad band european academic

network. Soon, this network will have 34 Mb dedicated lines.
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(iii)- Media integration.

ATM (Asynchronous Transfer Mode) is taken as the technology of the

future throughout the two banks of the Atlantic, though there are still

important technical details that have not yet been standardised.

Nevertheless, it is undoubtedly the most feasible solution for total

integration: TV, telephone, fax, mail, communication via computer,

video on demand, etc.

(iv)- Internet growing use and expansion.

Partly as a consequence of (i) the demand for Internet connection is

growing in an extremely accelerate rate. New applications becoming

popular are big consumers of resources specially those that are image

oriented like WWW or Multicas Video (Mbone). This puts a lot of

pressure on the evolution to (ii).

Many users also mean many security threats. The need to provide secure

network services will be a major issue in the short-medium term. The

technological problems of todays implementation of IP (end of address space,

no traffic classes, etc) will put a stronger pressure on the evolution to IP next

generation (IPng)
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5- CNIG/FCCN COOPERATION. THE ROLE OF RCCN IN THE RAISE OF

SNIG's NETWORK

CNIG has built the institutional and technical base for the Geographical

Information Network, as it was already referred (see chapter 2).

Following a straight cooperation strategy for the creation of SNIG's Network,

RCCN' s role is seen as:

(i)- To design the new network

(i.l )-To produce a study with detailed information regarding the following

aspects of CNIG related institutions:

- level of expertise in networking

- geographical positioning

- status of infrastructures to use for networks

- status of internal LANs

- number and type of users

- applications required

(i.2)-To produce a study of the available technologies, their costs,

advantages and disadvantages.

(i.3)-To produce a proposal for CNIG's network.

(ii)- To provide consultancy support and training in order to make it

possible to transfer technological know-how, vital for the establishment

of an adequate technical staff.

(ii.1)-To produce a report of the required human resources to maintain

CNIG's network, covering the following items:
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- people that need to be employed by CNIG to run it's network

- people already working for CNIG that can be used for the network

- people working for other institutions that could be contacted by

CNIG.

(ii.2)-To produce a report of the different levels of expertise needs to run

CNIG network

(ii.3)-To promote training courses on network technology to achieve know­

how transfer.

(iii)- To bridge the two networks and establish adequate interconnection

links. This should cover all aspects of networking.

(iv)- To make national services like DNS available

(v)- To provide pilot experiments on RCCN and to study the possibility of

using the National Host
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ANNEX

SHORT DESCRIPTION OF MAIN AREAS OF ACTIVITY OF SOME
OF THE DIGITAL IMAGE PROCESSING THEMATICAL NODES OF

SNIG

1.-The Meteorological Institute (IM-Instituto de Metereologia), which has been
long using, in a systematic basis, satellite imagery obtained from
meteorological satellites for its weather watch and nowcasting, is developing
projects for application of remotely sensed data agricultural, forestry and
fishery activities

2.-The Scientific Tropical Research Institute (IICT- Instituto de Investigacao
Cientifica Tropical), with a large experience and tradition in carrying out
cooperation activities related to tropical research with developing countries, is
carrying on several projects on the use of GPS for geodesy purposes, and
satellite imagery for the production of basic and thematic cartography.

3.-The National Institute of Industrial Engineering (INETI-Instituto Nacional de
Engenharia e Tecnologia Industrial), and GEOMETRAL (associated, in a
consortium, SATCART) formed in 1987, are developing significant projects on
the use of remotely sensed data and satellite image processing for several types
of applications, namely the ones concerned with the field of agriculture and
forestry, as well as software developments in remote sensing and GIS
environments; the main users of these technologies are governmental and CEC
specialised agencies.

4.-The Group of Oceanography of the Sciences Faculty of Lisbon (UL­
Universidade de Lisboa - Faculdade de Ciencias de Lisboa), is using remotely
sensed data from meteorological satellites applied to sea studies, namely up
welling phenomena, identification of best suitable location for fisheries
exploitation, on a near-real-time basis, and sea water pollution characterisation,
namely modelling of oil spills drift in the ocean; it has operating its own
satellite receiving facility for NOAA/HRPT. Also the Group of Ecology is
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using digital image processing of earth observation data in the environment and
land use planning.

5.-The National Laboratory of Civil Engineering (LNEC-Laborat6rio Nacional
de Engenharia Civil) is carrying on projects using remotely sensed earth
observation data on water resources and land use assessment for developing
countries and dam reservoir inventory in Portugal.

6.-The National Geographical Information Centre (CNIG), the coordinating
agency of the National Geographical Information System (SNIG) is carrying on
the study and application of satellite imagery in the environmental
characterisation, land use assessment and agriculture applications, namely
within the scope of several projects.

7.-The Portuguese Institute for Cartography and Cadastre (IPCC- Instituto
Portugues de Cartografia e Cadastro), as well as the Army Cartography
Institute (ICE-Instituto Cartografico do Exercito) are developing activities on
specific projects, aiming, for IPCC and IGE, the use of satellite imagery in the
production and updating of cartography maps and the use of GPS for geodetic
purposes.

8.-The Hydrographic Institute (IH-lnstituto Hidrografico) is using satellite
imagery in the planning and conduction of oceanographic cruises aimed to
collected oceanographic data.

9.-The Institute for Geology and Mines (IGM-Instituto de Geologia e Minas) is
carrying out projects concerning the use of remote sensing earth observation
data for geological mapping.

10.-The University of Tras-os-Montes e Alto Douro (UTAD-Universidade de
Tras-os-Montes e Alto Douro) is developing research projects involving digital
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image processing of earth observation data in the fields of forestry and land
planning.

11.-The University of Aveiro (UA-Universidade de Aveiro) is developing
research projects involving digital processing of earth observation data in the
fields of environment and land use planning and management.

12.-The University of Evora (UE-Universidade de Evora) is developing
projects involving digital image processing of earth observation data in the
fields of agriculture and environment.

13.-The Department of Mines and the Department of Civil Engineering of the
Instituto Superior Tecnico from the Technical University of Lisbon (UTL­
Universidade Tecnica de Lisboa) are developing projects involving digital
image processing of earth observation data in the fields of mining, environment
and land use planing and management.

14.-The Department of Forestry and the Department of Landscape Architecture
of the Instituto Superior de Agronomia of UTL are developing research projects
involving digital image processing of earth observation data in the fields of
forestry, agriculture, environment and land use planning.

15.-The Faculty of Sciences and Technology of the New University of Lisbon
(UNL-Universidade Nova de Lisboa) is developing projects involving digital
image processing of earth observation data in the fields of environment and
land planning and management.
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Abstract

Switzerland is participating in a variety of ESA programmes dedicated to Earth Observation
missions. Modem sensor systems have and are continuing to acquire data which serve as valu­
able information sources for scientists in research and application disciplines.

The growing amount of data asks for adequate storage and retrieval facilities. We are in favour
of distributed archiving facilities put under the responsibility of national authorities. In addi­
tion, historical data sets in Switzerland of about 50-100 Gbytes are in danger of getting
destroyed due to the limited life time of conventional magnetic tape media used.

From the users point of view operational monitoring applications need to be based on fast data
validation and distribution tools. In order to satisfy in future specific user requirements the
archivation technique will be based beyond that on picture content retrieval.

Existing operational catalogue systems are rather primitive and a far away to be a standard.

Storage capacities and computer communication techniques becoming now available are
promising prerequisites for the envisaged networking requirements.

1 Present status in remote sensing image archivation and distribution

"The typical configuration of an end-to-end EO [Earth Observation] payload data handling
facility has not changed since the first EO missions, more than 20 years ago, although technol­
ogy has made incredible improvements in computing power, network speed, storage capacity.
By the end of the century all planned missions (e.g. ENVISAT and Third Party Missions) will
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mixed. A relational language is extended to include picture manipulation operations [2].

In the field of Remote Sensing, both data acquisition and user application deal with huge
amounts of high intrinsic complexity image data. The user application interest is for multi.tem­
poral, multi.sensor and thematic analysis. In the last years research activities aimed at the
design of dedicated systems for archivation and distribution of remotely sensed images. The
developed facilities are retrieval by geographic coordinates, click-on-map, sensor type, acqui­
sition time, quick-looks previsualization and intelligent systems that accept query procedures
based on meta-knowledge describing the required inputs and possible outputs [3,4]. The dia­
gram in figure 2 presents such a system architecture.

U9=R QUERY& RETRIEVAL

Fig. 2: Image-data base that accept query procedures based onmeta-knowledge describing the
required inputs and possible outputs. The logical and physical representations of the image­

data are intersecting allowing better identification of the user needs.

Existing operational catalogue systems are rather primitive and far away to be considered as a
standard. These systems do not provide sufficient description of the content of the data, so new
systems are being designed which use content-based analysis of the image-data for object and
scene identification and description. Both data insertion and retrieval procedures are modified
and add new dimensions to the data base.
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software costs associated to the implementation of a national archiving center.

The following diagram, figure 3, presents the facilities, and the architecture of the RSIA.

CSCS network 94

October'94

-- HiPPI

FOOi

Ethernet
PTT

Fig. 3: Configuration of CSCS network (status: 10'94)

One of the major concerns at CSCS is networking capacity and sustained performance. In this
perspective CSCS is deeply involved on various national pilot projects focussed on new net­
work technologies like the ATM one. Such project are targeted to enable a high speed inter­
connection framework between CSCS and other major research institutions in and outside
Switzerland. This pilot network represents a strategical access path for the implementation of
a national RSIA facility.

A dedicated interconnection scheme is being planned in order to allow external remote­
located users to retrieve and manipulate the images and corresponding data through a dedi­
cated but publicly accessible network gateway. This system is intended to be used as a net­
browser server and its overall throughput performances will have to be targeted according to
the expected customer load. Based on the "client-server" model, this system will forward the
image and data queries, as expressed by the authorized users, to the highly securized hierarchi­
cal storage environment (the CONVEX server with its attached disks and the STK silos) via a
dedicated high-speed link (HiPPI or FDDI-based technology).

The hierachical storage and retrieving functionalities, including a convenient automatic migra­
tion/demigration capacity of the acquired images and data, are fully and nicely handled by a
specialized integrated software called UniTree. This software is already implemented on the
CSCS's computing environment and is used on a daily basis by the community of CSCS users.
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