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1 REFERENCE INFORMATION

1.1 Identification

This document is thessue4.0 of the Algorithm Theoretich Bass Document (ATBD)SO-TN-ESL-SM-GS-00014a for the
SMOS Soil Mosture (SM) level 2 processor prototype. Updates are specified with respect to the former3kersion

1.2 Purpose and structure

1.2.1 Purpose

This ATBD was prepared by the soil moisti#8L (currentlead CBSA with University Tor VergatafFinnish Meteorologial
Institute and Gamm/WSLin view of the SMOS Level 2 Soil Moisture Prototype Processor DeveloprsdnPRD) by
ARGANS Ltd. (ARGANS) under contract with the European Space Agency.

According to ESAguidelines [AD 3], the purpose of ATBD is to &dcribe the algorithmwhich will produce higher level
SMOS products. The document should focus on the scientific justification for the algorithms selected to derive the product, a
outline of theproposed agproachand a listing of the assumptions and tations of the algoti h mo .

The ATBD is a detailed and extded answer to the itidl SMOS Level 2ProcessoHigh Level Requirements as defined in
[AD 10]

1.2.2 Structure
The structure of this documerdlbws closdy therecommended ESA guidelines for ATBD [AD 3].

We should considethat an ATBD is both a scientific, technical and project answer to both end users and industrial
requirements. ESAoint of view is confirmed by the fact that it is askéd comment pon cdibration and validation issues.

With both end users and indostn mind, this document describes the physical basis and approach to produce L2 products.
Accordingly, this document consists of three sextio

1 Sectionl (thepresent one) gathers reference information

1 Section2 provides background information, gives the rationale for selecting the algorithm, and presents its general layout
as well as broad indications concerning lafiitns and atput.

1 Section3 first provides the theetical (physical) basis for SMOS measurements over land surfaces, and then gives a
detailed description of the modules of the retrieval processing, a sketch of the erret, lamt somepracical
consideration.

1.2.3 Main updates of present ATBD version
This current V4.0 version is a update of the previous40 version themain changes are:

1 Theintroduction of the Bircher empirical organic soil dielectric constant, in ordenficove SoilMoisture retievals over
organic soil andconsidering a linear weiging according to the organic soil fraction within thegdi This has been also
done with considettion tothe Mironov §mmetrisation in order to add the missing absolute 8Mue forteBi r c her 6
model.

1 We have alsintroduced the image reconsttion eror alorg the 1Bs profile in the form of dixed variance ondp of the
radiometric uncertaintyat cost function level, and in order to improveiesals by providing a diter undersandng of the
existing errors, propagating them to the convergenoense.

From previous releases:
1 Version3 with respect toersion 2

1 The introduction of the experimental DQX enhancement feature as a general movetter ddseription ofrrors
and wncetainty in all the algorithms compartments.
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Theintroduction of resaled Chi2 using statistics over the mission is an irddiate step to a better description of the
observation uncertainty

A safeguard is introduced to limit the valueD@)X stored n curent files to a configurable minimum flaor
Introduction of the EOCLIMAP landcover updates.
Removal of the NPE flood rule which proved toibadequate

The postprocessor update rule when a still valid in time value no longer uses DQdvempnt butChi2
improvement. DQX decrease does not mean that the retrievdbadiibetter; Chi2 decrease can only be used for this
purpcse.

The difference between DQX values and RSTD are explicated to prepare future algorithms updates on the error
budget. The R3D is the radiometric accuracy translated into parameter uncerthintygh the model sensitivity.
DQX can capture more, RFI impact, model errorgge reconstruction errors ...

V3.g introduced the symmetrisation of soil dielectric constdR{(SM, ...)andTq{SM, ...) needed to follow the same
approach. The posetrieval considers now the absolute retrieved soil moisturketohecled against te retrieved
range as the consequence of the symmetrisation makes the modelledSMYBtrictly equal to MTESM). A
negative SM is thus a mathematical acceptable solution aodedmms |[SM| in the User Data Product.

As a first move of the aboveg& is no more applied to enhance the radiometric accuracy but directly used to enhance
the RSTD whth was ouriitial intent, forming the DQX values of the retrieved parameters.

Fix of an oversight in RFI half*1Stokes detection. The absolute value wasimisia the anomaly |TBS1<TBS1>|.

Rrri is computed on a moving time window using the twolSG_CURRENT RFI at 12 days distance.

The use and update mdpdgsdhewhiicauhrieatnewrapneittermser or bit
Theintroduction of a DFFG snow map that can be used instead of ECMWF snow prediction.

The soil propertieare now prowdeddirectly on the DFFG grid.

Major modifications to introduce thetrieval directly at the antenna reference frame. These modificapansnsag
sections.

Removal of aggregated observed TB X/Y to surface TB H/V, MRZR4™1), COV2s (COV4¥sconcepts

Introduced forward modelling up to antenna TBs by the direct use of (MIR2)

Updates of the required matrices form.

Introduced a full poladationsection on specific aspects affecting the algorithm

Intermediary modifications on UDP/DAP, Standl modei ESL mode

Some minor fixes, typos, formattingt ¢ é

New replaced tempr ary section for revisiting dhegupdh®®¥d model | e

RFI screening thresholds on the TBs are now dynamic and function of the physiozd semiperatre, the criteria of
TB rejection becomes stricter.

The Mi r orriwceodstadt medel és@dded and the associsggatmetrisatioraround $1=0 to prevent optimal
SM retrieval to be found for unphysical too negative validmbson model inhdagd also othis symmetrisationThe
choice between model type and model subtggen(netrisedr not) is configurable.

1 Version 2 with respect to versidn

1
f
f

1.2.4 A new entry is added to account for the angle bias problem.
3.2.3.2.2 NPE update of DFFG cells is revisited, verifeaat finalized.
3.2.3.2.3 NPE global winter caseewritten correctly and controlled by DGG_CURRENT_TAU_{aw)

Except for the winter case wheaefix is siggesged but not yet implemented, the updates performed in this versiascribe
the modifications carried out on the algorithm (and DPM) durieghification and validation phases.

For easier reading and referencing, we have kept, as asugbssiblethe same structure as in the earlier versions. However,
the V3.ato V3.greleass bring many changes in the algorithm sect®Therefore, it was not possible to keep some sections
and new ones have been introddice

The conaliding section (3.7) keeps track of the future improvements, modditatr updates vith are foreseen.



ESA No.: SO-TN-ARG-L2PP-0037

@k* Issue: 4.0
(ARGANS ) ARGANS No.: ASC_SMPPD_037

Date: 9th September 2019

1.2.4 Open issues

This section is only concernedth open issues that are relevant ifoplementing the initial prototype andnust definitely be
closed befee acceptance.

1 Address cases of missing data

Every TBCannotation corerning numerical values of operational constants has feeeoved While manyof them will need
tuning, notethose valueswhen presented in the ATBD, are only illustratittee figuresto be considered are provided by the
tables in TGRD,dgether with TBGcomments when appropriate.

Several useful developments will not be acconmglisin time for defining the prototype, because datdamiéng, or further
scientific work is meded. Whilededsions have been made in order to close at bestdhrespondindgssues, it is necessary to
keep them in the forefront of the scientific agenflae most prominent are listed in a concluding se@i@n

1.3 End Users ®equirements

End users requirements are described in the Mission Requirernentrient [AD 1] derived fronfl]. Taking the example of
soil moisture the requirements afsee als¢2-5]):

Table 1: End u s e guwréments

Property | User requirement
1 | Soil moisture accuracy 0.04 n? m (i.e. 4% volumetric soil moisture) or better
2a | Spatial Resolution: size The fAaverageo di mensions of tHh

<TH_SIZE=55 km

2b | Spatial Resolution: elongatio| The elongation of # footprint should not exceed 1.5
<TH ELON=15

3 | Global Coverage ° 80° latitude or higher

4 | Revisit time 3-days max

While requirenents 3 & 4 ae met thanks to the mission scenario features, requirement 2 is asetl lon the SMOS
interferometer performancé8], bounding the usable Field of view to SMOS pixel sizeb elongations. Note, that the initial
50 x 50 kni spatial resolution requiremeritas been exteled to 55 x55 km? to adapt to the true antenna pattern
characterizatiothat appars wider that the theoretically used on¢6h

Requirementl has been extensively assessed in the fnarie of ESA's SMOS retrieval study. Results are presented in the
error budget sdion.

Formally and briefly the algorithm should deliver soil moisture every 3 days max all theeglobe with the nominal spatial
resolution. Retrieving vegetation opacigimultaneously to soil moisture (salled "twoparameter retrievals"), requires
large rangef incidenceandes which is available only in the central part of the FOV. Thiemasion of vegetation opacity will
thus be made with a loweepetitivity (~ every week). This is not an issue since it is expected that, except for poffsibie ef
rainfall interception by the canopy, opacity varies slowly with time at rather cogpaéial resolution. Should for some reason
the algorithm be less reliable, adl should be issued, and when no soil moisture retrievals are possible tharalgbiould
nevertheless diéver either information about the equivalent dielectric constanbtir Bielectric constant and canopy opacity.

1.4 References
14.1 Applicable Documents
N° Reference Content Issue
[AD 1] |EEOM-SMOSMRD, V5 | SMOS MissionrRequirement Document 1.0 040701
[AD 2] | SORSESA-SYS0555 SMOS System requirement document issue 4.1 040928
[AD 3] |SO.RS.ESA.GS.1351 Algorithm Theoretical Basis Document Guidelines 1.0 040D1
[AD 4] | SOTN-IDR-GS0005 SMOS Level 1 and Auxiliary Data Product{5.26 13099
Specifications
[AD 5] | SOTN-IDR-GS-0006 SMOS Level 2 and Auxiliary Data Product{7.1 120520
Specificatiors
[AD 6] | SODS-DME-L1PP0006 |SMOS L1 System Concept 2.9101029
[AD 7] | SODSDME-L1PR0007 |SMOS L1Processor L0 to L1a Data Processing Mod2.17 130502
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Definitions, acronyms and abbreviations

1.4.3 Definitions

Table 2: Definitions

Term Definition

Aggregated fraction Weight to beapplied to a collection of surface areas when computing
radiometric signal as a sum of contributions. The aggjien assumes that
single radiative model using average physical properties can rep
radiometric signals from every elementary franoti

Antenna best fit plane Bestfit plane to the phase centres of the LICEF elements

Apodization function (APF) | Function applied to visibilities in order to attenuate the effects of the
cut-off at the boundaries of the baseline domain

Areacoverage Surface area enclosed by the SMOS pixel.

Auxiliary data Those data required by the L2 processor that are notopeBMOS date
products. We differentiate two categories: fixed and evolving (or
varying).

Baseline Physical distance betweenyad elements of the interferometer

Baseline domain Star shaped domain covered by every baseline provided by the instrum

Boresight Antenna axis : angular direction perpendicular to the antenna best fit pla

Correlation products Raw datgrovided by the instrument and downked

Current Auxiliary data LUT which should be updated accounting for L2 proces
results

Default contribution Contribution to the radiometric signal computed with physical param
obtained from auxiliary datanly.

DFFG working area Subset of a map on the DFFG grid, which surrounds a given DGG grid

Director cosines Natural reference rdme at antenna level. Director cosines

X = sin(g) cos{) andh =sin(g) sin(f), whereqg and f are here respective
the angle to antenna boresight and the azimuth in the antenna plane

DQX Retrieval error estimate associated to each parameter pwilndhe same
unit.

Dwell line The (not quite straight) line along the FOV on which are located views
samearea when compounding successive snapshots, for various inc
angles

Evolving, time varying Those data, which are time dependent by meatso they are subject

possible availability issues. For example, parameter maps coming fron
EOS satelligs, forecastnodels

External fixed Data subject to possible external issues (authorization rather than
availability). They are noexpected to change in time, except for upgr
For example, it could be land cover information, coastline baynd&BP

maps.
Fine grid, DFG Highest resolution grid where auxiliary surface data must be provided
Fixed Parameter referen| Geophygal quantity obtained through pprocessing auxiliary data files
value order to obtain view depemndt values oinitial guesses for a parameter
Flexible Fine grid, DFFG Aggregated DFG to a variable coarser resolution where computation m
done
Forwad (fwd) model Radiative model used to compute TB from physical medium properties
Fraction Weight to beapplied to a surface area when computing the radiometric {
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as a sum of contributions

Free Parameter reference val

Geophysical quantity obtaindtirough preprocessing auxiliary data files
order to apply decision tree and obtain initial guessea parameter

Homogeneous pixel

SMOS pixel which consists of a single fraction when considering the st
characteristics (including evolving feads such as snow)

Llc node ; L1c pixel

A given TB data record in the L1c data product. Succard is defined fo
an earth location (L1 Auxiliary Earth Grid file DGG) and contains, an
others, a collection of L1c views: SMOS pixels TB and their aat
geometric, radiometric and identification information.

L1c view

Data subset of the Llc @l that makes an individual measurement
consists in brightness temperatuflags includingpolarization, radiometri
uncertainty, incidence angle, azimuathgle, elliptical footprint serrixes ang
shapshot ID.

Local DFG grid

Subset of a map on thed=3 grid, which surrounds a given DGG grid nodg

Localization

The determination of the exact area covered by the SMOS pixel.

Mean fraction

Aggregated fraction here the weight is computed using a mean weig}
function which does not depend on the inciceangle

MEAN_WEF Weighting function used for carrying out weighted sums over the O
independently of incidence angkuch as the meanafttions or the fre
parameter reference values.

Mixed pixel Alternate name for a ndmmogeneous pixel

Normal soil Soil which has an upper layer which is able to store liquid water

Product Confidence Descriptd

Subset of processor outputs that incluiheications about the quality of tf
product. It contains both confidence value amag$l

Product Process Descriptor

Subset of processor outputs that includes information about process
and status. A small subset is given in User Data Producthandain part i
stored in DAP for ESL analysis after launch.

Product Science Flags

Subset of processor outputs that includes information about geoph
external features

Reconstruction

Computation by the L1 processor of brightness temperatures fieddn
visibilities

Reference value

Value of a physical parameter used in a radiative model, obtained th
averaging physical parameters provided as auxiliary parameters f
elementary area, over an aggregated fraction that aggregates the co
elementary areas.

SMOS Field of viev (FOV)

The extent of the snapshot, bounded by both aliased images and
resolution. The FOV may be defined in the antenna frame of reference
geographical system at Earthoés s

SMOS fixed grid DGG

Equal surface grid, defined @e and for all, on the nodes of which the
moisture will be retrieved. The average iatede distance is close to 15 k
For land surfaces only (including large ice covered areas), the grid s
include about 6.51C° nodes.

SMOS pixel

This expresion refers loosely (through its 3dB contours) to the weigh
function which characterizes the spatial resolution of the interferometer.

SMOS shapshot

The image reconstructed from SMOS interferometric data aveagedhe
elementary period. A shapghdncludes one image for a given sing
polarization (X or Y) in dual polarization moder two imagesin full
polarization mode, onfor a given polarization (X or Y) and one for the cr
polarization (XY).

Spurious

Refers to radiometric data being caminated by point or nearly point rad
sources, either naturgdgn) ormanmad€RFI)

Topography (strong /soft)

Topography is said to be strong when the topography index is higher
given value and soft below thivalue and above the fligrrain

Topography index

Index derived from digital elevation model characterizing the s

distribution of the terrain

10
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Term Definition

Uniform pixel Homogeneous SMOS pixel within which every physical paramets
identical. This is a convént concept but probablyods not exist over lan
surfaces.

User Data Product This is the L2 product intended for all eoders. It is organized as a list
fixed-size records that contains the L2 retrieval outputs (parameters
e) .

UserParameteFile (UPF) This isa file describedn TGRD which explicatesevery parameters valug

either parameters in models or algoritheositrols, thresholdswitches... we
want to keep user or operator configurable #mas not hardcoded. Tru
mathematicatongants,suchp, are not inalded.

Visibilities Data obtained from correlation products after correcting for system nois
Weighting function (WEF) Function derived from the apodization function, to be applied to ¢
elementary area inside the SMOS pikebrder to give thgroper weight tg
the corresponding contribution to-welling radiation.

1.4.4 Acronyms, abbreviations and notations

Table 3: Acronyms and Abbreviations

Acronyms & Meaning
Abbreviations
AF or EAF Array Factor ofEquivalent ArrayFactor
AMS American Meteorological Society
AFP Antenna Footprint (Weighting function bulk properties)
AOCS Attitude and Orbit Control System
APF Apodization function
ASL Above Surface Layer
ASTD A priori Standard Deviation
ATBD Algorithm TheoreticaBasisDocument
BARC Beltsville Agricultural Research Center
CBSA CESBIQi IPSL/SA
CESBIO Centre doEtudes Spatiales de | a Bi o3
CPC Climate Prediction Centre
DAP Data Analysis Product
DC Director Cosines (CHI & ETA)
DEM Digital Elevation Model
DFFG Discrete Flexible Fine Grid
DFG Discrete Fine Grid
DGG Discrete Global Grid: the SMOS grid
DMSP Defense Meteorologic&atellite Program
DQX Data Quality indeX
DTED Digital Terrain Elevation Data
EAF or AF Equivalent Array Fetor or Array Factor
ECMWEF European Centre for Mediunange Weather Forecasting
ESL Expert Support Laboratory
ESTAR Electronically Steered Thin Array Radiometer
EUMETSAT European organization for tiploitation of meteorological satellites
FOV SMOSaliasfree FieldOf View
FWF FringeWashingFactor
GHRSST GODAE High Resolution Sea Surface Temperature
GTOPO30 Global 30 Arc Second Elevation Data
IGBP InternationalGeospheraiosphere Programme

11
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Meaning

I-HKTM Instrument Housekeeping Telemetry

INRA Institut National de la Recherche Agronomique

IPSL/SA Il nstitut Pierre Simon Laplace /| Ser

LO SMOS Level 0 Data Products

Lla SMOS Level 1a DatBroducts

L1b SMOS Level 1b Data Products

Llc SMOS Level 1c processor or Data Products

L2 SMOS Level 2 processor or Data Products

LAI Leaf Area Index

LAl max Maximum value of the LAI over one year for a forest stand

LAT, LON Latitude,Longitude

LICEF Lightweight Cost Effective Frorénd; the SMOS antenraceiver element. Th
SMOS instrumentonsists of 69 LICEFs

L-M LevenbergMarquardt minimization algorithm

LSM Land Sea Mask

LUT Look-Up Table

MD; MDO Dielectric indexradiative model; default version

MD2; MD3; MD4 Dielectric index model retrieval options

MDa Additional Dielectric indexetrieval

MDd Dielectric index model applied to inhomogeneous scenes

METOP METeorological Operational satellite

MIRAS Microwave Inerferometric Radiometer with Aperture Synthesis

MN; MNO Vegetated soil radiative model; default version

MN2; MN3; MN4 Vegetated soil radiative model retrieval options

MODIS Moderate Resolution Imaging Spectroradiometer

MS Snow cover radiativenodel

MW; MWO, MWS,
MWF

Open water radiative model; default version, saline and fresmsulels

MW2; MW3; MW4

Open water radiate model retrieval options

NCEP National Centre for Environmental Prediction

NIR Noise Injection Radiometer

NN Neural Network

NOAA National Oceanic and Atmospheric Administration
NPE Non-Permanenfmeteorological conditions)

NSIDC National Snow andcke Data Centre

PALS Passive and Active-and Shand (PALS) airborne microwave sensor
PBMR Push BroonmMicrowave Radiometer

PCD Product Confidence Descriptor

PPD Product Process Descriptor

PSD Process Science Descriptor

RFI Radio Frequency Interfemee

RMSE Root MeanSquare Error

RTE, RT Radiative Transfer Equation, Radiative Transfer
SGHKTM Satellite Housekeeping Telemetry

SM Soil volumetric Moisture content

SMOSREX Surface Monitoring Of the Soil Reservoir EXperiment
SMPPD Soil Moisture Preotype Processor Development
SRTM Shuttle Radar Topography Mission

SSMII SpecialSensor Microwave/Imager

B Short notation for brightness temperatures

TBC To Be Confirmed

TBD To Be Decided
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Abbreviations
TBH

Brightness Temperature for Horizontal polarization atghrface of the Earth

TBV

Brightness Temperature for Vertical polarization & skirface of the Earth

TBx

Brightness Temperature for X axis polarization at antenna frame

TBy

Brightness Temperature for Y axis polarization at antenna frame

TEC

Total Electron Content

TGRD

Table Generation Requirements Document

TOA

Top Of Atmosphere

TOV

Tor Vergata University DISP

UbP

User Data Product

UPF

User Parameter File

USDA

United States Department of Agriculture

uTC

CoordinatedJniversal Time

VWC

Vegetation (volumetric) Water Content

WADFFG

Matrix of DFFG cells makinghe Working Area

WEF

SMOS pixel WEighting Function

WMO

World Meteorology Organization
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Pl ain notation (no fancy font, subscri pt ntée dochmaest, abowiegn sy
organizing the table in a striatphabetic order.

Attempts to be systematic are made: C for coefficient, TH for threshold, FL for flags. For some short notations, "local use"
means they are used with a definite purpose in a stupsection.

CODE values: i (L1 input), d (aux data input) (user input), v (variable), t (theoretical description), o (output).
Table 4: Notations

CODE Plain Notation I::g:]a meaning
a a Argument of rotation matrix
A_card Dielectric constant index
u al bl Co_efficients for computing Mg_L from
- = estimated SM
Intermediate function in water dielectric
\ a_ST asT
constant
\ At At Weighting coefficient for T_gc
t Al to Ad Brightness temperatures at antenna level
(local use)
AF_FOV, EAF_FOV, BORDER_FOV;
i SUN_FOV, SUN_POINT, SUN_TAILS, Llc flags
SUN_GLINT_FOV, SUN_GLINT_AREA, RF
' ALPHA a Exponent inEPS_s (local use)
t ALPHA_sct aset | Coefficient for effective albedo
i ASCENDING_FLAG L1lc SPH flag
io AVG._TIME Mean(median time) between first and last
view of a node
u B F,B"F Coefficients for computing TAU OF
t B p Coefficient for computing TAU gunused)
u B S,B"S Coefficients for computing TAU S nad
u B_t Bt Coefficient for computing A t
t BD Bandwidth
u BD_ S BDs | SMOS receiver bandwidth
u BERE _1t03,BEIM_1to 3 be, ber | Components for exponent BETA
' BETA b Exponent complex function iBPS_s
u BETA_i 1t03 3 coefficients for computing imag(BETA)
u BETA_r 1to 3 3 coefficients for computing real(BETA)
\ BS L Dry litter biomass
u c Light velocity
u C_BORDER,C_ EAF, C_SUN_TAILS, Enhancing DTBa factors triggered by L1c
C_SUN_GLINT_AREA flags
0 C_FM0,C_FM, C_FV DAP numerical information on fractions
t C_pol Cpo | Parameter for computing TAU _Yunused)
u C RFL C1 RFI, C2 RFI Enhapg:ing uncertainty faatand
- - - coefficients
v CT C Function for computing T g
u C WEF 1to C WEF 4 WEF coefficients
u CA _TBS1, CB TBS1 Coefficients for Stokes 1 RFI L2 test
u CCX, CCXi Sensitivity function and coefficients
v CHI X Director cosine
v CHI', ETA' x', h' | Differential director cosines
Y% CHI_2 c? Retrieval quality index
u CL P Coefficient forlitter optical thickness
Y COST Cost function
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meaning

v COV Post Retn.eval parameter posterior covariance
- matrix
v COV Prior Cost.functlon parameter prior covariance
- matrix
v cov T Ante.nna radiometric uncertainty covarian
- matrices
v CP Convective precipitation
u CPA_1t03 Coefficients for EPS pa
u CVAL_2, CVAL_4 gvva:—j Coefficients 6br computing MVAL_O
al
u 4 10 Element spacing, central frequency (local
' use)
t D_cp. WEMAX . ALPHA | Factors to compute TAU Ip (unused)
t D tau G,ZM,D Z Atmospheric coefficients (local use)
D_TSURF; D_A_CARD, D_SM, D_TAU,
u D_TTH, D_(TTV/TTH), D_ONH, SOrs ur | ASTD (a priori standard deviations) value
D (OMV-OMH), D HR, D SNPAR
v DELTA, ALPHA d,a | Declination, right ascension (local use)
u DFFG_STEP STEP of the DFFG
u DFG_STEP STEP of the DFG
\ DIFF (Datamodel) difference matrices
% DIFF_OM wy-Wy | Vegetation albedo polarization difference
U DLCC DLCC Uncertainty in reference values (cover
classes)
DP_SM, DP_A_card, DP_TAU_nad, DSM o
u DP_T_SURF, DP_TTH, DP_RTT, DP_OMH Increments for derivative
DP_DIFF_OM etc.
u DPD Increment vector for derivatives
Y DRV Derivative matrix
v DT G, DT 02, DT H20 EqU|vaIent atmospheric layer temperature
- - surface differences
u DTB_F Scaling coefficient for computing MVAL (
i DTBa Antenra radiometric uncertainties
t EH, EV Electric fields
v EL, H Elevation, sidereal angle (local use)
uv |EPs. EPS" o e Dlelect.rlc con§tant real and imaginary pal
' ’ (generic notation)
ittivsi 2
U EPS 0 & Il:;erm|tt|V|ty of free spacé=8.854 102 Fnv
o EPS D e Dielectrig constant inferred from additiong
— MDa retrieval
u EPS_drysand ,EPS_sand edgs’sa;‘d Dielectric constant for dry sand
an
u EPS frz, EPS_ice &z, 8ce | Dielectric constants
\% EPS_fw Ew Dielectric constant of free water
u EPS_pa &a Dielectric content of solid particles
u EPS_rock eock | Dielectric constant for barren areas
Comple dielectric constant for whole
Y, EPS_s, EPS_b e, & |surface, smooth bare medium (additional
subscript for polarization)
u EPS_urban euban | Dielectric constant still missing
v EPS_W ew Freewater dielectric constant (real part)
v EPS_wo w0 Static dielectric constant of weat
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meaning

u EPS w00 e High frequency limit of the static dielectric
- constant of water EPS w0
% ETA h Director cosine
u ETA_FS hes | Free space impedance (= 377 Ohms)
u f Mean SMOS frequency Hz
v f o Frequency, absorption line frequency (loc
' use)
t F_VOL FvoL | Vegetation volumetric fraction
u FCV1, FCV2 Retrieval algorithm convergence criterion
Sum of non nominal fractions (excl water
Y FDE .
in FM class
v ESVE:_ 'I::E\I/PFL'J:'_V'Vg lé;’l’FlfT? » FNO, FRZ, FSN, Aggregated fractions in theMFlist
v |FEB FELFUL FUH, FFO.ENO, FRZ FSN. Aggregated fractions in the FMO lis
o FL CE Flag for computationatxceptions (place
- holder)
o |FL.CURRENT_RFI, FL_CURRENT_TAU, RFL TAU. HR and FLOOD mape, ate
FL_CURRENT_HR, FL_CURRENT_FLOOD ' ! !
- - - - processing
0 FL_DATA_MISS Place holder
(o] FL_DEW, FL_LITTER, FL_FLOOD Sceneflags
o] FL_DQX Retrieved paramet@QX flag
0 FL_MD_A Flag for failure of additional MDa retrieval
0 FL_MVALO, FL_MVAL Flags for invalid pixels
FL_OW, FL_OPAQ_SNOW, FL_FROST,
FL_FOREST, FL_TAU_FO, FL_WETLANDS
o] FL_BARREN, FL_ICE, Scene flags
FL_URBAN,FL_SEA_ICE, FL_COAST,
FL_INTERCEPT
0 FL_PR Polarization index flag
0 FL_QVAL Fit quality flag
0 FL_R2,R3, R4 Flags reporting failed retrievals
0 FL_RAIN Rain occurrence flag
0 FL_RANGE Retrieved parameter range flag
o FL RFl PRONE Flag for potential RFI coming from aux RF
- - map
0 FL_SCENE_T Aggregated scene flag
0 FL_TB_RANGE Flag for deleted vigs (out of TB range)
0 FL_TOPO Topography flags
v FLA Land aggregated fraction
Y FMO_n Mean fractions to drivéhe decision tree
Mean fractions to compute the reference
\% FM_n valuesfor thefree parametersf the
retrieval model(s)
Angle dependent fractions teeightthe
\% FV_np models contributionand to compute the
references value for their fixed parameter
v FRE Fraction selected for retrieval
t GAMMA, GAMMA_1 o] Atmospheric line width parameters
v GAMMA, GAMMA _p g,% | Vegetation atnuation factor
t GAMMA_ST gt | Electric fieldproduct to TB coefficient
v GQX Global quality figure
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meaning

DGG identifier

i HH, MM, SS Hour, minutes and second (tirdocal use)
u,v | HR; alternate Hsoil, H_ ROUGHNESS Roughness soilabendent exponent factor
i JD,Y, M, Julian day, year, month (local use)

t K BC Ksc Boltzmann constant

t K_ext, K_sca Kext, Ksct | EXtinction & scattering coefficients

u kO DT H20, k1 DT H20, k2 DT H20 Cpefficients for H20 layer temperature

- - - - - - difference
u kO_DT_02, kTO_ DT _02, kPODT_02, Coefficients for O2 layer temperature
kT02_ DT_O2, kP02_ DT_O2, kTOPO_ DT_( difference

u kO_tau_H20, k1_tau_H20, k2_tau_H20 Coefficients for H20 optical thickness

u t?atza_ligg_zbgga?f@(fg%;Tt%%a?fgu_o2 Coefficients for O2 optical thickness

t KAPPA, KAPPA_OX KAPPA_I, KAPPA_22, k Atmospheric lineic absorption coefficients

KAPPA H20, KAPPA G

u KDIA, FDIA, KDIA_MAX Retrieval algorithm control parameters

d LAI_max Climatological maximum annual LAI

u LAMBDA I SMOS mean operating wavelength

i,0 LAT, LON(G) Latitude, longitude

\ LH Layer height(local use)

\% LSCP Largescale precipitation

v LWC Litter water content

s M_AVAO, M_AVA Initial andvalidated number of L1c views
v M_card Cardioid model intermediate function

u MEAN_WEF Mean weighting function

\ Mg_L Litter moisture conterfor estimating LWC
i MODE Operating mode

v MR4, MR2 Rotation matrices

u MU_s m Soil magnetiqermeability

u MU_w My Water magnetic permeability

v MVAL Fraction weighted validation index

\ MVAL_O Initial validation index

0 N_CLEANED Counter for outliers removed

0 N_RET Number of times the retrieval has been rq
0 N_RFI Number ofcases with detected RFI

0 N_SKY View counter for strong galactic source
v N_SNAP Total current number of snapshots

0 N_WILD Counter for persisting outliers

u NB_TH_DEC Number of decision tree stage 1 thresholg
v NF Number of fractionsi SMOS pixel

v NFD Number of degrees of freedom

v NIT Number of iterations needed for

convergence

u NITM, FCOND Retrieval algorithm limit parameters

u NR_p, NR_H, NR_V NRy, Roughness theta exponent factor

v NT, NP Number of valid data & freparameters

t NU, NU_O n,no | Sky radiation theory: line frequencies

u OM_F WE Forest albedo

u OMEGA, OM_H, OM_V W Albedos

u OMEGA_E, WE Earth rotation rate

u OW_01 to OW_32 Coefficients for static water dielectric

constant EPS WO

P,P_int

Sky radation theory (Power) (local use)
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CODE Plain Notation meaning
t P T Atmospheric pressure & temperature (loc
' use)
t P_i pi Free parameter
t P_i_0,SIGMA_i 0 P, Sio | Free parameter first guess & ASTD
d PO hPa | Surface pressure
t PHI F Astronomical azimuth
v Pint Integrated pwer
v Plobe Normalized antenna power pattern
0 PR, PR_INDEX Polarization ratio, polarization ratio index
u PR_INCI Angle for computing PR_INDEX
t PSI, OM_Fa Y, Wra | Claassen angle, Faraday angle
u QR Roughness polarizatiazoupling coefficient
t ; Fringewash factor in AF equation (local
use)
t R_bH, R_bV,R_bp Mop Smooth bare soil reflectivities
t R_E, H_rad Earth radius, spacecraft altitude (local use
t R_gp, E_gp I'p &p | Roughsoil reflectivity, emissivity
v R_RFI RFI statistics
Reflectivity, emissivity including above
t R_sp. E_sp fsp & | surface layer
\ R_TAU Initial TAU nad value
Theta & polarization dependent terms in
t R1, R2 .
RTE equation
RATIO_AVA Percentage of valid Lviews
u ROb,RO s rn I's |Soil dry bulk and soil particles densities
\ RO_DC I bc Distance in director cosine frame
t RO_V Iy Atmospheric watevapourdensity
v RSTD A posteriori (retrieval) standard deviations
v RTAU_W rtw Relaxation time ofvater
Vv RTT Ritt Ry = tty / tty
i S, C Sand & clay fractional soil content
0 S TREE 1,S TREE 2 Status descriptor elements for retrieval
u SAL Salinity of water in soil
u SGEF_1to 4 4 coefficients for computing SIG_eff
t SIG_0 So Bistatic reflection coefficient
\ SIG_eff S eff Function in EPS_fw
d,v,0 [|SM Soil Moisture
u ?EASTSWF'{?’SF'}A{}?ES?QTETS’US&ES’ glrF,lb\::(éa’\r/(li, Acceptable ranges for retrieved paramete
v SST, SSS Sea s;urfac&amperature & salinity (Local
short: T, S)
t ST1, ST2ST3, ST4 Stokes parameters
v Tc T Physical vegetation (canopy) temperature
Soil effective surfaceleep physical
\ T 9 Tyg
temperature
v T gc T Effective soitvegetation composite
temperature
\ T_SURF Surface temperature for retrieval
v Ts Ts Effective composite temperature
v T_SNOW Physical snow temperature
d T_soil_depth T_soil_surf Soil physical temperatures
d T0 Surface air temperature
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CODE Plain Notation meaning
v TAU Short forTAU nad
Y, TAU _02, TAU_H20, TAU_G t 02,1206 | Atmospheric nadir optical thicknesses
t TAU_atm tam | Mean atmospheric nadir opacity
t TAU_atu, TAU_atd taw tad | Atmospheric nadir opacity up and down
t TAU_c ty Vegetation (canopy) opacity
% TAU_FNAD tenap | FOrest nadir optical depth
v TAU_Ip tip Interception TAU_pomponent
v TAU_Lp tL Litter vegetation TAU_pomponent
Y, TAU_nad tnap | Nadir optical depth
Y, TAU p to Modified nadir optical depth
\ TAU_S_nad ts nap | Standingvegetation nadir optical depth
' TAU_Sp tsp Standing vegetatim TAU_p component
v TB Brightness temperature
asL | Corrected surface (Above Surface Level)
0 TB_ASL_THETA TB; simulated TB field at incidence angle thet
t TB_atm TBam | Mean atmospheric radiation
t TB_atu, TB_atd -_II—_%Z‘; Atmospheriaadiation up and down
TBoz,
v TB_02, TB_H20, TB_G TBh2o, | Atmospheric radiative contributions
TBe
TBsk .
v TB_sk, TB_sky Sky radiation
TBsky
o TB_TOA_THETA TRASL Top of Atmospheresimulated TB field at
q incidence angle theta
t TBH, TBV, TB3, TB4 Surface Brightness temperatures
v TBM, TBF Measured and simulated TB values
v TBS1; <TBS1> Halved ST1 view parameter; mean value
i TBx, TBy, TBxy Antenna Brightness temperatures
TBx_MIN, TBx_MAX,
TBy_MIN, TBy_MAX,
TBxx_RE_MIN, TBxx_RE_MAX,
TBxx_IM_MIN, TBxx_IM_MAX
u TBX:RE__MII\’I, TBti:RE__MAX, Ranges foantenna TB
TByv_IM_MIN, TByv_IM_MAX,
TBxvy_RE_MIN, TBxy_RE_MAX,
TBxy_IM_MIN, TBxy_IM_MAX,
i TEC TEC, | Vertical total electron content
u TH 23. TH 34 Thresholds on a priori TAU for dedis tree
- - stage 2
Low threshold orminimumnumber of
u TH_AVA_Min paired viewdor half 1t StokesL2 RFI
filtering
u TH_CHI_2 Thresholds for setting retrieval quality flag
u TH_DQX_SM; same for A_card, TSURF, HR Thresholds foacceptabl®QX on retrieved
TT_H, RTT, OMH, DIFF_OM parameters
TH_EB, TH_EI, TH_UL, TH_UL, TH_F2
u TH_NO, " TH R1, - TH_R2, " TH_SIM Decision tree stage 1 thresholds
TH_S1W, TH_S2M,TH_S2W, TH_TM,
TH TS, TH W1, TH W2, TH WL
TH_EB_D, TH_EI_ D, TH_UL_D, TH_UL, D,
u TH_F2_D, TH_NO_DTH_R1 D, TH_R2 D, Key for ratiodenominator when applying
TH_S1IM_D, TH_S1W_D, TH_S2M_D, decision tree stage 1 thresholds
TH S2W D, TH TM D, TH TS D,
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meaning

TH_EB_N, TH_EI_N, TH_UL_N, TH_UL_N,
TH_F2_N, TH_NO N, TH_RI_N, TH_R2_N

Aggregation key relevant for decisitmee

u TH_SIM_N, TH_SIW N, TH_S2M_N, taue 1 threshold
TH_S2W_N, TH_TM_N, TH_TS_N, stage 1 thresholas
TH W1 N, TH W2 N, TH WL N
TH_EB_R,TH_El_ R, TH UL R, TH_ UL R,
TH_F2 R, TH NO R, TH R1_R, TH_R2_R o
u TH_SIM_R, TH SIW D, TH S2M_R, Ifja?_k of deg|3|or[1) tree hstage 1 thresholds
TH_S2WR, TH_TM_R, TH_TS R, (defines order obranches)
TH W1 R, TH W2 R, TH WL R
Decision tree stage 1 threshold computed
v |THFF from TH_F1
u TH_FIT Threshold coefficient for repeating retriev
U TH_FLOOD Threshold at which rain amounts raise the
flood flag
u TH_INDS, TH_INDM Thresholds fotopography index
TH_CUR_HR_VAL_PERIOD, . .
u TH CUR TAU NAD LV VAL PERIOD Maximum delays for using current maps
u TH MMINO !_ow threshold for L1c pixel ittial validity
- index
u TH_MMIN1, TH_MMIN2, TH_MMIN3 Thresholds for selecting retrieval conditio
Thresholdof minimum MVALO to grant
current update flagsL_CURRENT_TV,
u TH_MVALO FL_CURRENT_TO andFL_CURRENT_HRto
be possibly raised.
Polarization index and interception flags
u TH_PR,TH_INTERCEP threshold
u TH_RFI_ST4 Threshold for RFI usingtokes 4
u TH_SAND,TH_SEAICE SAND and sea icthresholds
u TH_SIZE, TH_ELON Spatial requirement thresholds
Threshold for validating TH_FF from
u TH_TAU_F1 TH F1
TH_TAU_FN Threshold on TAU_FNAD for SM retival
u TH_TDRY, TH_TWET Thresholds on T_g for categorizing snow
i THETA q Incidence angle
t THETA, PHI_I g, fi |Incidence, azimuth angles (local use)
t THETA_a, PHI_a, Oa fa | Polar angles (antenna frames)
Incidence angle for computin'(jB;—SL
u THETA_B (o
t THETA_g, PHI_g gq, f4 | Polar angles (geographidahmes)
Sidereal time at point and at Greenwich
\Y THETA_L, THETA GO QL.Qco (local use)
u TILT SMOS antenna plane tilting angle (unuse
¢ Tsky.refl, Tsky_refl_lobe Elem_entgry, integrated received sky
contribution
u TT_V,TT_H ttv , ttu | Coefficientsfor computing the TAU Sp
t u, v Baseline coordinates in frequency domair
u U_card, B_card Cardioid model coefficients
v urT Ur Universal time
0 VRES DAP numerical information on residuals
t VWC Parameter for computing TAU (pnused)
t W(u,v) Apodization function
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u W_0,b_ w0 w0, bwo | Coefficients for computing C_ T

t WEF Weighting function

t WEF_A WEF, | WEF approximation

u WEF SIZE Size (km) of the DFFG working area

- (WADFFg)

u WVC Watervapouratmospheric content
V,0 X_SWATH Dwell line abscissa

2 ALGORITHM OVERVIEW

2.1 Background information

Passive microwave radiometry has been used for some yegisuad level airborne and spaceborne experiments. At high
frequencies, it has now reached a significant level of maturity, especially fosgiara retrievals.

At low frequency and especially atband most of the background lies with ground experimgBARC, PORTOS 91, 93,

PAMI R, MI RAS 99, Avignon 01, SMOSREX, Bordeaux 04, ¢é) wit
PBMR, ESTAR, PALS) such as SGPnn, HAPEX SAHEL, SMEXmm, Eurosfartgl]. From these experiments, models
representing emission from soil and vegetation were elaborated and somewhat viddted9]. There is thus now a
consensus on the models and limitationthaalgh a certain level of empiricism in the different approaches is still prfgent

24].

The step to SMOS data is, howeverll glignificant. The challenge will be mainly with large pixels inchgla variety of

targets (water, crops, fallow layer urban/roads etc mixed) with potential caveats, not always well understood and /dr modelle
( RFI, t opogr,atphoudélsde s&d timg ih ngny field experiments, the targets were ratheryehich hardly
happens over land surfaces in real life. For instance, under natural vegetation, a layer of litter (dead matter) mayivdegelop,
way to very specific signals as a ftioa of the litter moisture content.

Such factors imply a good patt lsumility as to the validity range of existing algorithms as they were very often developed and
tested in specific conditions.

Currently known facts are as follows:
1 Retrieval of soil mature over bare soil with low vegetation should be &asy

1 Snow isa very tricky target, as snow conditions may evolve very quickly with drastic changes in the signal

1 Bare dry soil has behaviour that is not well understood/modelled

1 Frozen soil behaves dsy soil

1 Forest emission and attenuation are mostly correlatedfwiihr anc h ¢ wat er ¢ o wdteecontent)( n ot
Under dense forestpractically noSM can beretrievedor with a so large uncertainty that the value would be useless.

91 Urban area are yet to be modelled

1 Water bodies will have to be taken into aget) including seasonal effects and fractional coverage

1 Topography will reduce signal quality until no retrieisgbossible

1 Litter, when substantial, can appreciably modify soil emissio

1 Surface roughness at SMOS scale appears to be relatively smalfuamation of soil moisture

1 Sunglint might not be negligible

1 é

It may be noted that the list consists mainly of limitations.
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2.2 Selected approach

The basis for the approach taken hereWwéh the results of an ESA Study on soil moisture retrieval for SNEBS7]. The
principle is to find the bestuited set of soil moisture (SM) anakgetation characteristics by minimizing the differences
betweermodelled direct and measured brightness temperature (TB) data. Other potential methods could have been

1 Direct retrieval However, direct retrieval is not feasible becauseréfetionship letween SM and ThBs not unique.
Moreover, direct retrieval wouldot allow accounting for thkeeterogeneous characteristics of the pixels.

1 Empirical / statistical approaches (§86-27]) where a regression is built between SM and.TBs
Neural network approachésee[25, 28, 29].

1 The main issue with statistical and neural network approaches is that in the SMOS case it willmegsireements
andcan only be implementesbmetimeafter launch. A simple intecomparison table is prasied below Table5).

=

Table 5: Statistical modelling vs. Physical modelling

Method | Advantages Disadvantages

Empirical statistical | Quickness Opaque
Robustness Need a learning datzase every time it is upgraded
Simplicity Requires real data (hence after launch in our case)

Clumsy for variable range of incidence angles
SMOS conditions)

Limited validity range/area depending on training a
and condions

Iterative using Close to the physics Heavy
forward physicha Easy to upgrade Strong demand on auxiliary data
models Provide theoretical Limited by the availability of reliable direct models!

uncertainty

We understand that ESiight want to have all the placeholders defined sodbatetime after launch (at least 3 months after
the end of the commissioning phase), a statistical / NN approach might be implemented

It is however clear that the efficiency of the statistical apghowill depend on available reliable data, which is per se a
challenge. The baseline is thusiterative approach.

Dual Pol vs. Full Pol

At the onset of this study and even this project, so as to have a pragmatic approach, the baseline was toarlthsotklgl
polarizationmode (i.e. H and \polarizatiors at the Earth surfage And this for two main reasons: the first one being that all
models are rathewell-defineddual pol but the behaviour for Stokes 3 and 4 is not so well known. The secomul neasthat
full polarizationmode, by reducing the integratidime, decreases the sensitivity. Incidentally, the fdlarizationalso
ffgeneratesd more dat a.

However,in dualpolarizationthe transfer from antenna to surface and vice versa causes amabigagrading significantly the
number of useful views awaydm the track and hence retrieval quality/efficiency. With the golarizationmode, the gain
obtained here could very well counterbalance other drawbacks.

Not having any conclusive elementsabling us to make a decision between dual and full pol, lithave to wait for the
commi ssioning phase before any choice can be made based
addressed, clearly indicating the advantagesngfoption when iis not selfevident.
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2.3 General Overview

2.3.1 Algorithm overview T atentative layman description

In the iterative approach, one essentially aims at minimiziogsafunction through minimizing the sum of squared weighted
differences betweemeasured and modelled brightness temperature (TB) fiata variety of incidence angles. This is
achieved by finding the bestited set of the parameters, which drive the direct TB model, e.g. soil moisture (SM), and
vegetation characteristics.

Despitethe simplicity of this principle, the main reason fbe tonplexity of the algorithm is that SMOS "pixels" which
contribute to the radiometric signal are rather large areas, and therefore strongly heterolytoreowsr the exact description
of pixelsis given by aweighting function which expresses the dtional pattern of the SMOS interferometric radiometad
depends on incidence angle.

The goal is to retrieve soil moisture over fairly large and thus heterogeneous pixels. The retrieval is carrtbd madedof a
fixed Earth surface grid.

The firg sepwill be to assess the input data quality (at each node) and filter out all @wuhdaita (outside the spatial mask
requirement, L1c data quality flags etc).

Auxiliary dataincludingtime varying data and data having an impact on the SMOS produete(ological data, vegetation
opacity)are then ingested

Afterwards, the retrieval poess per se can be initiated. This cannot be done blindly as the direct model will be dependent upon
surface characteristics (snow is different from vegetated soivatet for instance). It is thus necessary to first assess what the
dominant land use ba nodeis. For this an average weighting function (MEAN_ WEF whi ch t akes into ac:«
pattern is run over the high resolution lan@ mspto assess the dominant cover type. This is used to drivéettisgion tree

which step by step, selects the type of model to be used as per surface conditions.

Obviously, over any pixel, the variety of land use type will be radrge,and it is ot realstic to hope to retrieve everything.
Some assumptions have to be made. It is ttunsidered that the node is divided generally in two areas, one where the retrieval
will take place and one where the contributions to the overall node signal edftilmeted. This latter part is then considered

as fixed @lefault contributions) and theretrieval is made on the remaininglominanti area. Foinstancejf there is an area

of low vegetation with a dense forest and a lake, we will estimate the caiomilofithe lake and that of the forest using either
external data or predetermined vaugf the surface characteristics: tlederence values This default contribution will be
assumed constant in the modelled signal, and the retrieval adjustment pdidarthe remaining part.

For the main part of the node, as it is not possible to aiféehe modeparameters, reference values are also used, either for
setting the models parameters, which are not retrieved, or as first guess values for the petdeveters.

On a node, as said above, a very large variety of surfaces may happeprésdrg; foinstancewheat, maize and sorghum,
deciduous and coniferous forest. These land use classes can be grouped as elements having the same ovestittsharhcteri
behaviour at_-band To have manageable items, the classes areatjgregatedinto a small number (about 10) of generic
classes having the same modelling characteristics and similar parameters. It is over this aggregated (and variabkiparea that
paraneters are averaged to produce the reference parameters/values

At this level, two options are possibléor each generic class of interest for a node, we can

1 Either compute for each element its brightness temperature and produadase cormibution (i.e. take for the forest
class all the different types of forest available om tlede and for the view and for each computg 0$8ng the fine
classification reference value)

1 Or derive an average set of reference values for each genericfdiateses in the node and for the view (i.e. estimate
t he i dverf segleeffod say all the forest types available using the characteristics of each class of the fine
classification

The first approach is the only valicbm the radiometric poinof view. It is however almost intractable in our case and we have
to use the second am@ch. This is not as bad as it seems however knowing that: i) the elementary reference values within a

! Dominant for thewell-behavechode (i.e., with normal land use). When the majority of the surface is occupied by a target of
no direct interest for rmtod |lapwliiseasurteo (teheg.c o mmlteement drdy mp
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generic class and a given region aufficiently close to makemrors negligiblein most casesi) the assumptions and values
obtained for the fine elses are very often coarse (if not arbitrarily the same).

In consequence, the second approach is considered thereafter; thereawilhdgle "forest” fractionashgle Wl weget at i o
fraction, a singl einthelSMOSpixa fordagivehviewc t i on, et c

For any given node, there will be a varying humber of views and each view will have different spatial extent (geometrical
effects) meaning that the ¥ghing function will not always cover the same points and thus haffereht land use
characteristics: for instance a forest on the border might appear in some views and not in others (i.e. the "forestilfraction
depend on incidence angle). The isefiractions in the retrieval algorithm is detailed further belo\ j8.2

All this being said and done, the retrieval procedure starts if all the conditions are satisfied, ideally to réerparameters
or more over th cominant class (the saalled rich retrieval). If the algorithm does not converge satisfactorily, a new trial is
made with lesfreep ar amet er s ( i p 0 o r eesultareesttisfacery ar thé dlgorithmg arel considerectefail.

In all theaboveit was assumed that the dominant class wae@area(i.e., gently rolling hills of green pasture) which is not
always the case. The soil can be frozen, or covered with snow or rocks, there might be water only (node within a lake) we
might be overlarge urban area, or in the Himalayas, the apparently green surface migghtbei ce fi el d or mar

For each of these strange cases different approaches are proposed. The first distinction is related to the fact tizat the exot
charateristic iscomplementary to the rest (i.e., water body) or superimposed (i.e., topography) as both cases cannot be
approached in the same manner. The second point is linked to the availability of a direct model, which is not always the case

Finally, it was decidedhat, when it is not possible to retrieve soil moisture, we could at least retrieve a dielectric constant
parameter (using the smlled cardioid approach). In addition, once the retrieval has convergetirightness temperature
could be corputedat a gven presetangle €.9.42.5°to compare with L1c browse produgtssing the selected forward models
applied to the set of parameters obtained at the end of the retrieval process.

Therefore, the output product of the levesd@l moisture algathm shouldinclude node position, soil moisture, dielectric
constants, computed brightness temperature at 42.5°, flags and quality indices.

2.3.2 More about fractions

The signal collected by the SMOS radiometer is generated by theikwednated by the antana directimal gain pattern,
which is characterized bywaeighting function at surface level. The signal is thus essentially the sum of fractional signals, i.e.
weighted sum of radiations upwelling from eatbmentaryarea.

We consider here as an elenagtarea (abut 43 4 kn¥) the pixel of theDFFG (Discrete Flexible Fine Grid, see next section
for a quick overview). Even with 16m? pixels, this may induce strong heterogeneity at the scale of the SMOSapoweid 40
km diameter on average (1260 Rm

This pixel @ntains a list of aggregated classes that result from the aggregation of a higher resolution (referred to as Discrete
Fine Grid DFG) land cover classification. While this DFG land cover classification features more than 200 classes (te which a
to be addd non-permanentfrost or snow conditions and presence of strong topography), it is possiafggitegatethem

together in about 10 aggregated classes, in such a way thbnmygeneities within each aggregated class are considerably
reduced, fom the viewpoint of the radiated signal.

Each aggregated class, stored in the DFFG pixel, is associated with sub pixel featgessnétric surface fraction(with
respect to the whole pixel surface) and the most represertagiveesolutionland cower class amg all the aggregated ones.

Therefore, in the SMOS L2 SM processor, surface areas are represeaggtlegmted(over DFFQ fractions for aggregated
(over land covertlasses.

For each aggregated fraction, it is possible to appécific radiative models in such a way that the radiometric contribution
depends on physical parameters that are characteristic of the aggregated fraction. We want to retrieve some of these paramete
and specifically of course soil moisture. However, for some agtgddfractios, there is no soil moisture to retrieve (for
example open water or completely barren soil). For this and other reasons, in the general case, the retrieval willmot concer
every aggregated fraction. Some contributions to the signal will searasdto begiven by auxiliary data. They are called

default contributions.

In order to compute default contributions, it is necessary to compute (through a weighted average) the aggregated physica
parameters relevant for each concerned aggregated fratliese agggated parameters are callegference valuesEven for

the fractions (usually a single one) where a physical parameter is retrieved, reference values are needed, both fetete param
that are not retrieved and for those that are retriesinde the lorithm then needs initial guess values.
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Weighting functions, which represent the SMOS synthetic antenna directional gain, are used to estimate the presence an
magnitude of aggregated fractions. Based on the population of "true" weightictgphs, wheh depend on incidence angle, a

mean weighting function(calledMEAN_WEF) is thus built for these purposes. The resulting aggregated fractions belong to a
list of FM values.

During the retrieval however, it has been found that the émmxlangle dependence could not be neglected. Therefore, the
radiative contributions are cqrated using the true weighting functiontEF (see the flow chart, iterative retrieval loop). The
corresponding aggregated fractidfié depend on incidence angle

Either the MEAN_WEF, or the incidence angle dependent WEF whenever necessary, are usepute tioesontribution
fractions of the different aggregated classes of surface and their assoefiatedce values.

It will be seen that, as a final complicatidhe aggregated fractions needed to select which fraction(s) is (are) considered for
retrieval, using which direct model and for which parameters (i.e. drive the decision tree), are not exactly the same as those
discussed so far. This is because, for examyhile such decisions depend on the amount of mountainous terrain, there is no
direct moe| for mountainous terrain so far. Therefore, it is necessary to define a tistviricidenceangle dependeriMo

values, which are obtained using the MEAN_WAB&®& differ slightly from the FM values.

2.3.3 Introducing the SMOS L2 SM grids

The SMOS L2 SM30] processor has to manipulate several gridded data on different forndéfferaint scales. However, the
approach and algorithms presented in this document are generic and they require in reality only two gridding systems to be
defined.

2.3.3.1 The Discrete Global Grid

The first grid is associated with the measured brightness temmragiven at each node and comes out to naturally be the
DGG (Discrete Global Gridysed by L1 processorand where the L1c products are defined. This gridding syistém ISEA

4-9 that paves the Earth surface with quasi equah cells and minimal distan all around the globe; the intapde distance

is practically the same everywhere on the globe and is about 15 km. Consequently, this grid is irregulatdiogituaté and
latitude. For more details sgl].

The full Earth is covered with 2.6210° DGG nodes; only* 731C° are relevant for SM. An Llc product contains the
measurements for a SMOS half ibrbwath that represents, at mdst1 50000 DGG nodes. Again, for SM, it will be much less
depending on the swath position on Earth (even only a very few above oceans e.g. Pacific)

This DGG grid defines the L2 pr oc atstche agpliedat eath DGG mede farT B D 6
producing the L2 products.

2.3.3.2 The Discrete Flexible Fine Grid

The second grid system is called the DFFG (Discrete Flexible Fine [Bid12]. This DFFG defines an almost eqaata

grid system close to the reduced GaarsECMWF standard. The description of the grid property is very similar to the way
reduced Gaussian grids are described in the World Meteorological Organization (WMO) GRIilicgtien, though lightened

to satisfy only our need and, in our case, witmiarm sampling of latitude instead of a Gaussian one.

The DFFG samples meridians and parallels with an almost equal distance increment equal to DFEEMSTEBRsequently,
this grid is regular in latitude since the number of latitedeples along any meridian is always ts&me buis irregular in
longitude since the number of longitudes samples decreases with the latitude. For more digfils see

This DFFG is called Aflexibledo for the two following reas

DFFG_STEPKM can be set to any resolution. This information is included within the formatrfd¢hus can be handled by
the L2 processor without modifying the code. The purpose of this flexibility is to operate affrdadween accuracy and
computation time in omt to obtain a workable solution on current computer; more powerful the compigiesr the
resolution and accuracy.

Preliminary assessments indicate that the computational power of currently available computers requires DFFK®/ STEP
4*DFFG_STEP_KM_MIN, where DFFG_STERM_MIN © 0.927 kmandarres ponds t o a 300 equator
linked with the resolution of32] ECOCLIMAP 2004which wasour reference landcar. With the resolution increase of new
landcovers (such as MODIS IGBRERIS GLOBECOVER or future SENTINEL derived landcovgrsr other ADFs this
might be reassessedlote that, choosing DFFG_STERM as an integer multiple of DFFG_SPEKM_MIN is just
convenient, but absolutely not mandatory.
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Indedd, L2 algorithms require many computations to be done for every DFFG cells contained in a squaredbithR@area
(WADreg) that surrounds each DGG node times the numbeodes to process. The dimension of W#s is 123 kmx 123
km. At the full DFFG esdution € 1km) WAprrs contains 123° 15000 cells, which is not much compatible with the power of
current computers, especially in labs.At km of resolution, WAerc containsfionlyd  x82° 1000cells, which appearto be
tractable. In the future, weilv benefit from the flexibility of the DFFG and increase its resolution as congpptever
increases.

The DFFG acts as a fixed interface between the processor ahdgbaliversity of auxiliary data. Thus, the processor will
benefit from any improvementsrc hange s, on those dat a, better coverage,
processor code.

Since the beginning of trelgorithmdevelopmentwe ugd the auxiliary data we found to be the best suited for the SMOS L2
processor. For exantg we chose ECOCLIMAP as our reference landcover both for its fine resolution and for the richness of
its codeset (218 ecosystems}o specify our algorithms. In thenost recent implementation of the algorithms, the
ECOCLIMAP dataset has been replacethvai simplified version of IGBP to build the DGG_INFO ADFs (see the TGRD for
details) with no change of the algorithms.

Indeed, one important characteristic of theoathhms is that they do not rely or weakly rely on specific datasets which are
describedn TGRD with the best set we can use at a particular morfi@etfuture may offer new opportunities, with better
auxiliary data that can be ingested wittie DFFG without any changes concerning #igorithms and thus thgrocessar

The DFFG defines thetru e L2 working grid; it provides the support to hold théh-resolutionEarth surface properties that
algorithms need.
234 Simplified flow chart

The following table sumarizes a general view of the flow for the algorithm. This presentation relies heattilg discussion
conducted with the contractor concerning tta¢a processing chainIn order to improve the readability of ATBD, relevant
sections are indicated.
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Table 6: Simplified flow chart
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SO-TN-ARG-L2PP-0037
Issue: 4.0
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Date: 9th September 2019

over| Action
Ar\-erfBeD Half orbit inputs outputs
rence Llc plxe.l
Llc view
234 General layout (this chart)
$ ingest L1c Lic
$ Ingest static aux data

3.2.2.2.1 $ Preprocess stét aw data TGRD
3.2.2.13 $ $ | | Obtain and prgrocess angles for DGG L1c angles
3.22.14 $ $ | | apply spatial resolution requirements Llc FOOTPRINT
3.2.2.15 $ $ Filter L1c views Lic FLAGS |update RFI map
3.2.2.1.6 $ $ | | Enhance radiometric uncertainties L1c FLAGS, L2 current RFI map
3.2.21.7 $1$ Filter L1c pixel
3.2.2.2.2 $1$ ingest time dependent aux data ECMWEF, tau, HR, RFI, LAI

$ select DFFG area for given DGG node

$ pre-process ECMWEF data to DFFG flags NPE snow, frost
3.2.2.3 $ pre-process ECMWEF atospleric data rain flag

$ Any preprocessing other auxiliary data
3.2.25 $ select MEAN WEF account for NPE snow and frost,
3.23.2 $ compute aggmgated fractions usg MEAN WEF | flag sand
3.2.35 $ compute reference values using WEF
3.2 3.R4 $ apply deci'sion tree first part

$ select retrieval fraction group dmodel
3.2.3.6 $ apply decision tree second part
3.24 $ iterative retrieval (it.ret.) begins
giiz 313 $ | | compute dielectric constants when necessary
0 $ apply roughness correction
3.12.&7 $ | | apply vegetation layer
3.15 $ compute atmospheric and sky contributions
3.2.24.3 $ | | compute (incidence) fractions using WEF
3.1.1.3 $ compute TOA TB H/V composite forward mog
3.2.2.1.8 $ compute TOA TB X/Y Faraday angles and Geometric ang
3.24.2 $ compute cost function

$ compute derivative matrices, incrente
3.244 $ apply convergence test

$ apply L-M descent

$ iterative retrieval (it.ret.) ends
3.25.1 $ Retrieval analysis
3.25.1 $ Optional repeated attempts (it. retr. loop)
3.2.5.4&5 $ Diagnostics
3.25.2.1t0 4 $ Update current tables (TAU, HR, RFD)
3.2.5.3 $ Compute surface TB (single angle)
3.2.5.5& 6 $ Generate L2 flags and indexes
3.4.4.1 $1 % Build L2 output User data product UDP file
3.4.4.2 $1 % Build L2 output Data Analysis Product DAP file

The following Figurel is a much aggregated graphical representatidrabfe6.
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Figure 1 : General Layout
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2.4 Known limitations

1. Afirst caiegory of limitatbns is due to thdirect modelsand their parameterizations
1 Whenever available, they include simplifications with respect to the detailed physics
1 Forsome scenes, validated direct models are not available
1 Some of thaiparametersrafed from auxiliarydatathatmay not be alwayavailable ananay include errors.

2. A second category is due to direct modealevalidity which is essentiallyocal. Then, due to the large size of the
SMOS pixel:

1 Average values have to betrieved over herogeneous taegswhere in reality a spatial distribution lies.

1 Errors may be due to the presencenohlinearbehaviour and saturation effects either natural (wWadelies and
large dense forests) aranmaddRFI).

3. Concerning theetrie val algorithm (formerly insecton 3.4.4.3
1 In the retrieval, use is made fsactions (as defined above) where the radiometric contribution is assumed to be

known (depending on land cover types). This may involve strong asismsipHopefully,the SMOS data
themselves will help to improve these estimates.

1 Failure of the retrievatannot be excluded and must be provided for. However, the forward models are well
behaved; no occurrence of divergern@es been found so far, providethe input for auiary data an initial
values are realistic.

1 Some inaccuracy on ttestimated posterioruncertainties will result if the input uncertainties are not Gaussian
distributed. This will happen if the uncertainties are large, as the parametersanegative.

2.5 Expected outputs
Depending on the data available and the nature of the SMOS pixdl2tipeocessing will result in the following basic
categories:

1. No valid retrieval whatsoever can be attempted

2. SM retrieval is attempted and succeédalues for SM as ell as for otler parameters, typically vegetation optical
thickness, arebtained.

3. Retrieval is carried out for geophysical quantities which do not indMendsucceeds.
4. Retrieval is attempted and fails.

Along with the retrieved prodig, the output shdd include hformation and flags whenever necessary concerning théqual
and reliability of radiometric data and retrieved estimates, and information about the status of retrieval options.

The content of outputs is developed in sec8ch4

2.6 Statistical/NN retrieval option

From ESA's comments: "the interface for a neural network should be defined in order to populate this net at a later date if
needed. The reality of this option and the neidinclude this iterface ow can be discussed, but at least the architecture shall
allow for a switch between methods, and preferably the interface definition for the NN".

The implementation of NN retrieval is expected to be vastly different. Beforardpfin interfaceit is ne@ssay to try to list
the main differences. These areTiable7 below:
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Table 7: NN retrieval features

Input and Preprocessig
Auxiliary data | Certainly,nonne@ssanbeyond thos needed byhe physical method.
Data Incidence angle coverage of TB must be interpolated/averaged to categq

pre-processing be defined;
NN will be developed for each categdprobably a few tens).

It is not ckar that NN an handle incidence angle dependent fraction

Weighting oval
functions and retrieval. . . .
fradtions Possibly the strip adaptive apodizat{83] should be preferred.

In any case, a fraction of computation (probably simpler) remains deede
Offline data and tools

A major part of the algorithmoffline, consists of building the learning base &
tuning the NN on it.

Learningbases mustébuilt and NN tuned for every incidence angle covel
and retrieval option.

Decision tree

There should still be one including thresholds for some cover fractions.
Probably simpler than when using theypical method.

However,the banching according to incidence angles must be added.
Default models | Itis notforeseen that NN will accommodate default contributions.
Retrieval Some will be kept provided specific learning bases and NN algoritdma
options incorporated.

Postprocesing

Overall
structure

Require a specific NN architecture to provigesterior conditional variance
Quality control | estimates orequire a NN architecture that provides directly an estimate g
posterior conditional probability distriboath of retrieved pameters.

This table, although bltifrom a very preliminary analysis, shows that the implementation is boundviaste different, with
probably two main areas of difference:

1 Whereas in the physical method there is a "kernel" (thefaastion minimization algorithm and the channels feed it)
around which the whole architecture is built, no such kernel probably exists in the NN option. While in the physical
method the decision tree mainly selects the physical modules to be fexdptifmization rotine, in NNthe tree selects
the ful specific retrieval algorithm.

1 Whereas in the physical method no majorlfé component is identified (leaving aside external calibration), in the NN a
major component is necessary with the datessary to build thlearning basisand the softwareetessary to train the
networks. It is true that there is some similarity, since indeed a learning base can only be obtained from calibration data,
but the calibration is not basically constitutive of ggsical method.

The simplessolution consists indeping both algorithms completely separated. If this architecture is not wished, then there
might probably bewo interfaces, one somewhere in the-precessing stage, and the other one when buildiagothiput
product.
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ALGORITHM THEORY DESCRIPTION

3.1 Physics of the problem
311 Overview of the radiative contributions
3.11.1 Thermal radiation

The SMOS system is a microwave imaging radiom
with aperture synthesis. It collects TOA directio
polarized (TBH & TBV orStokes parametergadiances
coming from the scene viewed by SMOS antennas thrt
their power patterns. At SMOS frequency (1.HZ}, the
Pl ankds |-3eans &prgximatiorghblds very we
meaning that brightness temperature and radiance:
directy proportional.

Instantaneosl upwelling radiation is described by electi
fields By and & for horizontal and vertical polaations,
as shown inFigure 2. The horizontal field component
perpendicular to thplane defined byhte nadir SCGand line
of sight SP lines, while #hvertical component lies in th
plane.

The polarization state of partially polarized therr
radiation may be fully characterized by the set of 1
Stokes parameters (in the geographiadkrence frame
ST,, ST, STs, STa. Because most conventional iameters
for Earth remote sensing perform JgBand TB,
measurements, an alternate representation of the £
vector may be given in terms of brightness temperature

Figure 2: Surface electric field components

TBy =gst EH EL 0, TBy =gs1 Ey Ei/ 5;

. . Eq1l
TB; =29g7 ResE\ E4d TB, =2g957 IMmaEELO

wheregst [lis a multiplying factor relating each brightness temperature TB to the electric power dgssityt 2/ (Ksc hrs
BD), wherel is the operating wavelengthgkis the Boltzmann constaritgs is the intrinsic impedance of free space, and BD
is the badwidth. The &8 symbol designates ensemble average.

TBu (= (STi-STy)/2) and TB, (= (ST1+STy)/2 ) are the horizontal and vertical-uglling TB components.

Figure3 depicts the signal measured at satellitelleltés a brightness temperaturensisting of four main contributions: i) the
up-welling atmosphericemission B8 i i ) t he Ear t hspatensated by the amospindiethe atnoosphefidB
downwelling atmospheric emission EBreflectal (scattered) at the surface aattenuated along the upward path by the
atmosphere; and finally the cosmic background emissiog dtBenuated by the atmosphere, reflected /scattegpat(the
surface and attenuated again along the upward path bynbepitere.

3.1.1.2 Radiative transfer equation

Combining these 4 components gives the gemadative transfer equation (RTE)[15]:

TBp= TBaw+ TBspexp (tay) + (TBaw+ TBskeXp (taw) ) rspeXp ¢taw) Eq 2
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All the terms of the above equation are functions of frequency and incidencegaisgleigure 1) between the line of sight
and the local normal to Earth surface; the "p" stipsindicates thepolarization. The "s" subscript refers here to combined
(surface + near surface) layers.

The upward and downward path atmospheric opacitigsand taq depend on the gaseous and liquid droplet attenuating
constituents (primarily oxygenvater vapour and clouds). Considering that we are operatinghahd we can safely assume
thattaw andtagare almost equal, as differences are linked to differencesniospheric temperatures andnstituentprofiles
between the two paths. TheylMbe both assigned aigm.

The surface reflectivity rep is the integral of the surface scattering coefficient over all scattering directions. This element is the
key to what we need to retrieve. Its main influence over the overall brightness liemifirgst influence on the surface B

since p is the omplement to 1 of emissivity (see below). The atmospheric radiation componegtanitBT By, are dependent

upon the vertical profiles of temperature, gaseous constituents and liquid droplesitimalsphere. Their computation takes

into account absorjoin and scattering. At-band atmospheric effects are small and.iBnd TBy, can be considered as equal

to TBam.

At L-bandthe socalled Faraday rotation, linked to the columnar electron contémEC) of the ionosphere over the path,
causes the polaation to be rotated byn average up to a few degrees. This factor has to be taken into account when the TEC
(hence the effect) is high (afternoon pass, high solar activity / bursts).

Finally, TBskis thesky background. At L-band several sources are peat; the galactic plane contains a number of significant
sources that might have to be accounted for 8se®.2. One should not forget tHeun, which atL-bandis avery significant
source (10@O0 to 300000 K) and will have to be considered.

Surface variables such as temperature, roughness vegetatios n o w, etcé enter the general
their effects on surface reflectivity,and surfaebrightness temperature T8
TBsp=pTs Eq3

where g is thesurface emissivity( € @l- rsp) ard Tsis theeffective (physical) surface temperature.

For bare soil surfaces, Jreduces to a weighted surg df soil temperatures at subsurface levels accounting for the penetration
depth.

In the presence of vegetatiorfor snow, etc), the interpretatiaf rsp and Ts must be developed further. The general case is
indicated inFigure3 by a uniform vegetation layer above a rough soil surface. For the sake of clarity, we will focus here on the
low vegetation layer approximated by a Zearder model. More details and othgpés of layers are described in sections
3.1.2-3.1.6

The vegetation layer scatters and absorbs radiation incident from the atmosphere above and from the soil below in addition tc
contributing its own emission. Following tletassical approaches:

1 The above surface (vegetation or canopy) lay@h@racterized by eanopy physical temperaturecTan opacityt.,
and an isotropic single scattering albedo

1 The underlying soil (ground) surface is described by its effective temperat(se€B.1.2.4 and emissivity & (egp =
17 rgp).
In summary and still consideg the soil/atmosphere interface as a simple layer, an expression of the SMOS observed

brightness temperature FBiewed at anricidence anglg can be derived by summing the componentBigure 3. It will be
assuned that there is negligible reflection at #tenosphere vegetation interface.

The radiation components are, assuming we have one layer above the ground with a temperature T
1 Atmospheric upward emission 1B
1 Soil-surface emission attenuated through ggrand the atmosphered g expltc) expé ta)

1 Downward atmospheric and cosmic background (and eventually solar) radiation attenuated through the layer (canopy)
and atmospheregd(TBaw+ TBsk eXpltaw) ) €xp €21tc) exp (taw)

1 Upward layer (canopy) emission attenuated througlatim@sphere: J(1-w) ( 1-expftc) ) exp ¢taw)
1 Downward layer (canopy) emission scattered at the surface and attenuated through the layer and the atefdsphere T
w) (1-expttc) ) exp (tc) expltaw) fop
One obtains the composite equation:
32



ESA No.: SO-TN-ARG-L2PP-0037

@’— Issue: 4.0
(ARGANS ) ARGANS No.: ASC_SMPPD_037

Date: 9th September 2019

TBp = TBatu+ eXp ('t atu) (TBatd +TBsk eXp(-t atd) ) rgp eXp ('2 tc)

Eq 4
+exp ttaw) [ g Tg eXpltc) + Te (1-w) (1-explte) ) (1+ rgpexplte) )] a
Wheret . andw are defined by layer extinction and scattering coefficikptandksc:
H sedq)
t.= i Kext dX Eq 5
where LH is the layer height amgthe incidence angle:
W=Keer/Kext Eq 6

It has however been shawhat, for vegetationcharacterizedby cylindrical features), scattering ismisotropic and dominant

in the forward direction. For such cases, the normalized phase function for the canopy can be expressed as the sum of a Dire
function and a modified lase function. To account for this, in the risotropic case. andw should bereplaced by an

effective canopy opacity¢” and an effective single scattering albedavhere

tf;:(l' asctW)tc Eq7
W* :(1' asct)W/(l' asctW) Eq8

and whereasc is a coefficient related to the canopy stire, which characterizes the proportion of radiation scattered in the
forward direction. A general formulation is then derived according to ther tgpe (low vegetation snow etc) as described in
sections3.1.2.7& 3.1.2.8 where for the sake of simplicitiie superscript * is dropped.

Finally, it must be said that the layer above the surface can be vegetation but also snow, ice layer, and that in rtieny cases
layerwilact ually be a set of |l ayer s. Just as a compl ex examg
snow, then vegetation (understory), then trees and finally snow /ice on the trees themselves.

3.1.1.3 Aggregated radiative transfer equation

At the SMOS scale (260 km), pixels are not uniform and we may have a variety of surface types, for instance a rural area
with towns and roads, bare fields, fallow land and some crops, thickets or woodland, the occasional river or pond, Bnd again,
the worstcase, snow here and there with frozen grounds in some places!

In such cases, the total brightness temperature comes from several classes of emitters. This composite brightnessisemperature
obtained through aaggregatedforward model that comhes eachclass of emitting sources weighted by their igneel
coverfractions.

To show clearly how this aggregation is done, for a given polarization and incidence angleoamaganeoud.1c scene, we
first rewrite equatioriEq 4 assuming that downwards and upward atmospheric contributions are equal:

TBp = TBam+ eXp €tam) [TBam+TBsk €Xpltam)] rgpeXp €21t) Eq 9

+exp tam) [ €gp TgeXpltc) + Te (1-w) (1-exp(tc) ) (1+ rgpexp (te) )]

The refectivities and emissivitiesyy and gp include both smooth surface effects from the dielectric constant and roughness
effects. The method to build a single physical temperature parameter framd Tl is discussed in subsectioisl.2.4&
3.1.2.6

In the description of atmospheric contribuspwe shall refer below to an equivatehysicallayer temperature, linked very
simply to TBumandt am.

Many terms and factors in this expression depengalarizationand incidence angle. This is detailed in forward models
below.
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Figure 3: Contributions to TOA brightness temperature

Consider now amixed L1c scene with /= 1 to NF mean fractions (over incidence angléyM,. Of course, NF is actually a
small number. For each L1c vieimcidence angledependentvalues FV;, for fractions are to be computed.
For ease of writing, we rewriteéq 9 as follows:
»= TBam+ exp €tam) [TBam +TBsk €Xpttam)] RL +exp (tam R2 Eq 9a
Where only the expressions R1 (dimensionless) and R2 (in Kelvin) depend on the fraction n. Taggrebatedforward

model, for each view, is derived froig 9 where:
R1 becomes: SUMine{ FVn.R1}; R2 becomes: SUMine{ FVn.R2:}

The contributions Riland R2 are computed with the help of forward models described in following subsections of section 3.1.
Fractions FM andFV, are presented in secti@®2.2.5and in thedecision tree sectiod.2.3

3.1.14 Towards elementary radiative models

In the following, elementary radiative models are described wheasadable. If 0 model existgi.e. urban) it is proposed to
put a placeholder with a proxy model (in this case some sbdrefsoil). Then:

1 We are mainly interested in scenes devoid of strong topographic features, possibly coviereds/éygetation for
which volume srface moistug can be defined. This will be called theminal SMOS target (in short NO for
nominal, or LV for low vegetation). Forward models are available.

1 It may happen that, although soil moisture is in principle relevant, forwardlsnadepoorly kown or not vablated.
This is e.g. the case for strong topography, snow cover.

1 In some cases, soil moisture is no longer relevant. Examples are open water, ice.
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We will now address the details of nominal models as well as other cases.
The rominal case deveps the wayd model surface roughness as well as the vegetation layer. Note that

9 surface roughness is also present for other cases excepting all water surfaces;
1 vegetation layer is also present for other cases, excepting free wateesutda includig wetlands

3.1.2 Nominal case (vegetated soil)

The modelling approach used here relies on an extensive review of current knowledge and previouk atatiasts for, as
much as possible, emission from various land covers, from bare sdiltedetationcovered surfacesnowcovered surfaces,
open water, and atmospheric effects.

The nominal caseis the case where we believe soil moisture retrievals will be feasible. It cafsistrixture of mineraand
organic soilcoveredby low vegetaibn, eventuallya manageable amount of free water. The "manageability" is expressed by
thresholdsfor which values are suggested in the decision tree section but will often require confirmation.

3.1.2.1 Bare Soil

Bare soils are quasipaque at 1.4 GH so the rdiative budgets mainly ruled by their emissivity and reflectivityr, for each
polarizationp, with:

€gp *Tgp =1 Eq 10
The emission of microwave energy is governed by the product of theféadtive temperature,gl'and soil emissivy, e At
L-band the emissivity g isinitst ur n a function of the soilés characteri st
salinity.
3.1.2.2 Smooth Bare Soil Dielectric Properties

The theory behindhe microwave remote sensing soil moistue is based on the large variation of emissivity with soil water
content. This is because the real part of the died)andtric
that of liquidwater (~ 80) depending orsifactual waterantent. Consequently, as soil moisture increases, the emissivity (all
other things remaining constant) decreases, and this change is detectable by microwave sensors.

This qualitative description is formalized fadlows. The reflectivity g, of a perfectlysmooth surface is given by the Fresnel
law that defines the partition of electromagnetic energy at a flat dielectric bolBdaryhe Fresnel reflection coefficientgr
and ey at H and V polarizations, respectively (a rigorongation wouldbe kg, with the "b" subscript standing femoothand
bare (bald) soil so not covered by any vegetation Igyare given by:

‘”ECOS(Q \/W| . (0)= ‘eb codq)- Jme, - sin? (q)|2
‘”E codq) + W‘ o ‘eb codq) + M‘ Eq 11

where 4 is the soil magnetic permeabilitassumed to beunity, e, is the complex, smooth, bare soil dielectric constant
(medium dependen), andq is the incidence angle.

Then, for smooth bare soil, the upwelling soil brightness temperature may be written as a function of the soil effective
temperature Jand soilreflectivity r,, compued from the Fresnel equation:

TBp= (17 rop) Tg Eq 12
We consider bare soils as a mixture of mineral soils and organic soils defined by the frhaiganic soil RSOM; when
RSOM=1 thebare soil is fully orgaic, when RSOM=0 the bare soil is fully mineral.

The dielectric properties of this mixtuaeerepresented by the weighted mean of the dielectric constants of minera,saild
organic soilg.

&, = (1- RSOM)? e,g+ RSOM? gy Eq 13
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While the dielectric constant of wenineral soil, ens, has been formulated in different ways by several aufi3&is we have
selected two approachd&he universally used Dobson ser@impirical model [36, 37] which has beeroriginally used in
previous releaseof this documentandthe morerecent Mironov sermphysical mode[38] [39, 40]introduced inthe ATBD
version3.f, which offers a more physical approach and better numericditgtab

Although both model formulation leads to similar soil moisture retrieir@lSMOS context[41] the Mironov model has some
advantage

1 its formulation based on refractive indexs more physical and lead to a simpler and more robahematical
formulation close to SM=0vhere Dobson formulation involves an instable hyperbolic useShb thus more
succeshll retrievalsareobtained for very dry conditions.

1 empirical relationsvhich depend on soil texture are vala a wide range ofal textureas they arebtained from
spectroscopic validated modah ¢omparison Dobson model useefsoil texture type with a weak representativeness
of very sandy soils.

1 Mironov model emissivity is also warméor dry and sandituations where Dobson model is knoy?2] to have
some limitations.

The two above dielectric cotamt models are designed for mineral soils made of a mixture of sand, clay and silt. They are not
well suited to model orgamsoils dielectric constant with correct volumetric soil moigi®¢ In this ATBD version 4.a, the
Bircher empirical dielectric constamodel[44] is cansidered and used for organic surfaces.

Thesethreemodelsdetailedin the following sections. Both are considered as selkctgitions for the retrieval, with Mironov
model being the default choiéer mineral soil and Bircher for organic soils

Note:although these dielectric constant models are perfectly defined as forward models, they need to be slightly modified when
they ae used for retrieval in order to insure a good convergence toretievedsoil moisturevalues. Please read the section
3.5.1about this aspect.

3.1.2.21 Dobson mineral soil dielectric constant model

According to the Dobson modf86, 37]and wusi ng t he P @b Ud) thkdiefearic Constam ohinerdlweb n
soil, én, can be calglated as

Qo

. 1
a - da . ]
em5:§+—:b (ega- 1)+ SMPi e, - SMG" - | (SMb"eg%NF Eq 14
¢ s *

where

€ mep= soil dielectric constant fanineralbare soil

1 1= soil bulk densityfunction of soil texture. Default value is 1.3 gém
1 rs=soil particle density, usually considered as constant. Default value is 2.664 gcm
f Ua= dielectric constant of solid particles. For finor ma
e,, = (CPA +CPA,* r)? + CPA,; (CPAcoefficients inTGRD UPF), yietling ,a814.7
1 a=0.65
1 b b=jDb"is an empiricallyderived complex function of soil texture parameter usually calculated38,iB7]
1 SM = soil moisture, volumetric water contexftsoil (mPm3)
1 Uw= W9 swdielectric constant of free watircluded in the soil
With

e~- e
e- :e + w0 W
diw wo l+(2,0f r[W)Z
— Zp f rl‘w(ewo B ewu)+ S et Fs- 71y

1+(20 f rt,} 2pfe rySM

Eq 15

e

w
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This expression is as described in equatiBgbla to Eq 52e but adapted to the specific case of soil by approximating the
effective conductivity of water using the SteBouy double layer theory (s¢®6, 47, 48] and where:

1 €, is the static @lectric constant of wateso

e

wa 1S the high frequency limit of the dielectric constant of waier

fis the mean SMOS freqney (Hz),
Itw is the relaxation time of water,
eois the permittivity of free spad®.854 1012 FmrY)

Sof =SGEF +SGER r , + SGER S+SGER C
b' =BERE, + BERE, S+BERE; C
b' =BEIM, +BEIM, S+BEIM C

Coefficients SGEFBERE BEIM in Eq 16 are provided in the TGRD, whileiS the sand fractiad content of the soil an@
the clay fractional content of soil.

Eq 16

Other expressions are linked to water and are giv& 48 to Eq52e.

Note: the notion of soil salinity is not currentlysed.It is kept for future use. The awnt algorithm uses only the dielectric
constant of pure water given lg 51a-b.

3.1.2.2.2 Mironov mineral soil dielectric constant model

According to Mironov model[40], the wet mineralsoil dielectric constantey,s =€ - j€j , is expressedising thecomplex
index of refraction n = \/?S , as the refractive indelinear mixing madel of thecomplexrefractive indersof completely dry

soil, na , soil bound waternE,, and unbound water in the sorﬂ;:
=1+ 1, - 1fSM- DeyyH (D)) + (1 - 1Y SM+ Dy H (D) Eq 17

where Dg,, = SM- XMVT s the difference between sailoisture SM and the wilting pointXMVT, H(x) is the Heaiside
stepfunction, H (x) =1for x>0,H (x) =0 for x¢O.

The complex index © refraction, n;, of wet soilis more conveniently separated into its real part, the refractive index
ng = Re(ns) and the normalized attenuatidg = Im(n;) in Eq 17. From the knowledgefong and ksthe dielectric costant of
wet soilcanthenbe computed

g =n2-kZ

Eq 18
€j = 2nk, g

The rest of this section is dedicated to the computatiap ahdk, as afunction of thetexture through the clay fractioi, the
soil temperature in degreentigradeTC, the frequencyf, using the following equationgor the three soil states &q 17: dry
soil, p=d, bound waterp=b, and unbound watep=u.

Completdy dry soil refractive indexand normalized attenuatiqp=d) aregiven as an empirical function of the clay fraction,

ny = NDO+ND1* C + ND2* c?

Eq 19
ky = KDO+KD1* C a

While for bound and unbounaaterrefractive indexand normalized attenuatigp=b,u) is given by:
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. & + &
p
V2 Eq 20
s el - &
P V2

Where ¢,, = €}, - |€iipis the dielectric constant for bounp=b, and unbound p=u, water factions and is computed as

described irthefollowing equations
Eum +(6'OD - ewu)

Ehp = +(opfr 2 e o1
i = 2pfl‘p(E’Op' i/vu)+ s*p
ot ) (erve)
where
1 e, isthe high frequency limit of the dielectric constant of water
9 fisthe mean SMOS frequen(iiz),
1 @ais the permittivity of free spaq®.854 10" Fn?)
The water relaxation timé, ,is computed by:
p _TAuopeiDKWTK' 0s;) Eq 22
Where
1 TAUO,=TAUBO
1 TAUO,=TAUUO
 TK=TC+27315
§  DH, =DHBRO+DHBRI* C + DHBR2* C?
f DS, =DSRE®+DSRA*C+DSRE* C?
1 DH,=DHURO+DHURIL*C
1 DS, =DSURD+DSUR*C
Theohmic condaetivity, S, is computed by
Sp = SBTO+SBTL* C + b, (TC- TFO)
Sy = SUTO+SUTL* C + b, (TC- TFO) Eq 23
Where
1 by, =BSGB+BSGR*C +BSGR* C%+BSGB* C3 + BSGRI* C*
1 b, =BSGW+BSGU*C
Thecomputation othe statiadielectric constant of wat, &, , is given by
) (11_,_ 2e’(Fp- bp(TC—TFO)z
€op = D) Eq 24

Where
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f TR =20C
da,-10
A :Ingﬁ
A ¢ o+2§
)| Fu:|n§e—8 b,(tc-TR)
uo

1 b, = BVBO+BVRI*C + BVR2* C? +BVE3* C* + BVBA* C*
1 B, =BVUO+BVUL*C

1 g, =EOPBO+EOPRL* C + EOPB2* C?

1 eo=EOPU

Finally, the wilting point XMVT, used inEq 17 is given by:
XMVT =XMVTO +XMVT1*C Eq 25

The values of all the regression coefficients in the above equation are givenTi@Riz UPFdescribed in TGRD. They are
based on refined valuemken from[40].

3.1.2.23 Bircherd omganic soil dielectric constant model

The HiLat ESA STSE recent projept9] showed the importance of organic soils in carbon storage in particular at high
latitudes. SMOS has the capability to observe these areas fart @ Mironov or Dobsomineral delectricconstant model

are not appropriate to model the emissivity of such surfaces. @nieecoutcomes of the HilLat project was thatsample
empirical organic soil permittivity model could be obtained from samples and laboratory permittivity meassif[¢&jeAs a
continuation the CCN extension to the HiLat proj@et] more validation sitesiereaddedto provide bettemsights toward an
improved SMOSSM retrievals for organic soilslt pointed out the necessity of globahaps of Soil Organic MatteSQOM) to
decide where the organic soil permittivity model should be used insteadrobtted applicable tanineral sois. As a first start,

the SoilGrids ORCBRC map[Hengljet al., 2014] with adequathresholds was shown to be suitable for such purpose though
there are margins of improvements by finaing and/or adaptation with other dataset.

The Bircher organic soil dielectric constant model is given by thewvialip 3¢ order polynomia in SM and coefficieri#9] in
a symmetrized form whetbe absolute vae|SM| is usedAs for the Mironov symmetrized dielectric constamg have fo the

organic soile, (SM) (SI\/I)

Eos = Els - 164
ej. = SOM|SM° + SOMj|SM[* + SQMj/SM| + SQM =a26

ej, = SOMj|SM|* + SaM j|SM|” + SOMj|SM| + SOV
The eights0M';, 3 andSOM" [, o coefficientsare provide in the TGRD UPF.

3.1.2.3 Surface roughness

When the surface is not flat and assuming that solface scattering occurs, it is possible to estimate, from the flat bare
surface reflectivity g, an expression for the rough surface reflectiviyy The most acqe#ed formulation is an empirical
relationship.

As surface roughness increases, the angigmature of TB is affected, requiring correcting the Fresnel law with the following
empirical phenomenological expression:

rp(@) = ((1 QR)ryp + QR rbq) exp(— HR(SM)cos " "» (q)) Eq 27

where

2 Reference to thpublication to add once these new results published by Mironov & al.
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9 QRis apolarization coupling factor, related to the fact that roughness tends to induce polarization mixing

 HRs an effective surface roughness dimensionless parameter: HRs¥@here k is the wave numbes,is the
surface RMS height)

1 NRyis an integer used to parameterize the dependence of the roughness effects on incidence angle.
1 rqdesignates the smooth surface reflectivity for alterpatarization

Even though empirical, this formula has been tested in various ocsaaiahfound to work well, provided several precautions
are taken. At.-bandthe main issues are related to the fact that soil roughness should rather be seerGiiz@fiettive solil
roughness i.e. probably more related to the distribution of waténeirtop soil rather than a pure geometric soil surface
roughness as the latter can only occur when the soil is very wet. Recenf5@p#d] indicates that HRs better modelled
usng a moisture dependent function. This point will be taken into account by using a soil water contributionTiheHR
principle is to have HRas a function of soil moisture with a simple law ($égure 4). Below a transition moisture point,
XMVT(C,S), the roughness is constant as well as abovédidecapacity, FC(C,S), where it takes the classical expien
(HR_MIN(LC) =(2k s)?).

The HR value for dry soil could be set a priori and/or adjusted from the data. The piecewise relationship will alsoédave to b
smoothed aBM=XMVT and SM=FCby an adequate function having continudmst derivativeswith respect to SM. This
propery is requiredby theoptimizationprocedure which uses gradients

It must be understood that these expressionsatréully validated but as suggested by the following figure, the roughness
dependence to soil moisture can be canceifettcessaryy settigy HR_MAX(LC)=HR_MIN(LC).

HR 4

HR_MAX (LC}

HR_MIN(LC)

v

XMVT (C,9 Fe(c.9 SM

Figure 4: HR(SM): roughness as a piecewise function of SM

The two parameters XMVT and FC are function of the sand, S, and the clag¢tons.

From S andC, thetransition moisture XMVT can be computed. First, we define the wilting point by:
WP(CS) = CWP1+CWP2*S + CWP3*C Eq 28a

CWP1=0.06774, CWP296.00064 and CWB=0.00478 are stored the TGRD UPFE
and the final transition moisture by:

XMVT(C,S) = CXMVT1*WP(C,S) + CXMVT2 Eq 28b
CXMVT1=0.49 and CXMVT2=0.165 are stored in fThéRD UPFE

Field capcity is definecaccordingly tg52] by:
FC(CS) =0.3i 0.0023*S + 0.005*C
with C and S in percentages.

However both XMVT and FC values will be given in the auxiliary table SOIL_PROPERaIE®DFFG scale.

Eq 28c

3 Note the value of XMVT(C,S) can be 0. To be accounted for in the formulation of the smoothing function.
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The HR_MINand HR_MAXvalues ag¢ function of the land cover type, LC. Their reference values will similarly be given in
the LAND_COVER_CLASSES auxiliary table. When the HRMAX parameteris retrieved, then its reference value
computed as indicated here will be used as a prior value in the retrieval scheme.

The value of NRis found to be between 0 and 2 from experimental {&&& (originally, it was considered that NR2).
Recent results tlicated that the NfRexponent is also polarization dependent. The main issue is the extension of this local scale
approach to SMOS resolution. The first analysis of global data sets (such as SMMR or AMSR) $gi{6Hi.

Polarization coupling effects are generally found to be rather weak at low frequencies. Therefore, it is often congidered tha
QR=0 at -band and this value increases slightly with increasing frequésty

The soil moisture dependence introduced in the HR(SM) function is only meaningful for surfacessaihereisture is
defined which is the case only for the nominal and forest surfaces. For the other surfaces we keep the same genésal formulat
but with an adapted parameterization described further in se8tiod.8 all the nornominal surfaces being introduced first.

3.1.24 Effective soil temperature

The effective soitemperature Jdepends on the soil properties andisture content profile within the soil volume. A simple
formulation developed originally bfp3] and then validated and revisgsb] will be used in the algorithm. This formulation
introduces two soil temperaturesoilsur and Tsoil_depth 10 be selected from the 4 values supplied as auxiliary data (ECMWF
fields).

The effective temperature is usually computed using a surfacgerature and the temperature at a depth where it is almost
constant. The actual profile and depth are dependent upon the soil type actual profile and the level at which the deep soil
temperature is obtagéd. Obviously, for a global operational processach as the one in consideration in this ATEBD¢h

pieces of information are not necessarily available nor really affecting the result. We consider that the first layregrathe eit
deepest or next toegpest layer given by ECMWF will give a good estienof the surface and deep temperature. The errors
induced are no more significant than those derived from using a crude interpolation scheme and have only impact ifi the case ©
very dry soils.

The effectve soil temperature is written as a function &f goil temperature at depths{l septn @approximately at 0.5 to 1m
depth) and surface soil temperature,{Eus approximately between 1 and 5 cm) as follows:

Tg = Tsoil_depth+ Ct (Tsoil_surf' Tsoil_deptl) Eq 29

where Gis aparameter depending mainly on frequency and soil moisture. If the soil is very dry, soil layers at depth (deeper
than one meter for dry sand) contribute significantly to the soil emission, and the v&uis tdwer than 0.5. Conversely, if
the soil is ery wet, the soil emission originates mainly from layers at the soil surface &rid C

[53] computed €as a function of surface soil moisture,
Ci = min{(SM / wp) ®*0,1} Eq 30

Where the soil misture estimate SM imken from auxiliary data; wp and ko are parameters that depend mainly on the sail
texture and structure. To simplify we will consider that
Wo, bwo = function (soil type)

Note that [56] developed another pararegtation of the € parameter base@n the dielectric constd. This later
parameterization, which has been validated only over one experimental site (SMOSREX) to datet khéllused in the
algorithm.

In this study, we will actually select for; Ghe famer equation fron{57], which was tested over both the Avignon and
SMOSREX sites. It will be considered, as done in the aloied referenes, that the "deepsoil temperature (shi_deps) IS
measured at 0.5 m depth while surface soil temperatyses(#® is measured at 5 cm. For these conditions, the valug waw
close to 0.3 ’fim® over the bare soil sites of the SMOSREX and Avigarperiments. The Wae of ky was close to 0.3 #m?®
over the Avignon site and close to 0.65m over the SMOSREX site.

The values w= 0.3 n¥/m?3 and ko = 0.3 will be used adefault values for the wand ko soil parameters.

As neither the Avignomor the SMOSREX testites are really representative, it is suggestieiing the future SMOS validation
to assess the best depttbeuse for the deepdgemperaturdor the effective temperature (i.e., after launch). In theantime
the21to 72 cm layeris to be usedor Tsoi_depthi.e. ECMWEF soil level 3.

4 Note that the HR Max is what is reported in the SMOS product
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3.1.25 Summary of bare soil parameters
SeeTable8

Table 8 : Bare soil parameters

Surface TB of bare soil | Input/Parameter Name . Range Units
S Sand fraction 0-100 %
Dob Vi del C Clay fraction 0-100 %
e o o, [ 72| ory btk so ety 0525 _|lgr)
& I Soil particle density 27 3 [g/cm?]
Note: Mironov model does not | sug Soil moisture 0-0.5 [m¥m3]
requires, 7b, T's Sal Soil salinity 0-12 [ppt]
F Frequency 1.4 [Ghz]
Tg Effective surfacedeep soil temperatulf 250-350 K]
Fresnel equations to compute th e, Bare soil dielectric constant [F/m]
specular rectivity H&V for .
sfnooth airsoil bo)l/mdaryrrp d incidence angle 0-55 [ded
Iop Specular smooth soil reflectivity 0-0.6 [-]
Introduce soil roughness to q Incidence angle 0-1.25 [rad]
compute bare soil scattering/ | QR H/V polarization coupling factor 0.0-0.5 [-]
reflectivity: rgp HR Surface roughness parameter 0-5 [-]
NRp Power law of cogf) 0-5 [-]
Tsoil_depth | SOil temperature at depth (~8cm) | 250-350 K]
Soil temperature at surface 35
Computing effective soil Tsoi_surt cm) P o 250350 | [K]
temperature Wo Texture parameters used to comf g o520 [m¥m?
the coupling factor Ct for effective sq
Pwo temperature Jcomputation. 01 2
3.1.2.6 General considerations about vegetation

The abovesurfacevegetationlayer is a location of multiple interactions and fluxes procesditsgimpact on brightness
temperature is twdold:

9 It may absorb or scatter the direct bare sadiation andattenuate oraflect above surface radiation directly and
indirecty, through bare soil reflectivity.

9 It may provide its own upward and downward radiation; the latter leads to an indirect contribution through soil
reflectivity and selfattenuation.

We will consider seeral classes in the general approach with two rpaits:
9 Low vegetationgrassland, crops

9 Forest vegetation: coniferous, evergreen and deciduous.

3.1.2.7 Low vegetation (grassland, crop)

When a vegetation layer is present over the soil surface, it attenatesission and adds its own contribution to thettu

radiation. At low frequencies, these effects can be well approximated by a simple model based on the Radiative Transfer
Equations (RTE), hereafter referred to asthavmodel. This model is basedh two parameters, theptical depth ¢ and the

single scattering albedow; that are used tparameterizerespectively, the vegetation attenuation properties and the scattering
effects within the canopy layer. The reflection at the top of the canophgaegetatioinatmosphere interface) is neglected,
contrary to the casef snow coves.

5 The yellow is just to remind SM is our main retrieval parameter
8 For ordinary soils, whereas for salinity affected areas this value may go much higher
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No study could demonstrate the interest of using more complex radiative transfer models over rather low vegetation covers,
where phase coherent effects (neglected byRiFE) may be significanf20]. Using thef - wmaodel, global emission from the
two-layer medium (soil & vegetation) is for eapblarizationp the sum of three terms: (1) the direct vegetation emission, (2)

the vegetatiormission reflected by the soil and attenuated by the canopy layer and (3) soil emission attenuated by the canopy.

TBp = (1-Wp) (1-0h) (1 + % rgp) Te+ (Lrgp) & Ty Eq 31

where T, and Tc are the effective soil and vegetation temp@es, g, is the soil reflectivityw, the single scattering albedg,
the vegetation attenuation factor (where the ¢ subscript has been dropped).

This last term can beomputed from the optical depth as:

& = exp(-tp/ cosq) Eq 32

The above equation is a way to define a modified nadir optical depth.

While refining these equations and defining the contributionts, ie a complicated research issue (see below), it is always
possible to write:
tp = tnap X function(, p)

where thenadir estimatesof overall optical depthtnap is independent of both imdbénce angle and polarization.
I Surface temperature two options are considered:

1 The first option is the strict applicatiorf the tavomega model described g 4 where two separate temperatures are
used: Tg is set to the effective soil temperature described in the previous 8ektofiand Tc is set to the low vegetation
temperature.

1 Alternatively, in most studies (forward modelling and retrievals), it is assumedffeetive soil () and vegetation
temperatures are approximately equal to a single vajue T.° T4'. In partcular, the effects of temperature gradients
within the vegetation canopy should not be accounted for. With an overpass around dawn, the differences should be
minimised,and T. can be expected to be close to the air temperature, whilenTbe estimated.

An estimate of aneffective composite temperaturegyd(including both soil and vegetation media) could be roughly
evaluated from the following equation:

= AT+ (1 - At) Tg Eq 33a
with

= Bt (1 - expttnap) )

A1 Eq 33b

Note: whencomputing A, values exceeding unity are set to unity; values lower than zero are set to zero.

The rationale of this equation is thas the vegetation biomass increases, both (i) attenuation of sodicamésd (ii)
vegetation emission increase, making the effective temperature closer to the vegetation effective temperature. Conversely
for bare soil conditions (i.e. for LAI=0), I is equal to . Whenq increases, & becomes closer to the vegetation
tenmperature as attenuation by the vegetation increases due to th@)ldemgndence. However, in equations (P2ahis
dependence was not considered; simulations showed thantipiifisid equation remains accurate for most applications.

The above appximate equation is derived from the radiative transfer equation dfthenodel. In this equation, 4fis

assumed to be a linear function qfahd Ty and the weighting parameter i& assumed to depend bnp. The coefficient

B: used to compute As sssumed to depend on the canopy type. Simulations made witawh@odel for a large range of

values of optical depth, soil and vegetation temperatures and incidence angles, provided an estimate of the default value o
B By = 1.7. As the temperature difence (- Tg) is small over low vegetation covers, we can approximatet nap

values estimated from default LAl values.

9 B:= function (canopy type)
9 default value of Bis B; = 1.7 (derived from the-w model and for ratheregeral conditions)

9 tnap computed as a function of canopy type and default LAI value.

For the time beingit has been decided teelectoption 1 for the prototype and the operational processorLater, the
introduction of a switch might be codsired to testhe Tgc option 2.

"1t is probably not so valid for thefternoonorbit. Impact TBD from real data
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1 Scatering effects at L-band, the value of the single scattering albade found to be rather low. For specific crop types
(such as cornywcan reach a value close to 0.1, but for most of low vegetation typsdower than 0.05 ahis neglected
in moststudies[58]. As the dependence of on g could not be clearly demonstrated to date in the literature, it will be
neglected in the algorithm. The valuewstvill be given in the algorithm as a function of the vegetatyqe.

1 wp = function (canopy type)

1 The default value ofv, which was found to be valid over most types of crops willvbe wy = 0[58]. It is likely that
the dependence @fr on polarization is rather low for most of low vegetation canopies.

1 Optical depth: several studies found this could be linearly related to the total vegetation water content VWC tkg/m
using the secalled » parameter according tg = b, VWC [59].

At 1.4 GHz a value of b= 0.12 +/ 0.03 was found to be representative of most agriculturalsciRecen studies
(presented belowfpund good correlation betweépand vegetation indices (such as NDVI) or Leaf Area Index (LAI). In
dry conditions (without interception effects), the ratjp/ LAl computed over a fallow and several crops from both
SMOSREX ard INRA experimental data sets ranged from 0.06 to 0.08. A detailed description of the computation of
optical deptht accounting for green vegetation, litter and intercepted water is given in the following.

1 Modelling the effect of vegetation structue on optical depth: it was found that, depends on polarization and
incidence angle, especially for vegetation canopies with a dominant vertical structure (stem dominated canopy such as
cereal crops). Wigneron et gb0] proposeda simple formulation using a polarization correction factge @
parameterize this effect and compute the optical depth for cereal crops:

t(q) =tnap Eq 34

tv (@) =tnap [ cOS q + Coa SirFq] Eq 35
Within a largescale SMOS scene, it is likely that the effects due to the vegetation structure for a variety of vegetation types
are averaged, so that the dependendg @ndw;) on polarization and incidence angkndde neglected over most pixels.
However,the possibility of accounting for this dependence should be kept in the algorithm to be used possibly over pixels

with rather homogeneous vegetation cover. Thugeneralization of these equations valid only focrops with a
vertical structure has been dgeloped and will be given in the following.

1 Interception: recent results have shown that the effects of the interception of water by the vegetation canopy may be
very significant (optical depthh may increase by factor of two or three during and afteiinfalls over a fallow for
instance). Accurate modelling of these effects is not known. Indexes flagging these events, during which soil moisture
cannot be retrieved, are developed currently and could be possdayiruthe algorithm.

9 Litter : even thougtit is not well known, it is likely the effect of litter is very significant ($#&.2.10.). For instance,
this effect was probably the implicit reason for using very highatues (b° 0.4) over natural vegaton cover such
as prairies.

1 Detailed description of the modelling dfet vegetation optical thickness:

To model the optical depthe we propose accounting for the effects of the standing vegetation cover, litter and water
intercepted by the vegetationvep after rainfall or dew events:

tgpttL+ip Eq 36

wheretspis the optical depth of the standing vegetation caveis the optical depth of all the vegetation materials laying
at the bottom of the canopy (including litterainly), tie is used to parameterize the increase in optical depth due to
intercepted water by the standing vegetation canopy (water intercepted by litter is included in tHe):t€efime
computation of these three terms is given in the following. Noteiththe folowing equations, all parameters are not
currently well defined over a variety of vegetation covers. The experimesiahd microwave studies made currently
over a variety of vegetation covers should provide new information to provide e&diktes ofthe vegetation parameters
for natural herbaceous covers, agricultural fields, mawarad forest.

For the retrieval, we shall consider the nadir value (i.e. for the incidence angkg=0), including the contributions of
the standing vegfation cove, litter and water intercepted by the vegetation cover.

1) tspis the optical depth of the standing vegetation coveand includes both green and senescent vegetation
materials.tspis usually found to be correlated to VWC, but it is very diffical provideestimates of this latter variable at
global scale. Instead, we propose to parametegizas a function of the Leaf Area Index (LAI).

There are two main reasons for this: (i) it is much easier to build global maps of LAl from spacebormesessiog
observations in the optical domain or from SVAT modelling with interactive vegetfibhthan maps of VWC; (ii)
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several recent studies haaleo found g@od correlation betweerspand LAI (62, 63]over a fallow; anaver several crops
[64].

Note also that P. de Rosnay (2(086) obtained good correlation over a natural fallow cover between LAl and green
vegetation water content {R 0.95) and also between LAI and the total vegetatioemeintent (R = 0.86) (including

both green and sencent vegetation materials and litter). It is likely the parameterizatitygpdbm LA, rather than from
VWC, will be rather efficient as long as the vegetation is green (in particular during thtaticeggrowth). This
parameterization might be leascurate during the senescence phase (during wksahight be underestimated from low
LAI values over some vegetation typek)is also less accurateecause VWC is heiglitependat; this is not the cse of

LAI which is obtained from opticalomainobsevations

Our objective will be to provide a simple formulation allowing accounting for the dependerfee af a function of
polarization and incidence angle. The formulation for the angle dependeaglel siccount for the factsy(g=0) =
tsH(g=0). In addition, in the retrieval process, only one variable accounting for the vegetation effects should be retrieved.
Therefore, we chose to exprdss(q) andtsu(g) as a function of only one variable, namélynap = ts(g=0), which is
estimated as aifction of LAI.

The modelling ot s{q) will thus be written in three equations as follows:
(0=0) =tsv(g=0) =ts nap = bs. LAl + b"s Eq 37

tsv(g) andtsn(g) will be expressed as function f nap according to:
'q) =ts nap (SIMA(Q).tty + co(q)) Eq 38

'q) =ts nap (SiMA(Q).ttv + co(q)) Eq 39

where the tt andtty parameterslew accounting for the dependencetgfon incidence angle.

These two equations are a generalization of the equation based on the polarization correctionfagtichCwas
developed for vegetation with a vertical stiwe: applying Go to the standing vegetation optical depth (Eq 34 andEq
35) corresponds to the particular casg=ttl and t = Gy (Cpol > 1 for avertical structure).

A value of tt > 1 will correspond to an increagj trend oftspas a function ofy (as it is the case fdrsy for crops with a
vertical structure). A value ofgtk 1 will correspond to a decreasing trend ©&s a function of|. The particular case, it=

tty =1, will correspond to a e& wheretsp is assumed to be independent of both polarizations and incidence angle:
tsn(Q) = tsv(g) =ts_nap.

Rather than ttand tt, it may be more convenient to cotgithe 2 variables ftandRy = tty / tty.

It will be assumed that all vegetation parameterdls, tty and t; are function of the canopy type
. b's, tty, tty = function (canopy type) Eq 40

In the above equations we will thus neglectdependence of $and bs on (i) the canopy hydric statug6]; [67]) (ii) the
change of thevegetation structure in relation with phenolod$8]). This dependence was shown to be relatively
significant over crops, especially during senescence, but it is likely that it has a low impact over large mixed pixels.

The defaultvalues of t and tt;, which will be valid over most types of vegetation canopies where it is likely Hbat t
dependence dfspon incidence angle and polarization can be neglectedaretit= 1.

To computedefault valuesof tp, the @rrections using thedtformulation are applied to the optical depth of the standing
vegetation {(sp) only. Conversely, inthe retrieval process, the formulation will be applied to the whole retrievegho,
which includes attenuation Hyoth the standhg vegetation and litter. This latter option was considered to simplify the
retrieval process, even though, strictly spegkthe té correction should not apply to the litter optical depth.

2) tL is the optical depth of the layer of litter,i.e. dead vegeation laying on the ground surfaceat the
bottom of the vegetation layer. The following litter modelling is still undeestigation andwill not be used in the
operational processoruntil further validations are fully done. However, for testing purpodeslitter effectcan be
activated or deactivated in the prototype processor using a switch.
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As found in[69], litter effects can be partly accounted for by using a formulatioauating for the dependence of HR on
SM, which is considered in the operational processor and was tested over bothraumfofes{70] and various types of
grass coverfs9].

For some vegetation types, this layer is a litter including mainly dead vegetation materials (senessartdazaedles in

forests for instance, as well as many crops). §@me other vegetation types, corresponding to fallows or natural
herbaceous covers, it is sometimes difficult to distinguish between the litter and the green or senescent vegetagon standi
at the bottom of the canopy. In this later caseorrespondso the optical depth of a low vegetation layer including both
green and dead vegetation material. However, we think that this layer should be distinguished, since its attenuation
propertiesmight have a very different behaviour from that of the standeggtation covef71-73].

First, this layer includes mainly dead or senescent vegetation materials which have a very high retention capacity of
intercepted watef74]. Rainfall water intercepted by this layer evaporates generally at a much lowataitethan that
intercepted by the standingegetation (which evaporates on an hourly basis). Thus, the water content of this layer is
strongly dependent on the rainfall events and is generally closely related to the soil moisture contenttatatarfthe
standing vegetation water contenec8nd, this layer is very dense in terms of volumetric fradfan (m¥ m3) (i.e.
volume of vegetation material &nper volume of the vegetation layerJmvhile the volumetric fraction of the standing
vegetationlayer is generally very low (oL © 3. 10° for a soybean crop[75]). As the attenuation properties tife
vegetation media are strongly related to its volumetric fractiasi,Fwe think that, for a given amount of vegetation
biomass, the attenuation properties of the litter should be very different fi@roftthe canopy. In particular, coherent
scattemg effects[76], which can be generally neglected in a vefjetacanopywith Fo. << 1, may be significant in a

litter, which is a dense vegetation medium.

As the optical depth of the vegetation material is generally related to its total water content, we propose the following
equation:

2o LWC Eq 41

where ¢ is a coefficient characterizing the attenuation properties of the litter medium; and LWC is the amount of water
included in the litter layer (kg/8h As litter and mulch have probably isotropic attenuaticypgrties, his parameter will

be assumed polaation independent. The coefficient will mainly depend on the characteristics of the litter (density,
material type, etc.) which will depend mainly on the canopy type. LWC is a function dfytiiomas of the litter and of

its moisturecontent (%). Estimates of the dry biomass of litter can be evaluated as a function of the canopy type. Possibly,
estimates of the litter moisture content (%) could be evaluated from the soil moisture value.

= function (canopy type) Eq 42
'C = function (canopy type, litter moisture content (%)) Eq 43a

The value of ¢ has been estimated from microwave measurements acquired over a daliog the SMOSREX
experiment62]. t,. was computed as a function of the rete value é fr minus the estimated value of the standing
vegetation optical depth 4y, when there was no intercepted water. There was a clear correlation between computed values
of t, and LWC (R = 0.61, 10 measurement values) and the estimated vak® w#.24 This value is about twice that of

be, confirming possibly higher attenuation properties for litter than for standing canopy. The average value of LWC in
absence of rainfall over the fallow was 0.5 kg/m

Preliminary default value of_awvill thus be set to,c= 0.24.

The amount of water included in the litter layer (LWC, k§/mvill be computed as a function of its moisture content (
Mg_L kg/kg), which is the ratio of the litter water content (kg) to the total litter weight é«agl)pf thelitter dry biomass
(Bs_L, kg/n?) as follows:

'C=[Mg_L/(1-Mg_L)] Bs_L Eq 43b

A default value of the litter dry biomass estimated from SMOSREX data (fallové) Is80.3 kg/m.

Preliminary results lstained duing the SMOSREX experiment indicated that Mg_L could ddated to the soil moisture
content (SM) following an approximate linear relationship:
L=a L.SM+b_L

10¢ Mg _L¢0.8 Eq 43¢
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Note that we will consider that the litter moisture content (Mg_L, kg/kg) is lower thailu®, when computing Mg_L
values exceeding 0.8 will be set to 0.8 (Mg_L=0.8) and values lowerztro will be set to zero (Mg_L=0).

Resultsobtained fom SMOSREX will be used to define default parameters=a2L33 and b_L= 0. (corresponding to a
litter moisture content of 70% for a soil moisture SM = 0%w#).

In summary, the optical depth of the litter layterwill be computed as a function of the following vegetation parameters:
c,a L, b Land B L and of soil moisture (SM). The four vegetation parametersa(d., b_L and B L) will be assumed

to depend on the vegetation typ only andwill be provided a priori in a table as a function of the vegetation type index.
Default values of these parameters were estimated from the SMOSREX experiment (fallow vegetation).

3) tipis the opticadepth that parameterizes the effectraércepted water by the standing vegetation canopy,
due to rainfall or dew events. Results obtained over a senescent wheat canopy showed that for moderate amount o
intercepted water (less than 1.5 mm intercepte@émahe l-band measurements remained venysgere to soil moisture,
and simultaneous retrievals of both soil moisture and optical depth were possibéidda2P for 2Parameter retrieval
approach)66]. Therefore, it is likely that during dew events, during which the amount of intercepted water is relatively
small (~ 1 mm), 2P retrievals are possible. However, recent re$dltf obtained over a fallow (SMOSREX experiment)
showed that the effects of intercepted water might be very significant over some vegetation canopptcal fiepth
may increase by a factor of tvas more after rainfall events. The water can be intercepted by the green vegetation material
(the water is mainly on the surface of the vegetation elements) or by senescent or dead standing vegetatioftheements
wateris mainly absorbed by the dead vigi®n tissue). Over some natural vegetation covers, this fraction of dead or
senescent vegetation elements may be significant.

An attempt to parameterizge would require estimations of the interception resg (mm) and of the fraction of
intercepted \ater. However, estimating the fraction of intercepted water, which depends on the intensity of the rainfall
eventsvegetation typ@nd evaporation fluxes, would be very difficult.

Rather than attempting to [@enderize he interception events, we proposeuse an indedagging events during which
interception effects are very significant (and during which it is very likely that soil moisture cannot be retrieved). Over
fallow [77] showed that one of the best indices that can be used to flag interceptomalascalé is the observed
polarization ratio PR = (TB, - TBy) / (TBy + TBy) at ratter large incidence anglg ¢ 50°). Significant interception

events are associatedltav values of PR. We propose settingheeshold so that low PR values will correspond to a high
probability of significant interception events (see sec8dh5.6.). The threshold will be possibly later parameterized as a
function of the vegetation type and the geographical location. However, it should be emphasized that this field of research
is quite newand very few results asailableto date to develop accurately this parameterization.

In summary, the vegetation type and the Leaf Area Index (characterizing the vegetation phenological stage and thus indirectly
the vegetation structure) are the mainapageters determining thalues of he parameters used in thavmodel: b's, b's, tty,
tty, w and the intensity of specific effects such as litter and interception.

See alsoeference$61, 66 67, 7176, 78]

3.1.2.8 Forests

Application of the algorithm oveforests is accomplished by keeping in mind the considerations indicated below.

1 A large fraction of land is covered by forests. All efforts aimed at fully exploiting the potential of SMOS owertes
mud be done. Although it is commonly believedttfiarest crowns are opaque, some experimental and theoretical studies
[79, 80] [81] indicate that the situation is more complex. At higher frequencies (C band and #ieree)s a strong
contribution of leaves to crown attenuation. itband leaves are ahost transparent, attenuation is mostly due to
branches, and soil contributisanbe still appreciable, unlesfsthe forest is dense.

1 A simple empirical approach, dad ont andw parameters fitted over experimental data is not appropridtedsts, die
to two main reasons.

1. Only a limited amount of experimental brightness data is presently availahibatd Therefore, a statistically
reliable fitting is not feable. Several radar signatures would be available, but a direct reuse obitiresteresto
derive emission parameters is not reliable, due to some basic differences between emission and backscattering
processes, as demonstrate{Bit].

8 At SMOS scale thepproach will have to be validated
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2.l n forests, emi ssion/scattering processes ar efore,ompl e
multiple scattering effects aeppreciableand a simple firsbrder aproach isnot reliable.

Anyhow, the methodology to be adopted for forests must be harmonized with the general SMOS retrieval algorithm, and
the complexity of the operational prattege must be kept limited.

By keeping in mind these considerations, the aslb@pproab is summarized below (details are availablf8iy).

il

Forests are initially included in the surfaces for which soil moisture retrieval is attempteldwwagetaed or bare soil
surfaces but with specific forggarameterization

Fromthe operéional point of viewthes i mpl e approach based on fAalbedodo and

From land cover classe8, forest categories are aggregated: Needle leafadleaf(including Tropical forestsand
woodland, mixed forest, woodland. The rea generalprocedure is applied for thg categories, although the output
parameters are specific of each single category.

The values of albedo and optical depth are assitny a preliminary modelling work based on the software already
available at TOVwith suitdle refinements and adaptation to specific c§88f [81, 82] The output of this basic direct
modelling workcorsists d look-up tables, relating sets of simulated emissivities (for the SMOS configuration) to SM, for
the 5 forest types indicated abousing allometric equations ailable in the literature for the different forest categories,
geometrical and biphysical hputs required by the model are related to ds& , LAlr and LAl. LAlgmax is the
contribution of all crown components (tree trunks, brandres leaves) to the total optical thickness of an elementary
surface of forest. Itsi dotainedfrom the maximum yearly value of the forest LAI, whereas @AHLAI () is the time
dependent contribution of tree leaves to this total optical thickness, ardid #tie time dependent contribution of low
vegetation understory to this total mat thickness[82],[84-86] . These three quantities partition the total forest optical
thickness into three contributions and do not represent absolute LAIs but fractidhalThen, a standard RMS
minimization routne is used to find the equivalent values of the parameters (optical depth and albedo) to be assigned to a
simple first order model, like the one adopted for low vegetation, in order to behave most similarlglisoréste multiple
scattering mdel. ThisRMS minimization is made by considering, for each forest scenario, several sets of angles and SM
values. This operation is nampdrameterisation. Details are given ifi82]. The output produced after this step consists in
estimating the laedo andrelating the nadir optical depth &\l Fmax, LAIF and LAly,, with coefficients depending on forest

type. These twdorest parameterequivalent nadir optical depth andlbedo) are indicated by nap andyr, respectively.

It is found in[82] that, due to the various orientations of branches and ledvasp and¥r may be assumed to be
independent on polarization.

With the two values obtained by the previoudlscribed parameterisation, the successive algorithm steps are basically
similar to the low vegetation case. The basic formulas described in SegtloR2 and3.1.2.7are used also for forests,
leading to a unified approach. In particular, a simple formula is used to compute the nadir equivalent optical depth of
standng vegetationr nap, SUch as:

Uk nap = raG by . LALY Eq 44a
A where:
A Ga = b LAl Fmax- S [(LAl Fmax- LAIE) / LAl Fmax] Eq 44b

A simplified version ofEq 44b that considerss==0 can beadoped It requiresonly two auxiliary data filesthe LAl fmax
introduced above and the LAl introduced in low vegetation modelling:

tr nap = bE . LAl pmax+ by .Fv.LAI Eq 44c

Note: in this simplifiedversionFy is the fractionof the LAl that corresporgto the understorgontribution i.e. LAl pmax LAIE
and LAly are fractional LAl whereas LAl is an absolute ortev.LAIl approximated Al y

b'r, by andse values, specific of thiorestcategories, are obtaindtlis also assumed th&i does not degnd on LAEmax

The brightness temperature may be finalynputedas:

Top= (1-We) (1-0) (L +grgp) Te+ (1-Tg) 9 T Eq 45

where T, and Tc are the effective soil and vegetation temperatugg$s the soil reflectivitywr is the equivalent albedandg
is the vegetation transmissivjtgiven by
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g=exp(- tr_nap/ cOSQ) =

Since the contribution of forested fractions differs highly from low vegetation radiation for thick forélsig,F&._ TAU_FO
can be established for pixels with values ©fiao exceeding given hreshold TH_SCENE_TAUEO.

As previously stated, the basic algorithm for forests is similar to the one used for low vegetation. The main differences are
listed below:

1 A simpletr nap constant, without correctgy factorsdependingon polarization andragle, may be used iBq 46. This is a
result of the variability in orientation of branches and leaves.

1 ¥r= may be considered constant (i.e. independent on angle, polarization and time). Howewvest itagligible, since its
value is0.08(se€[82])

tr_nap includes all contributions du® crown, litter and understp85, 86] The parameterizationvork led to the following
valuesfor the coefficienti85, 867:

b= =0.11, b"==0.03for needle leafmixed forest
b= = 0.18 b"r=0 for evergreen broadleadavamah

b'r = 0.13b"==0.05 fordeciduous broadleaf

We = 0.06in all cases

3.1.2.9 Summary of vegetation parameters

Table 9: Parameters for: (a) low vegetation cover; (b) forests cover

Surface TB of vegetation | Input/Parameter Name Range Units
Soil surface emission lop soil surface reflectivity 0V 1
Computing vegetation attenuatior g- vegetation attenuation factor 071

optical depth of vegetation @huding standing

¢ vegetation, litter and intercepted water) 013
value of optical depth at nadir.€. for incidence
tnaD _ 0-3
angleq = 0)
Optical depth of the different t optical depths of the standingegetation canop
components of the canopy ts, (all the canopy but excluding the litter and | 071 3
S_NAD

intercepted water)
tL optical depth of the litter layer 07 3
increase in optical depth due to intercepted w

t in the standing vegetation canopy 013

b parangter of the relatioris/ LAl (for g=0) 0.0:- 1 | m¥m?

b"s parameter of the relatidns / LAl (for g=0) 0.-3 |[mim?
Computing theoptical deptht(s) of angular correction parameter at H polariza
the standing vegetation canopy | tty (accounting for the dependence dkp on| 0.1-15
from LAI incidenceangle).

Rtt (=tty/tty) | ratio of angular correction parameters 0.05 20

LAI Leaf Area Index 0-10 | m?n?

LWC Water content of the litter 0-50 | kg/m?
Computing the optical deptin.§ of | C. attenuation coefficient of litter (ctg / LWC) 0.01- 1 | m?kg
the litter layer Bs L dry biomass of litter 0-50 |kg/nm?

a L parameters used to compute the litter moig 0-10

b L content (Mg_L) from soil moisture SM 0,1

Mg L moisture content of litter 0-0.9 |kaglkg
Modelling scattering effects withil| wy Single scattering albedo at H polarization 0-0.2

% These coefficients are being currently improved by ESL during the Cal/Val. Probably not the final values
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Surface TB of vegetation|

Input/Parameter Name

Range Units

Wy-W difference of albedo at hd V polarization -0.2-0.2
Weighting temperature parameter used
At 0-1
compute T
Accounting for the effects of B parameter used to compute @&s a function o 01-5
temperature ' ts nap '
Tc Vegetation temperature 270330 | K
Tq Effective sol temperature (surface + deep) 250-350| K

In the following, we listed some default valuestoé vegetation parameters. These values are given to help the reader to have a

better understanding of the vegetation model, and make it run easily for a tyggietltion canopy with moderate biomass.

A moderate amount of vegetation corresponds apprdglynto a level ofLeaf Area Index of 4 (the order of magnitude of LAI

is roughly twice that of VWC). Using a value of 0.06 for Hi@arameter (typical for cropand b"=0, the default value ofs
about 0.24.

Default values we propose are thus,

1

= =4 =

= =4 =4 A -4

opticd depthtyv© ty° 0.24
parameter b'= 0.06

parameter "= 0.0 (thentsis proportional to LAI)
angular correction parameters; ¢ tty =1 (optia depth does not depend on polarization and incidence angle) =

tsH(g) =ts_nap)
single scattering albeda, =wy =0

attenuation coefficient of litter; = 0.24 ni/kg

dry biomass of litter BS_L = 0.3 kg/m2
coefficient (a_L b_L:a L =2.33,b_L=0

weighting temperature parametarBl.7 (leading to A0.34 for default value dfs_nap =0.24)

Table 9 (b): forests parameters

Surface TB of vegetation Input/Parameter Nae Range Units
Soil surface emission Igp soil surface reflectivity 0-1
Comput|_ng vegetation g vegetation transmissivity 0-1
attenuation
Optical depth t FnaD Nadir optical depth 0-3
b parameter of the relatiohenap / LAlgmax | 0.01-1 m?/m?
b'v parameter of the relatiohenan / LAl 0.00L-1 m?/m?
: Maximum yearly value ofirboreoud eaf
I h ) 2112
Optical dept LAI Fmax Area Indexcontribution 0-10 me/m
LAIy Herbgcepus (understoryeaf Area Index 0-10 m2/m2
contribution
M_od_ellmg scatteringffects We Equivalent albedo 0-02
within the canopy
Accounting for the effects of Te Vegetation temperature 270330 K
temperature Ty E;f:;;lve soil temperate (surface A 250350 K

Default values we propose are:

f
f
f

nadir optical depth rnap = 0.5
equivalent albeda: = 008

weighting temperature parameter=B1.5(This value of Bparameter is a bit lower than 1.7, used for low vegetalibis

is an approximate way to consider that litter and understontribute to the overallenap, but their temperature is close to

soil temperature).
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3.1.2.10 Specific issues for nominal case

3.1.2.10.1 Litter

Litter can be present in vegetation canopies, which aréonatirely) ploughed: prairies or neagricultural canopies, natal

covers, forests, etc. Very few experimental studies have been made over these vegetation types, and modelling obthe effects
that layer overlaying the soil should be developed. Howesenoted above (s&1.2.7, it is likely that the effect of litter is
significant.

For instance, very high values of thegarameter (b° 0.4) were obtained over natural vegetation covers such as ptajiries
researchers of USDA and INRA (while usually % 0.12 over crops). Such high values could be probably related to the
attenuation effect of litter that was implicitly accounted for byQ@ver forests, measurements in Les Landes coniferous forest
showedthe vegetation water content (VWG litter to be close to 10 kgArin some stands. For such a large amount, it is
likely that soil emission is totally attenuated aband.

These two examples show the importance of improving our knowledge of littearéteactivities were recently carried out in
the framework of the SMOSREX experiment (over a fallow) and two experiments over forests (INRA Bordeaux experiment in
Les Landes coniferous forest in 2004, and Zurich ETH experiment over deciduous fordéshir20@42005).

For forests, the litter model adopted in sect®h.2.8§ considers the litter as a continuous layer overlying the soil [71]. The
thickness may be related to the same LAI_ratatic parametensed to computérnap (assuming dry leaves to be the main
component), while litter permittivity may be estimated by assuming a given ratio between soil moisture and itteee moi

In the forward model for brightness temperature, litter effects arabkmed following the steps indicated below:
1 compute permittivity of soil

1 compute permittivity of litter as a function of soil moisture, dry weight matter density and assatioedetween soil
moisture and litter moisture

estimate litter layer thickness a function ofLAl_max and vegetation type
using simple formulas given [84], computehe reflectivity of the ensemble soil + litter for flat interface

= =4 =4

apply roughness correction
1 include standing vegetation effects
3.1.2.10.2 Dry Sand

Initself, sand is simply a soil type and could be considered as a purely nominal case. Houeteits own characteristics, it
has almost no bound water and hence has specific dielectric coskeviior Moreover, sand has specific water capacities
and can be very dry, leading to large penetration depths. Hence, the equations diven!iReference source not found.
are bound to be less accurate as sand proportion increases and should be corrected.

It is often considered that the dielectric constdrdand can be expressed at G¥4z [35]:

ejry-sando 253' 005] Eq 47
A specific model might be developed from this expression. However, since it is not currently available, in the meantiene the o
given in equatiorError! Reference source not found.s to ke used for sand areas

Refer to sectiord.7 for future developments.

3.1.3 Open water

3.1.3.1 General case

Most land surfaces include extended water surfaces, whichbmadkie ocean for coastal pixels, or inland features such as
rivers, caals, lakes, ponds, flooding etc. To derive a sensible value for soil moisture, these contributions have to be taken into
account.
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The emission by water bodies is estimated by assuthingalidity of the Fresnel Equatiorisd 11] and deriving the dielectric
constant of an assumed flat water body. It must simply be noted that Frakieel equation the magnetic permeabitity
should be replaced b,

Thereal (dominant) and imagary parts of the complex dielectric constant for free water €\, -j €'y at a given radiometer
frequencyf are given by the modified Debye equat[8id],

T . LA Eq 48
W wa
1+ (2prt,, )2 q
- _2p rty f(ewo - €wa) . Si
Cw = 2 Eq 49
1+ (2prt,, f) 2p gf
Note that in the following equationEq 50a Eq52e) thetemperature, T, is in °C.
s is the ionic conductivity for saline wet (in S/m) function of temperature asdinity:
s(ST)=s,(255) @ P Eq 50a
Where s; (25 S) is the ionic conductivity of sea water at 25°C @ndiven by:
s,(259)= Sc'ﬂow23 + OW,y (B + OW,5 (B2 + 0Wog C"S3) Eq 50b
And the function/ depends on S anB=25-T
f(D,S)= Dc'ﬂow27 +OW g (D + 0w, (D7 - S('Iﬁow30 +0ws, (D +ows, 032)) Eq 500

For pure water S=0, thus the ionic conductivity is also Bl-rlﬂo, T) =0
The magnitude of the high frequency dielectriostant&,,, was determined by lree and Saxtof88] to be 4.9.

There areseparate algorithmsfor calculating the static dielectric constagj,pand the relaxation time2prt,, of fresh and
saline water.
The static dielectric constant fsesh water, Uho, is a function of temperature as described by Klein and §8@ft

ewo(T)=ow; +ow, T +ows T2 +ow, T3 Eq 51a

The relaxation time of pure watety, is given by Stogryf90]:

2prt , (T) = owy, + 0wy T + 0w T2 +0wy7 T3 Eq 51b

For saline waterwith a salinity SAL or SS$ S, the static dielectric constant of watgg is given[89] as

€swo (3 T) =€swo (0’ T) aST(S T) Eq 52a
with

esuo(0,T) = ows + owg CT +ow-, (T2 +owg (13 Eq 52b

as(S T)=owg +ow, o GBET +ow,; B+ ow,, (52 + ow, ; (5° Eq 52¢c

The relaxation time of saline watekly, is given by Stogryfi90]:
2prt g, (ST)=2prt,, (T) bsr(ST) Eq 52d
bst(S. T)= 0w, g + 0w, g CBET + 0w,y (B + 0w, (B2 +ow,, (52 Eq 52e
Coefficients OW1to OW32 are supplied in TGRD UPF.
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Idealised foward/inverse moelling indicates that a 1% (absolute) underestimate in the weighted field of view occupied by
water can give rise to a 0.013m® error in soil moisture retrieval, in cases of high soil moisture (Céhinand dense
vegetation cover (optit depth 0.6).

3.1.3.2 Rivers
Vector rivers data is avail abl e fhtpo/mwwHilsRdu.@d/gisidow.tgnlt a | Char

For most rivers, there is no associated width, and indeed any estimated width would be subject to local wlettizdr an
conditions; however wide rivers are coded as lakes with an associated area, and in thebe vastx tdata can be converted
to raster to generate open water area estimates.

3.1.33 Time dependent water areas

Abnormal retrieval in some areas may allff@oding conditons to be flagged, if other conditions daedisregardedPotential
confounding enviromental conditions include:

The seasonal behaviour of large rivers.

The presence of very flat beaches, which give rise to highly variable areas otoedrage.

Large rain events causing significant ponding.

Areas of extended gravimetric irrigationdan /  or ri ce growing areaséetc.

Wetlands which have specific but related iss{eeg., mangrovetands ...) Whilssome water bodies are rather stahle
time, otherdluctuate significantly like some rivers (e.g. Niger) due to the rainfall paitor otherfactors (e.g. freezing
for the Ob). Some lakdsavestable dimensios) others fluctuate witlthe seasoa (e.g. Tchad lake). To go to the extreme,
estuaies fluctuate a well (tidal effects) as well as deltas (Okavongo). This may have a significant iamhctinnot be
addressed with a fixed inland water/land map. It may be noted that ECOCLIMAP flags tidal flats.

= =4 =4 A -

Coastal pixels might induce some errorar{@ble water et sand / dry sand limits) and will have to be addressdthgging.
This is currentlyon hold but might have to be tackled depending on the commissioning phase outcome. In that case, it will be a
variable water fraction area.

Similarly, flooding will have an impact and is not necessakitywn from auxiliary data.By flooding we considehere areas
which are regularly (seasonally) flooded, the special events are excluded.

If we consider taking into account correctly water bodies, we tedave amvdving water/ land mask, which has yet to be
found or established. There might be podisiks with MODIS data,but this will have to be addressed. The fall back option is
to identify areas prone to such eveatsdflag them.

Pending furtler developmentssge sectio3.7), a flood flag will be set depending on the amount of past local rain.

3.14 Non nominal cases

3.14.1 Very dry soils, rocky outcrops and other specific surfaces

It has been found that for very dry soitse behaviorof emissivity was not fully in line with the theory described3rn.2.2
Consequently, notinearities are to be expected and cdiivecfactors or adequate flagging will have to be imposed. We are
currently investjating the best way to account for very dry soils (the sand particular case is consideie?. 10.2and3.7.1

and is thus not covered here). Several cases ceornséered:

3.141.1 Very dry soils

Very dry soils do have a specitiehaviorlinked to the different roles of bounded versus free water. To account for this we can
adapt the dielectric model with one cavé&d@angmodelshows a discontinuity in the derivative wtti maymakeprobdems. We

are currently working on the issue astibuld the concept be validated a new formulation would be implemented. The principle
should not affect the algorithms as ttleangescan beincludedeither in the dielectric constant formutat or in the stface
roughness model

Moreover very dry soil might exhibit extreme penetration depth and thus complicate the estimation of the equivalent
temperature. As very dry soils are usually i) without vegetation, ii) of little interest for Wakesf we beliew this specific
case should only be of concdor very limitedapplications

3.14.1.2 Rocks and rocky outcrops
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Rocks and rocky areas are not well modelled for the time bdihgy areassumed to behave as very dry soils. Field
measurements do nehow significanteffects from rockg13]. It is also worth noting that rocks and the like are usually on
barren areas or in mowmsregionset¢ and t hus concer n o edlindeedprdblenmsimayeadse only mb e r
when a significant amount of surface is covered with rocks (boulders, steep high mountains, cliffs), or when the dry soils or
rocky outcrops have very spdcifsignatures.n all those latter cases, the issue willy complicate existing issues and such

cases will probably have to be flagg&dhealgorithns will then bedirected towards dielectric constant values estimation.

In [87] permittivity values are given forocks at 400 MHz and 35 GHz. They rarigem 2.4 to 9.6. Approximate expressions

do exist forrockf see Wei ner 6s model f o rbut i doesdnetrsexih wartl thek effort toamplements t a
themin the level 2 algorithm fothe reasons giveabove. However, a default dielectrimstante.cx should be provided. We
suggest

€ock= 5.7-j*0.074 Eq 53
3.14.1.3 Other specific soil surface cases

In someinstancesthe surface will baffected by othr factors such as minemdéposits, salted residudsrinstancesalt lakes
or degraded soils from saltwater intrusjan surface with very specific dielectric constants.

With current knowledge, this can only be addressed with the ctlieleapproach.Actually, below 10 GHz the ionic
conductivity of saline water has a marked effect on theflsr, and this is used in SMOS for salinity retrievals. However,
the exact formof the dependence of the dielectric constant on soil salinibotswell undersiod, due to the very sparse
measurements available.

3.1.4.2 Frozen soils and ice

1 Frozen soils cover large areas at high latitudes (and sometimes altitudes). At mid latitude oitazenaso be expected
in winter, especially for the morningtut. Experienceshows that the dielectric properties of frozen soil are very close to
those of dry soil, while vegetation is almost fully transpaf@h}. It is often consideed that for frozen soils the dielectric
constant can be writtd02]

=5-0.5j Eq 54

T I't can thus be expected that the al gor i tfrbzen. We prdsenck®fl i v e
frozen soil wi | | elydry hackesaddt irfe seudl tb yf rtohm st hfev retri eval w
temperature, vegetation cover, and retrieved soil temperature are consistent. It should also be borne ihfroehtha
ground often shows extreme spatial heterogeneity, coatiplg the matterA more sophisticated expression is given for
frozen soils i93] but it was deemed too complex (imrtes of necessary input data to be used in the context of th#L2 S
retrieval algoithm).

1 We consequently believe that the algorithm used over frozen ground might eithestantad one(nominal case) with
possibly the adding of a flag (when temperasuaee low etc) or dielectric constant retrieval one. Effectivelyen
everythingis frozen things should work nominally. Problems may occur when the area is partially frozen (and patchy
surface either dry or wet!). Then the frozen surface is modelled thighdefault frozen ground model and the
complementary area undges the decisiotree retrieval routine.

1 The areas opermanentice/dry snow are known, and will be masked out, so that only the dielectric constant is retrieved.
(e.g., GreenlandAntarctica,etd). For other areas an the case opartial ice (mountainold lakes) the ida is that above a
given threshold the dielectric constant could be retrieved.

It can be noted however that ice is rather transparent,asdttbeing very smalléc.'= 0.1in [93] for pure ice) as given in
[94]:

0 3.17-j &ce" Eq 55

3.1.4.3 Snow

Snow covers about 40% of the Northern hemisphere land seassnally bubas very different dielectric properties depending
on its history. Fresh, dry snow is transparent to microwave radiation,veoags snow melts its diettric constant increases
dependent upon snow grain size and liquid water content and may be totally opagué@eat3 K) when wet. Consequently,
the effects of snow are too complicated to be incorporatedttiet currently proposedgorithm, and areas with significant
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snow coverage other than dry snow must be considered as retrievable only in terms of an equivalent dielectric constant. The
issue will be in identifying and flagging tlsmow-coveredareas.

See ®ction3.7for future developments.

Dealing with snow other than dry is a topic for further research. prelaminary approach, we suggedefining 3 categories

for nonpermanent snow cover: dry, wet, and mixed or interatedihey will be defined through comparing an estimate of the
snowtemperature T_SNOW to a couple of thresholds. If the snow is dry, it will be assumed transparent and ignored; if it is wet,
it will be assumed opaque and subjézta possible retrievabf the dielectric constant of thenowcoveredzone In the
intermedate case, a default equivalent dielectric constant will be retrieved for the whole land area. The basic input will be
ECMWF until more efficientlata fromNSIDC SSM/I is available. Thus, ESand cal/ Val teams are expecteddst NSIDC

dataas part of CaVal studies.Shouldthey proveto bemore suited and or more accurate, the data source will be changed
accordingly.To provide an alternative to ECMWF forecast data, a specific snowfraetipn on the DFFG is provided to hold

such new snow data assdei with a fall back mechanism to ECMWF snfasecast standard use in case of unavailability.

3.1.4.4 Sea lce

Obviously, sea ice should not be part of the flbcessorput it was identified that either the SM nor OS processor were
covering this type of surface. t&fr some iteration& has been decided th&ea icewill be processed by the ocean processor.
However,some land classified pixels may contain ®easo it has to be considered in theision tree and related models.

A seaice surface is seen in Levell@xdcover as saline water with added rules to handiepermanentonditions effects
(NPE) that may transform this saline water into ice (see se8tihB.2.2. Therefore, se&re is modelled as standard ice (see
section3.1.4.9.

Provided that, §) ECMWF information on sea surfatemperature (SST) and/or sia fraction (Cl) is given, and"9, the
DGGs being fully or partly ocean covered are transmitted to L2 processing, thiee sélh belong to the L2 process with no
special action.

3.1.45 Urban

Urban areas are the most compl&key includevariable mixtures of bare soil and vegetation areasthabuldings. Buildings
can be consideresimilary to rocks or soils depending on the material used for roofimgeven more complex with metallic
material .. Moreover,the structure areorganizedn space with geometrical shapes. And finally, roadsnédimes with trees)
and RFI (se&.1.6 might also influence the signal.

IGBP maps sbuld enable to flag all the large towr&ome likeLos AngelesCa cover several SMOS pixels. Smaller towns and
villages may pobably and hopefully be innocuous in the retrievahis assumptionill be validated after launciThe current
classification sems to refer only to purelgnanmadesurface as urban. Consequently, instead of having the generally admitted
3%oflandsurfees Bhand we have al most none. This might have to be

However, this is still a placeholder. As we not have models yet for cities, the cities will be assumed batven soil for a
start, and the surface assumed to belar to rocks. As much as possible, the concerned areas will be restricted to dense urban
areas (including airports), while mosparsely populated suburbs will be considered as vegetated regions.

Because of the uncertainty in material properties, knoyded the urban fraction for a given area does not allow the effect to
bemodelled butllows the possible effects to be predictlt can be shown that if about 11% of a fieldview is covered with

ideally modelled very dry bare soil, then over a ranfiecenarios (covering soil moisture of 0.13m* and 0.4 rfim? and
vegetation optical depths 0.0, 0.2 and 0.6), soil moisturieval exceeds 0.04 fm3. In the case of a highly emissive black

body covering part of the fieldf-view, 16% can be coverdifore the equivalent overall retrievesbil moistureexceeds 0.04

m®m=3. A likely range for an urban threshold setting a flag indicating a retrieval outside the limits of the user requirements is
therefore around 11%.

For high urban coverage, i.e. abovéhigh" threshold (few cases to expect), the retrieval will switch to tekectric constant
configuration.
3.1.4.6 Topography

The process of retrieving soil moisture and vegetation opacity relies on the use of angular signatures. Obviouslgs#rg nece
to have areference angleso,an inclined surface may behave quite differemtya function of azimuth viewingith respect to
the same but fAhorizontal o surface. At SMOSinmaougdineus aretheve wi |
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pixel will presentdifferentfacetsfor varying slopes and azimuthaducing efécts which may eventually render the inversion
impossible. Added to this, are the shadowing and adjacency effects.

Two previous studief95-99] tried to cover thdassueof topography Currently it seems that up to a certain level the almost
everpresenttopography can be totally neglected (gentlifimg hills to premountain3. There is then a range of topography
characteristics for whichhe algarithms should be able to retrieve some values but with larger error bars or little significance
(old and eroded mount ai nsl,t ntoournrteasipnosn dwsi ttho pwhaatte awes ,c aeltlc éf)

Finally, very rugged mountains (strong topaghy) will cause the signal to be useless.

Severalaspectsnust be noted at this point:

1 The effect of topography should not be confused with altitude as tivesteatures have very different impacts on the
signal. As arexample,the Tibetan plateau ohé Grand Canyonare rather high but with negligible topographic effects
while the centre of the Pyrenees or Scotland may be rather low but with very signifpzzgriajshy effects

1 Mountains are also very often characterized by geomorphologic featuresafgerentation) which may induce other
effects (azimuthally anisotropy)

1 Finally, mountains are most often characterized by altitudinal and exposition featiihegradients in moisture,
vegetation type and density, rock proportions, snow and ice tjeanBytheir spatial distribution highly correlated to the
topography itself, these features will also contribute.

The proposed approach for topogragt@0], is to process oncand for all a global DEM so as to have for every node a
descriptor of the topagphy (pography index). From the values of the indicator, points will be either processed (normal case)
or processed with a flag affixed (caution flag) or flagjges mountainous and then processed only for equivalent dielectric
parameter.

Itis also expeted tha when real SMOS datreavailable, the thresholds will be refined after analysis of actual measurements.

Currently, we have defined two approaches tdifyusbpography. One is based on the slope distribution factor, the other one
on the variogras[101]

The second approach seems the most promisingvasdtestecver France tdully assess the methods satistctory, we

processed a global DEM (GTOPO30) coupled with a higesolution one where available (the Shuttle Radar Topography
Mission SRTM is not aailable for high latitudes). From this a 1 km maproduced giving a topography index with 3 values

(too mwch topography, topography that can be accounted for with larger error bars on the retrievals, no noticeable topographical
effects) and a mean aliile value.

The idea is that when topography is relativeigh, we could afford a much larger propiornt of suface before switching to
MD models (see next section).

This map could eventually be updated once the satellite is delivering datarasyproacltiully validated

3.1.4.7 The cardioid model

In the cases of vegetated soil as well as open water, thedigsihyscal modelling consists of writing the reflectivity (or
emissivity) for a smooth surface as a function of the complex dielectric coestant j €. In turn, the dielectric constaig
written as a function of physical parameters, includinfese sdimoisture for the vegetated soil or salinity for open water.

For cases wherecannot be expressed in the same way (e.g. iced surfaces), it is still possible to retrieve, from SMOS dat
information about the dielectric constant.

It has been show{102] that, to a very good approximatiancan be written:
€ =A card (1 + cos(U_cayd cos(U_card) B_card Eq 56a
€' =A_card (1+ cos(U_card) sin (U_card)
When A card is constardndB_cardis t&ken equal to Othis parameterized expression reduces to a@drdHence the name

of "modified cardioid".

Or conversely:
A_card =m_card?/(m_card+ €'i B_card U card=tar’(e"/(e-B_card)) Eq 56b
with: m_card= ((e-B_card? + €'2 )12 q

The optimal value for Bcardis very close to 0.8.
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