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Chapter 1

Scope

Due to the partial failure of some of the gyroscopes on bofERS-2, a gyro-less Attitude and Orbit
Control System is used to pilot the attitude of the sateflitce January 2001. The resulting degraded
spacecraft attitude, and in particular the yaw depointeayls to a degradation of the quality of &
data. The reason of the data quality degradation is thati¢foeitom currently used to process the ERS-2
scatterometer raw data, defined in the period 1985-198¥Vilhiealies on pre-computed look-up tables and
is thus not able to handle data acquired in degraded attitol@itions.

This document reports on the study performed in order toyaeathe existing algorithm, evaluates
the impact of the gyro-less piloting on that algorithm andgests improvements to be included in the
upgraded processing chain.

The first part of this document reviews the current groun@@ssing chain of the ERS-2 Scatterom-
eter (AMI in Wind mode) up tao®-triplets. Special care is devoted to the discussion of #seimptions
that were made within the current ground processing, pdatity regarding the assumption of a correct
yaw steering (minimum mid-beam Doppler shift). The mathgeahpart of the processing steps is only
described at the level of detail needed to discuss the aggumapade.

The second part briefly describes the METOP scatterome&EAX). The on-board and the on-ground
processing, being largely different from the AMI/ERS-ome also briefly described.

In the third and last part of this document, specific pointshaf AMI/ERS ground processing are
reviewed. The focus is put on processing steps affectedéglélyraded attitude steering, such as the yaw
angle estimation, influence of yaw angle estimation erros geometric characterization of the nodes.
Other points that might benefit from advances in signal gsiogg methods and processing power, such as
the amplitude correction filter and the estimation of iyeare furthermore discussed.



Chapter 2

Notations and acronyms

ESA European Space Agency
ERS European Remote Sensing satellite
METOP Meteorological Operational satellite
SCAT Scatterometer
ASCAT Advanced Scatterometer
AMI Active Microwave Instrument
AOCS Attitude and Orbit Control System
ADC Analog to Digital Converter
A/D Analog to Digital
DC Doppler Compensation
IC Internal Calibration
HPA High Power Amplifier
Rx Receiver
TX Transmitter
for(e) antenna antenna looking forward
mid antenna antenna looking sideward
aft antenna antenna looking backward
FMA for(e)-, mid-, aft-
YSM Yaw Steering Mode
FPM Fine Pointing Mode
GEM Goddard Earth Model
RF Radio Frequency
LFM Linear Frequency Modulation
PRF Pulse Repetition Frequency
FPF Frequency Power profile
a® sigma-nought (absolute normalized radar cross-section)
Kp normalized standard deviation of
y-frame inertial frame
g-frame latitude-longitude frame
geoorbframe geocentric orbital frame
satorbframe satellite centred frame
relsat-frame relative satellite centred frame
plat-frame platform frame
a-frame antenna frame



IIQ
COG
GHA
PSD
SNR
lIR filter
FT

FFT

In-phase/ Quadrature
Center Of Gravity
Greenwich Hour Angle
Power Spectral Density
Signal to Noise Ratio
Infinite Impulse Response filter
Fourier Transform
Fast Fourier Transform
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Chapter 4

Overall Scatterometer description

4.1 Scatterometer Principle

The scatterometer is a radar sending sequentially RF pwitles carrier frequency of 5.3 GHz.

The backscattered signal is measured to determine the weetisand direction at the sea surface and
for ice and land monitoring. The wind characteristics areeined using a model which relates the sea
surface backscattered signal after ground processingeiatisolute normalized radar cross-sectiBnto
the wind speed and direction relative to the radar beam.

Each Earth’s area has to be illuminated under at least thifeeaht directions to obtain unambiguous
wind characteristics. Consequently, the scatterometethrae antennas, one looking forward (the fore
antenna), one looking sideward (the mid antenna) and okénlgdackward (the aft antenna) with respect
to the spacecratft flight direction.

The swath of approximately 500 km width is parallel to thesaibllite track (approximately 220 km
separate the subsatellite track from the nearest side afithth). A regular grid of points, called nodes, is
defined inside the swath. The spacing of the grid nodes ioappately 25 km. Ac®-triplets is associated
to each node, after a weighted average of all the radar echoeived from the neighborhood of that node.
The final products, wind speed and direction, are given dt e&these nodes.

Due to the motion of the spacecraft and due to the Earth'siootathe received signal is Doppler
shifted. The Doppler shift varies significantly over thegital orbit and has to be compensated to keep
the signal into the passband of the system. It is differentife three antennas. In the Yaw Steering Mode
(YSM), the satellite is steered in roll and pitch to achieveaal normal pointing on the oblate Earth and
in yaw to compensate the Doppler shift of the mid antennahérFine pointing Mode (FPM), the satellite
is steered to achieve a pointing parallel to the axis Eacirdger-Satellite’s center of gravity (COG) and to
keep the mid antenna orientation parallel to the absoligeespaft's velocity direction.

A more detailed general description of the Scatterometeheafound in the document [5], pp 6-19,
with a short description of the on-board processing and®ttintent of the echo signal.
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Chapter 5

Ground processing description

5.1 Functional block diagram

A Ground Processing Functional Block Diagram can be fourtiédocument [14], p 19.

5.2 Signal preprocessing

The aim of the low-pass filtering operation is to increasestheal to noise ratio by rejecting frequency
components bearing no useful information. This low-passriilg operation can only efficiently be per-
formed if the useful signal spectrum is centered in the fiterdow, such that the filter only keeps the
useful signal and rejects the noise.

Centering the signal implies performing a compensatiomefoppler frequency shift induced by the
relative motion of the satellite w.r.t. the Earth. This Dygrequency shift compensation is partially
performed on-board so the useful signal would fit in the badtiwof the on-board amplifier and ADC. A
second, finer, Doppler shift compensation is performed onigd. This Doppler frequency shift compen-
sation requires taking some precaution, resampling, agaliasing artefacts, that would increase the noise
content of the signal.

Moreover since one wants to measure the energy of the sigisalequired that the spectral character-
istic of the system is flat (0dB) inside the system pass-bArmbmpensation filter, aiming at correcting the
spectral behavior of the on-board anti-aliasing filter isstrequired before the Doppler shift compensation.

5.2.1 Resampling and Refiltering
5.2.1.1 On-board filtering and sampling

The sampling frequency of the on-board ADC is 30kHz. Henalserete anti-aliasing filter has to be
used with the aim of reducing the power of signal componelmts@ 15kHz. The on-board anti-aliasing
filter used is a Bessel filter (see [11], p106) that can be nedelith equation

1
(14 a1p+b1p?)(1+azp+ b2p?)

H(p) = (5.1)

with a; = 1.3397,b; = 0.4889,a; = 0.7743 andb, = 0.3890. The parametqy = jfiC is a normalized
frequency wherd. is the considered cut-off frequency. According to the filtearacteristic mask (given
in [1], p 240, fig 3.5.2.3.2.3-5), the cut-off frequency mbstbetween 11.5kHz and 12.5kHz. A cut-off
frequency of 12kHz was considered in this document. Thaugaqy response of the filter is given by the
blue curve in figure 5.1.
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On board filtering and sampling

T - ~

Amplitude (dB)
I
o
T

1

—— Continuous time-domain filter

— — Replica due to ADC 30kHz sampling
T T T

-10 1 1 1 I
-40 -30 -20 -10 0 10 20 30 40

frequency (kHz)

Figure 5.1: lllustration of the effect of the on-board saimgpADC).

The sampling of the ADC causes aliasing. The part of the spmcdbcated at frequencies higher than
15kHz, half the sampling frequency, is aliased back. Thiliustrated by the red dashed curves in figure
5.1. These aliased components have to be interpreted as nois

5.2.1.2 Resampling

Increasing the sampling frequency (upsampling) is needlesidid frequency-leakage when the signal
will be shifted in frequency as part of the Doppler CompeiosatDC) operation.

Upsampling involves introducing more information in thgrel. Obviously, the new frequency com-
ponents of the signal are unknown. It was chosen to condigesignal coming from the space-segment
as band-limited tat15kHz (half the on-board sampling frequency). A band-ldisignal with higher
sampling frequency is thus obtained by synthesizing a ngmashaving the same spectrum foK 15kHz

and zero forf > 15kHz. |.e.
(1) f < 15kHz
S = { 0 f > 15kHz (-2)

whereS(f) is the spectrum of the original signal aBd f) is the spectrum of the upsampled signal. This
is illustrated on figure 5.2
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Resampling
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-80 -60 -40 -20 0 20 40 60 80
frequency (kHz)

Figure 5.2: Illustration of the effect of the resampling e tfrequency domain.

The main advantages of making the band-limited hypothebsmupsampling are 1) simplicity of
implementation and 2) that the goal of avoiding frequereakhge in the future DC operation is reached.
In the case here, the upsampling operation should only bsidered as a mean to avoid future problems.
The upsampling performed here is not meant to actually aszehe useful information content of the
signal and the frequency components above half the origarapling frequency (above 15kHz) should be
considered as wrong.

5.2.1.3 Réefiltering

The refiltering step performed at the same time as the regagn@ims at compensating the spectral
behaviour of the on-board anti-aliasing filter. The goabisave a flat spectrum (0dB) in the pass-band.
The spectral behaviour of the resampling filter is thus

H(T)

1 f < 15kHz
0 f > 15kHz

(5.3)

whereH (f) andH, (f) are the spectra of respectively the on-board filter and thgroond pre-DC filter.
While the filter is implemented in the frequency domain, défined using a truncated impulse response
(inverse Fourier transform &, (f)). The coefficients of the filter are given in table 5.1 (see p1]98).

Ln [ ho|
0 | 11.7648
1,1 -0.1100
2,2 | -0.5776
33| 05187
4,4 | -0.3169
55| 0.1034

Table 5.1: Non normalized amplitude correction filter tish@nain coefficients at original sampling fre-
quency (30kHz)

This leads to an approximation, where the 0dB overall chiaristic is only obtained in part of the
spectrum (see figure 5.3).
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Figure 5.3: Amplitude correction filter and the resultingeoadl spectral behaviour

5.2.2 Doppler compensation

The relative motion between the satellite and the Earttaser€auses, depending on the relative speed,
a frequency shift of the returned echo signal. Due to théfieidint orientation, this Doppler frequency shift
is different for the three antennas.

In order to have the signal spectrum fit in the on-board digsmg filter pass-band ot12kHz, a
coarse compensation of this frequency shift is performeta@ard. The on-board compensation laws are
different for the fore/aft and mid antennas (see [2], pAbTeB the actual formulas and numerical parameter
values). Moreover, in Wind Calibration mode (when the angebeam passes over ground transponders),
an additionnal frequency shift of 540kHz is applied.

The on-board Doppler compensation is not precise enouglerteqily center the signal within the
receiver band. A second Doppler compensation stage is &qgusred on ground to correct the residual
Doppler frequency shift. The frequency shift applied ootgrd is given by

Fo(T,T) = Fn(t, T) — Fg(T,T) (5.4)

whereky, Fp andFq are the on-ground residual Doppler shift, the theoreticgdfder shift and the on-board
Doppler compensation respectivelyi¢ the echo time and is the orbit time). The theoretical Doppler
shift (see section 5.3.8.8) is computed from geometryigelatand depends on the position and speed of
the satellite w.r.t. the Earth (orbit time) and on the echweti

The on-ground compensation law is implemented by a mutagilbn of the signal in the time-domain
with a Doppler compensation function

s(n)=¢e(n)s(n) n=0,..,.N-1 (5.5)

with '

e(n) = e J12H(tT)T (5.6)
wheret = n/Fs and Fs is the on-board ADC sampling frequency (30kHz(n) and s.(n) denote the
samples of respectively the original signal and the frequeshifted signal. In the actual implementation,
the phasor® = —21t(1, T)T are actually interpolated (both in slow and in fast time)rirealues found in
aLUT.

The equivalent of equation (5.5) in the frequency domain t@avolution betweerkt (k) and S(k),
respectively the discrete Fourier transfornegf) ands(n):

S(K)=E(k)«S(k) k=0,...N—1 (5.7)
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The frequency sweep @(n) is quite small but is not null and hence the correspondingtspe is not a
Dirac impulseE (k) # 8(Fq/FsN) with as consequence that the supporEdk) is not null. Hence, if the
spectrumS(k) is not zero for somé& > Ng, with N — Ns > N, leakage will occur in the frequency domain
(Ns andNg are the size of the support of the signal and the Doppler cosgi®n function respectively).

This frequency leakage is due to the fact that implementiegravolution using a multiplication in
the discrete Fourier-transformed domain implies the hygsis of a circulant filter (samples past the last
samples are again the first samples, hence the name “citulan

Since the signab(k) was upsampled in the Fourier-transformed domain, the gpeaif the signal is
zero for some frequency on and there is no problem of frequieakage.

5.2.3 Low Pass Filtering — Butterworth filter

The aim of this filter is to keep only the useful signal whilgeating the other components (considered
as noise) in order to increase the signal to noise ratio.

The filter currently chosen is a low-pass 4th order Buttetiwvbiter with cut-off frequencies (-3dB) of
8.8kHz and 6.4kHz for respectively the Mid and Fore/Aft begsee [1], table 3.5.2.2.2.2.1, p198). The
behaviour of the filter is illustrated in figure 5.4.

Refiltering
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Figure 5.4: Low-pass filter and its effect on the overall $gg#bdehaviour of the system

This filter is implemented in the frequency domain. It is expe that due to the way the previous
modules are implemented, and particularly due to the sigxtainsion (adding zeros in the time domain)
to 256 samples as part of the resampling and refiltering tiparano particular care should be taken
regarding the time-leakage phenomenon. The time-leakatged depends on the size of the support of
both the signal to be filtered and the impulse response of ltee ifself. To avoid aliasing, it is required
thatNs + Ns < N whereN; andNs are the number of non-zero samples (size of the supportspértively
the filter's impulse response and the signal to be filtered Mithe total number of samples of the output
signal.

5.2.4 Envelope detection

The signal received on ground is to be considered as a corplard signal (actually, the in-phase
and in-quadrature parts)

s(n) = s (n) + jso(n)? (5.8)
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wheres (n), so(n) ands(n) are the real (in-phase), imaginary (in-quadrature) andctmaplex-valued
signal, respectively. The envelope detection involvesmaihe modulus of this complex-valued signal i.e.

p(n) = |s(n)|? = s () + sq(n)? (5.9)

wherep(n) represents the signal instantaneous power.

5.3 Signal processing

5.3.1 Kp Calculation

Complementary data relative to the accuracy ofdh@alues will be needed as input to tb&to wind
conversion. This accuracy information is contained ink@arameter, which is determined for each node
and each beam.

Afirst approach, described in [14], p44, bases the estimatitheK, value on the noise to signal ratio

with the following expression:
Ky— = (1 &'Se) (5.10)

p— \/M + ) '
whereM is the effective number of independent signal samples, agad, is the 0° equivalent of the
receiver noise power.

Another approach calculaté&s, by determining the standard deviation of the derig@dalues them-
selves. The algorithm used to compute the standard deviggtee [9], p6) requires the unaveraged mea-
surement bloclo; j , samples. An estimation fa€, can be deduced with:

0]
Ko = 100x S2%) (5.11)

0'0

The first approach is based on the computation oftp®n the noise power taking into account the
correlation between samples, while the second is basedtatistisal study of the standard deviation of the
0°. The second approach requiriog; p values for the computation of variance, correlation coieffits
and thus standard deviation, this step must be executeddgfick averaging.

The first approach takes only into account the noise leveborea on-board while the second approach
considers the variations of tlw@ and thus is also able to take into account the noise due t&lspatherent
to coherentimaging systems.

5.3.2 Block Averaging

Block averaging consists in averaging the power of corredjpg samples of all the echoes (nominally
32) part of one measurement block. The aim of this averagitgrieduce the variance of the signal due to
the noise. This is justified by the fact that the area imageddnh of the pulse of the same measurement
block is approximately the same, given the duration of ti3spulses.

The variance of the signal is only effectively reduced if fosver (or intensity) of independent signals
samples are averaged. If the independence assumptionvalithtthe variance reduction will be smaller.
This averaging has to be performed incoherently, i.e. optieer (or intensity) signal (squared amplitude).
If the signal samples were really independent, their phamdd\bear no relationship and hence a coherent
averaging (taking the complex phase into account) woulsligeoa meaningless result.

5.3.3 ADC Nonlinearity Correction

Radiometric sampling errors may occur due to nonlinearitiethe Analogical-to-Digital Converter.
Indeed the signal power may be such that a significant prigmoof samples exceeds the ADC maximum
level or is below the least significant bit level. The cori@ctof these nonlinearities, based on a statistical
correction of the power, occurs after block averaging.
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The correction factor is defined as the ratio of expected ADput power to the expected ADC input
power in function of the expected ADC output power for a Reghedistributed input signal:

Pout
Pin (Pout)

and is contained in a look-up table. This correction facdarded to evaluate the expected input poier
in function of the expected ADC outpBy::

C(Pout) =

(5.12)

Pout
C(Pout)

The ADC nonlinearity correction has to be performed for tloek averaged target echo as well as for
the noise averages. For the block averaged echo, one has

IDln:

(5.13)

__s(n)
SPC(n) = CPor) (5.14)

wheres(n) ands*P¢(n) are the real signal power after block averaging and after AD@linearity correc-
tion, respectively. Th®&,,; used is computed by making a running average of the signa¢pafter block
averaging on thé&l last measurement block, wheXds a parameter.

For the noise samples,

pc_ =N
N = s (5.15)

wheresy = s, + % is the sum of the noise power respectively for the |- and QankhandsiPC is the
noise power after ADC-nonlinearity correction.

In both cases, the correction coeffici€hn function of the output power is logarithmically interpbed
(see [14], p 86 for the details).

5.3.4 Noise Subtraction

In reality, the target signal plus the receiver noise powenéasured rather than the target signal alone.
To improve the instrument accuracy the receiver noise pisvereasured separately and then subtracted
from the sum of both.

The noise correction is performed by subtracting from eacyet sample of one measurement block,
the averaged noise power estimBtecorresponding to that measurement block:

s:(n) = sy(n) — CuPy (5.16)

wheres, is the square of the averaged uncorrected target signa.ahd corresponding noise-corrected
target signalPy is the average of the noise power estimates of the corregppnueasurement block.

Cn is the noise correction factor. It is constant and dependfi@moise processing chain (see [14],
p34) but is different for each beam.

5.3.5 Internal Calibration Correction

Internal calibration consists in injecting a small fractif the transmit signal directly into the receiver
low noise amplifier. During each block, 4 calibration measuents take place. These calibration measure-
ments are received on-groundlaandQ samples.

On-ground, thesé and Q samples are first corrected for I/Q imperfection (gain irabak, non-
orthogonality and DC-bias), see [14] p94. The samples spaeding to one calibration pulse are averaged
together (using a weighting function) to give the energyhaitjpulse. The energies of the 4 pulses corre-
sponding to one measurement block are averaged togettewdénto reduce quantization noise, the result
is further low pass filtered across several measuremeritblpcan exponential (recursive) filter (see [14],
p96).
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Finally, the correction factor is computed

9c = E/9g (5.17)

whereZ is the filtered calibration pulse energy amg is the reference internal calibration pulse energy.
The correction factor is then applied to the signal and tathise:

s(n) =s(n)/gc (5.18)

wheres(n) ands:(n) denote the signal samples respectively before and afteoii@ation. The formula is
similar for the noise IC correction.

5.3.6 Normalization

The signal power at the output of the block averaging is pridgaal to the instantaneous power. It has
to be related to the backscattered coefficient to obtaiw®hdhis operation is called normalization.
The normalization factofy from the echo power profile to the surface backscatter cosftics (see
[11], p17 and p70; see also [6]):
R®sin®
fn(n) = —— (5.19)
GZ (Ber)

where
e R=slantrange, ie the distance between the spacecraft atartfet point.= ct/2
e O(n) = incidence angle at the target point
e Gg(Bei(n)) = one-way antenna gain in the beam elevation plane at thedaglefg(n)

These values are interpolated in slow-tirmig(n) being kept constant for several FMA sequences (see [14],
p97). The factoiGe takes into account antenna gain variation around the odgittd thermal variations
(see [5], p206, p549).

The normalized power is thus obtained by multiplying theaigpower by this normalization coefficient

a®(n) = fn(n)s(n) (5.20)
= fn(n)s(n)/gc (5.21)
= s(n)/N(n) (5.22)

wherea®(n) is the backscattering coefficient (normalized echo powgmadisample)s(n) is the unnor-
malized echo power signal sample before the IC correctign) is the unnormalized echo power signal
sample after the IC correction, ahldn) = gc/ fn(n).

5.3.7 Spatial Filtering

Spatial filtering denotes here the operation of computirgsihatially averaged® values at the node
locations. The spatial filtering is used to make the imputsponse of the scatterometer system match the
requirements. Moreover, it is also necessary to reducelidmsirgy artefacts due to the coarse along-track
sampling.

The spatial averaging at the node location can be seen asia §fiaring of irregularly sampled data,
the filtered result being resampled at the node locations.

The spatial weighting function used to perform the spatiataging is given by (see [5], p583)

_ [ B+(1-B)cos(Z —L/2<l<L/2
() _{ 0 ) elsewhere (5.23)

whereL is the size of the window anflis a coefficient. Fop = 1, one has a plain rectangular window; for
B = 0.54, one has a Hamming window. The size of the windokas a direct influence on the spatial and
spectral resolution.
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A two-dimensional window is obtained by making the sepditgtassumption

W(X,y) = WL(X)WL(Y) (5.24)
Theao® value at a node will thus be
Y (xy)en WX, ¥) 0% (X+Xn, Y + Yn)

Z (xy)eD W(Xa Y)

wherea? is the averaged® value at the node located {®,,yn) andD is the set of samples located inside
the weighting window [k — x| < L/2 and|y — yn| < L/2). For the ease of implementation, the weighting
function was sampled, thus leading to possibly having a filleight being used by several samples. Hence
the normalization factows (Xn, Yn) = ¥ xy)e0 W(X,Y), needed to be re-computed for each node, even if the

weighting functionw(x,y) is normalized.
The node location is further discussed in section 5.3.8.9.

o (Xn, Yn) = (5.25)

5.3.8 Geometry Parameters Calculation
5.3.8.1 The GEM-6 Model

In order to calculate surface related quantities, a gedoa¢treference model of the Earth is used.
This model, the GEM-6 (Goddard Earth Model 6) describes athEaference ellipsoid. This ellipsoid
is obtained by the rotation of an ellipse around the Eartbtation axis. It can be thought of as an oblate
spheroid. The GEM-6 approximates the Earth surface ovesdbans better thahh 100 m.

The equation for the GEM-6 Earth model (ellipsoid) is given b

2 \2
X4y 7
2 + 2= 1 (5.26)

In this equation, there are two constartandb. To increase the numerical precision, these parameters

are specified as

e equatorial Earth radius= 6378.144 km
e oblateness coefficient=1/298.257
and the polar Earth radidscan be deduced from these values
b=a(l-f) (5.27)
The eccentricity of the meridian cross-section can alsodfimed as

2_h2
em V2T 2= /3P (5.28)

a2

A North Pole
N

South Pole

Figure 5.5:The GEM-6 Model
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This definition is coherent with the documents:
e [21]p 19

e [14] p 102 : Earth model

e [2]pA.2-3

5.3.8.2 The Orbit Propagator

The basis for the geometry modeling is the ERS Orbit promagatmbined with the Earth reference
model GEM-6. The orbit propagator delivers spacecrafttfpzsand velocity vectors at given time.

The combination of the orbit propagator and the GEM-6 moslelssumed to model the real world.
Any difference between the models and the true world is oth@fpresent consideration.

5.3.8.3 The Different Coordinate Systems Used

There are a lot of intermediate coordinate systems usednsftsrm the expression of a vector given in
one of the three antenna frames to its corresponding expndsghe inertial frame, or to make the inverse
transformation.

The reference documents do not always use the same intat@edordinate systems to calculate this
global transformation. See [5], pp 224 to 234 and [21], ppolD& for the transformation matrices between
the coordinate systems used in these documents. Besidestite documents, there are other documents
that use different frames ([21], p 40).

But of course, the intermediate coordinate systems mayawa &n influence on the result: the expres-
sion from the same vector given in the inertial frame or in ohéhe antenna frames must be the same
whatever the intermediate coordinate systems used araseTiermediate coordinate systems only exist
to make the transformations between the inertial frame hedtree antenna ( FOR, MID, AFT ) frames
easier.

For the simplicity the coordinate systems used in [5] wilkokaered to in this description. The naming
convention used in [5] is not always coherent with the onel us¢he other reference documents. To avoid
ambiguity, the name of some of the frames defined in [5] wasgéd in this description.

The definition and main characteristics of each frame wét fie presented in the next section, followed
by the transformation between these coordinate systems.

All the coordinate systems are right-handed Cartesiandioate systems.

5.3.8.3.1 Inertial Frame:y-frame

This frame is commonly used as the basic astronomical sy&ieworbit calculations. In reality, this
frame is not totaly inertial but must be considered as a goesiial system. In this study, it is nevertheless
considered as an inertial frame.

It is an Earth centered (or geocentric) system, with (theyy)-plane merging the Earth’s equatorial
plane and they-axis pointing to the vernal equinox. The slow precessiotihefk-axis is neglected. The
z,-axis completes the right-handed Cartesian coordinatersyand is pointing to the north pole.

5.3.8.3.1.1 Main characteristics
e geocentric system
¢ (Xy,Yy)-plane lying in the Earth’s equatorial plane
e Xx,-axis pointing to the vernal equinoy)(

e z,axis pointing to the north
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Figure 5.6:Inertial frame:y-frame
5.3.8.3.1.2 References
This definition is coherent with:
e [5] p 214: Right Ascension Declination Framgefame)
e [21] p 7: Geocentric Inertial Coordinate Syste@l{frame)
e [14] p 103: Right Ascension Declination Frameftame)

5.3.8.3.2 Latitude-Longitude Frame:g-frame

This geocentric frame is fixed to the rotating Earth, withtkgyg)-plane lying in the Earth’s equatorial
plane and theg-axis pointing to the Greenwich meridian. Thgaxis points to the north and completes
the right-handed Cartesian frame.

5.3.8.3.2.1 Comment

Thisg-frame is compliant with the inertigiframe once a day, when the Greenwich hour angle is equal
to zero.

5.3.8.3.2.2 Main characteristics
e geocentric system
e Earth fixed system
¢ (Xg,¥g)-plane lying in the Earth’s equatorial plane
e Xg-axis pointing to the Greenwich meridian

e Zg-axis pointing to the north pole
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Figure 5.7:Latitude-Longitude frameg-frame

5.3.8.3.2.3 References
This definition is coherent with:

e [5] pp 218-219: Latitude-Longitude framg-frame)
e [21] p 9: Latitude-Longitude Coordinate Syste@frame)
e [14] pp 103-104 : Latitude-Longitude framg-{rame)

5.3.8.3.3 Geocentric Orbital Frame:geoorbframe

This is a geocentric system. Tli®yeoorb Ygeoorh)-Plane lies in the satellite’s orbit plane. TRgoortr
axis is pointing away from the Earth’s centre to the satdlicentre of gravity (COG). Thgeoorraxis is
perpendicular to thegeoorraxis and in the plane containing the absolute velocityaeafthe satelliteysg,
such that the velocity vector of the satellite is approxihaalong theygeoortraxis:

COS(Vsg, Ly o) > O (5.29)
Thezgeooriraxis completes the right-handed Cartesian coordinatersys
5.3.8.3.3.1 Main characteristics
e geocentric system
e (Xgeoorb Ygeoorb)-plane lying in the momentary orbit plane
® XgeoorraXis pointing in the direction from geocenter to satellite

e inthegeoorbframe, the spacecraft velocity vector has a posiigorircomponent.

March 1, 2012 25 Scatterometer Algorithm Review



/
K Zgeogrb
1 7z ’

) __-~"Satellite momentary orbit

Figure 5.8:Geocentric Orbital framegeoorbframe

5.3.8.3.3.2 References
This definition is coherent with:

e [5] p 214 : Satellite reference framgAg)

5.3.8.3.4 Satellite Centred Orbital Frame:satorbframe

This frame has its origin in the spacecraft's COG. TR&torb, Zsatorb)-plane lies in the satellite’s orbit
plane. Thezsgorp-axis is pointing away from the Earth’s centre to the saliCOG. Thexsaiorp-axis is
perpendicular to thes,or-axis and in the plane containing the absolute velocityamed, of the satellite
such that the velocity vector of the satellite is approxishaalong thexsaiory-axis:

cog Vs, Lyyior) > O (5.30)
Theysatorp-axis completes the right-handed Cartesian coordinatersys
5.3.8.3.4.1 Comments
The main difference between the geocentric orbital frantetha satellite centred orbital frame is that

these frames don’t have the same origin. Apart from thisstedion between the frame’s origins (Earth’s
centre and satellite’s COG, respectively), there is onhaagformation between the axes:

(Xsatorb Ysatorby Zsatorb) = (YQeoorb Zgeoorb, Xgeoorb) (5.31)

5.3.8.3.4.2 Fine Pointing Mode
This frame is normally used as a reference frame for thelgatlattitude steering: it defines the
absolute pointing of the satellite for the fine pointing mode

5.3.8.3.4.3 Main characteristics
e spacecraft’s COG centred system
e (Xsatorb Zsatorb)-plane lying in the momentary orbit plane
e Zsaor-@Xis pointing in the direction from geocenter to satelittOG

e in thesatorbframe, the spacecraft’s velocity vector has a positie,r-component.
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Figure 5.9:Satellite Centred Orbital framasatorbframe

5.3.8.3.4.4 References
This definition is coherent with:

e [21] p 7: Orbit Coordinate System (Orbit-Frame)
e [2] p A.2-2: Local Orbital Reference Franf&,R,L)

5.3.8.3.5 Relative Satellite Centred Orbital Framerelsat-frame

This frame has its origin in the spacecraft’s centre of gya€OG). Thez sa-axis is pointing in the
direction of the outward local normal of the Earth’s refererllipsoid defined by the GEM-6 model. The
Vrelsat-@Xis is in the direction of the velocity vectch”SC of the subsatellite point relative to the Earth model
surface, taking into account a plane elliptical orbit witle brbital elements of the ERS-2 Reference Orbit
(see [2], p 3-1). Theesar-axis completes the right-handed Cartesian coordinatersys

5.3.8.3.5.1 Comments

The unit vectors of this frame are close to the unit vectothesatorbframe (not taking into account
a rotation of 270 around thez-axis). The main difference is that tlygsa-axis is now by construction
aligned with the relative ground track velocity of the shtielbut still perpendicular to theesa-axis,
which is close but not compliant with theyorraxis. TheXsaor-aXis is not, in general, perfectly parallel
with the velocity vector of the satellite.

5.3.8.3.5.2 Yaw Steering Mode

This frame is normally used as a reference frame for thelgatelattitude steering: it defines the
absolute pointing of the satellite for the yaw-steering medth Xrejsat, Yrelsat, Zelsat P€ing the pitch, roll
and yaw axes respectively.

5.3.8.3.5.3 Main characteristics
e spacecraft's COG centred system

® Zelsar-aXis pointing in the direction of the outward local normathe geodetic subsatellite position
(nadir)

e Vielsar-axis pointing in the direction of the relative ground traedocity vector

e Xelsa-aXis completing the right-handed Cartesian coordinasesy
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Figure 5.10Relative Satellite Centred Orbital Franrelsat-frame

5.3.8.3.5.4 References
This definition is coherent with:

e [5] p 215: Local relative orbital frame 2{frame)

e [2] p A.2-3: Local Relative Orbital Reference Frarfi€,R,L’)

5.3.8.3.6 Platform Frame:plat-frame

This frame is fixed on the spacecratft.

Its origin is at the spacecraft's COG. Thgg-axis is parallel to the outward normal to the surface
carrying the stowed solar array. Thgg-axis is parallel to the longitudinal (downward verticakisaof
the satellite on the launch vehicle. Thgy-axis completes the right-handed Cartesian coordinatersys
and is such that: .

cogVsc, 1y, ) >0 (5.32)

5.3.8.3.6.1 Yaw Steering Mode and Fine Pointing Mode

This frame is, if the pointing errors are neglected, respelgt merging the Relative Satellite Centred
Orbital Frame in the Yaw Steering Mode, and the Satellitet@enOrbital Frame in the Fine Pointing
Mode (up to a rotation of 270around thez-axis).

5.3.8.3.6.2 Main characteristics
e spacecraft’s COG centred system

fixed on the spacecraft

Zpiat-axis parallel to the outward normal to the surface carryitegstowed solar array

Xplat-axis parallel to the longitudinal (downward vertical) suif the satellite on the launch vehicle

Yplat-axis completes the right-handed Cartesian frame
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Figure 5.11Platform frame:plat-frame

5.3.8.3.6.3 References
This definition is coherent with

e [5] p 215: Platform frameR-frame)

e [21] p 8: Platform Coordinate System (Platform-Frame) ggtthat pitchy-axis (in stead ok-axis)
and roll=x-axis (in stead of-axis)

e [2] p A.2-6: Attitude (Piloting) Reference Frant¥p, Yy, Zp), except for the origin of the frames

5.3.8.3.7 Antenna Framesa-frames = for, mid, aft-frames

There are three antenna frames, one for each béammid andaft-beam.

For each of the AMI antenna frames, th,vya)-plane is parallel to the antenna reflecting surfaces,
with thexay-axis parallel to the longitudinal side of the antenna,zhexis is in the direction of the normal
to the surface, to the mechanical boresight direction, hedsatellite’s velocity vector has a positivg
component:

CogVap 1r,) > 0 (5.33)

These frames are thus in a fixed orientation in regard wittpthtorm frame.
The offset between the origin (centre of the antenna) oktlhesenna frames and the satellite’s COG is
constant, and noteag,, in theplatformframe.

5.3.8.3.7.1 Main characteristics
e antenna centered system
o fixed on the spacecraft
e (Xa,Ya)-plane parallel to the antenna radiating surface
e (Ya,Za)-plane representing the elevation plane

e in thea-frames, the spacecraft’s velocity vector has a poskiveomponent; for thenid-beam, the
Xmig-axis is pointing approximately in the flight direction oktkatellite
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e Zy-axis pointing in the direction of the normal to the surface

Antenna A Ya
&——>
Za Xa
L

Figure 5.12:Antenna framesa-frames

5.3.8.3.7.2 References
This definition is coherent with:

e [5] p 216: Antenna frameA)

e [21] pp 8-9: Scan Coordinate Systems (Scan-Frames), eXuapthez-axis of these refers to the
electrical boresight direction and not to the mechanicatbight direction

e [2] pp A.2-8 - A.2-9: Antenna Local Reference Fran{®anT, YANT, ZANT)

5.3.8.4 The Transformations between the Coordinate Systesn

5.3.8.4.1 Inertial frame to Latitude-Longitude frame Transformation

The transformation matrix from the Inertial frame to theitiate-Longitude frame is a rotation matrix
around the commowmaxis of these two frames. The rotation angle, ndBth, is the Greenwich hour
angle. The value oBHA depends of the orbit time and is calculated by the ERS orbpagator.

Notation Zypqg

Expression
cosGHA sinGHA 0O
Tpg= | —sinGHA cos GHA 0 (5.34)
0 0 1

Property If Ty is a vector given in the Inertial frame, then the correspogdiector in the Latitude-
Longitude framery, is given by:
T -

g = Typg-Ty (5.35)
Inverse tranformation Because of the general property that the inverse matrixof a rotation matrix
A, is equal to the transposed mata the inverse matrix offyog, notedZgyy, is easily deduced.

Ty =Treg " = Toeg (5.36)

In the same way, iﬂ,’ is a vector given in the Latitude-Longitude frame, then tberesponding
vector in the Inertial framey, is given by:

— —
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Figure 5.13y2g-transformation

5.3.8.4.2 Inertial frame to Geocentric Orbital frame Transformation

The transformation matrix from the Inertial frame to the Gewtric Orbital frame is a matrix composed
by three successive rotation matrices.

e rotation by an angl@ around the-axis: the first intermediate coordinate system is noxedy, z1 )
and the transformation matrix from the Inertial frame tcstfiist intermediate frame, notefjint, ,
is:

cod sinQ O
Tyint, = —s(i)nQ COSQ (i (5.38)

e rotation by an anglearound theq-axis: the second intermediate coordinate system is @teygb, z»)
and the transformation matrix from the first intermediatnfe to this second intermediate frame,
notedZint, 2int,, iS:

1 0 0
Tnty2in, = [ O cod  sini (5.39)
0 —sini cos

e rotation by an angle = v + waround thex-axis: the third coordinate system merges the Geocentric
Orbital coordinate system. The transformation matrix frihv@ second intermediate frame to the
Geocentric Orbital frame, noteh,2geoorb IS:

cosu sinu 0
Tinty2gecorb= | —sinu cosu 0 (5.40)
0 0 1

The three rotation angl€3, i andu = v + w are respectively:

e Q :=the longitude of the ascending node

e i :=the orbital inclination

e U=V+ w:=the spacecraft angle in orbit plane from the equator aatitending node:

— v :=the true anomaly
— w:=the argument of perigee

The values of, i andu depend of the orbit time and are given by the ERS orbit projoega
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Figure 5.14y2geoorbtransformation

NOtatIOﬂ TVZQeoorb

Expression
TVdeOOI‘b = rZidnt229eoorb‘1idnt12int2-'T\/Zintl (5-41)
cosu sinu 0 1 0 0 cod sinQ O
= —sinu cosu 0O 0O cos sin —sinQ co O
0 0 1 0 —sini cos 0 0 1

Property If Ty is a vector given in the Inertial frame, then the correspogdiector in the Geocentric
Orbital frame fgeqorb IS given by:

— —
I'geoorb= Zyzgecorb Iy (5.42)
Inverse tranformation
-1
Tgeoortﬂy = Ty29eoorb

-1
= (qfntZZQeoorb 'ant12int2 -TVZintl)

-1 -1 -1
= 'TVZintl -qidntlzintz -qidntZZQeoorb

qfntlzy- rZidntz 2inty - Tgeoortﬂintz
= {Iy2int1t~'ant12int2t~'zfnt229eoorl; (5-43)
So, ifrgeqorbiS @ vector given in the Geocentric Orbital frame, then theesponding vector in the
Inertial frame,r_y’, is given by:
= Tgeoortey-Tgeoorb (5.44)
Remark The transformation matrix from the Inertial frame to the Gemtric Orbital frame can also be

expressed using the vector position of the satellite’s crggcand the absolute velocity vector of the
satellite’s COG/I;, given in they frame:

Uy lx Uz lx  Usy)x
Ty2gecorb= Lﬁ J UﬁJ y (5.45)
Uy, |z UzyJ
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where

U, = fe/llel (5.46)
U, = Fyeo X Vieo! IFyee X e (5.47)
Uz, = Us,x Uyy/||Us x Uyl (5.48)

5.3.8.4.3 Geocentric Orbital frame to Satellite Centered @bital frame Transformation

The transformation from the Geocentric Orbital frame to 8aellite Centered Orbital frame is the
composition of a matrix of transformation and of a transkafirom the Earth’centre, centre of the Geocen-
tric Orbital frame, to the satellite’s COG, centre of theedlde Centered Orbital frame.

: —_—
Notation rZZ;eoortﬁsatorb and l'geoorkyc

Expression

0 10
0 01
1 00

Tgeoortesatorb = (5.49)

I'gecory. IS @ vector exprimed in thgeoorbframe, from the Earth’'centre to the satellite’s COG.
Reducing the spacecraft to its COG, this vector corresptmtiee spacecraft position given in the
geoorbframe.

Property If Fgeoorbis @ vector given in the Geocentric Orbital frame, then theesponding vector in the
Satellite Centered Orbital framegiorh, iS given by:

F'satorb = Tgeoortpsatorb (rgeoorb— rgeoortgc) (5.50)
Inverse tranformation
(Isatorngeoorb = (Zz]eoorszatorb_l
0 0 1
= 1 0 0 (5.52)
010

So, if Fsatorb IS @ vVector given in the Satellite Centered Orbital framentthe corresponding vector
in the Geocentric Orbital framegeoors IS given by:

— — s
I'geoorb= Zsatortegeoorb I'satorb+ I'geoorky (5.52)

5.3.8.4.4 Inertial frame to Satellite Centered Orbital frame Transformation

The transformation from the Inertial frame to the Satellisntered Orbital frame can be easily deduced
from the previous sections (5.3.8.4.2) and (5.3.8.4.3).

Notation Zypsatorbandry,,
Expression
T\/Zsatorb = %eoor&satorbTVdeoorb
= %eoortﬁsatorb (‘Zidnt229eoorb ‘Zidntlzintz -TVZintl) (5-53)

fye. IS @ vector expressed in thyeframe, from the Earth’centre to the satellite’s COG. Idfyittg
the spacecraft to its COG, this vector corresponds to theegpaft position, position given in the
y-frame.
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Property If r_y’ is a vector given in the Inertial frame, then the correspogdiector in the Satellite Cen-
tered Orbital frameisaorh, IS given by:

— -
I'satorb = Typsatorbr (ry - rysc) (5.54)
Inverse tranformation
T = -
satorley = y2satorb

= (%eoortﬁsatorb Tngeoorb) =
TVdeOOI‘b_l- 'Tgeoortﬂsatorb_l
= %eoortﬁy- Tsatorkﬂgeoorb
((1‘\/2int1t ~(1i‘nt12int2t ~(1?nt22geoort} ) . {Z;atortheoorb (5-55)

So, if Fsatorb IS @ vector given in the Satellite Centered Orbital framentthe corresponding vector
in the Inertial frameﬁ’, is given by:

—

vy = ZTsatorty-Tsatorb+ rT)sc (5.56)

5.3.8.4.5 Satellite Centered Orbital frame to Relative Sallite Centered Orbital frame Transfor-
mation

These two frames have the same origin. The transformatidnxfieom the Satellite Centered Orbital
frame to the Relative Satellite Centered Orbital frame igearined with the help of two vectors, the
outward local normal in the nadir and the relative grounddreelocity. These vectors depend on the orbit
time. They are calculated by the ERS orbit propagator ang dhe given in the Inertial frame (or in the
latitude-Longitude frame).

. — V4
Notation Tgatortprelsat: Ty, and\/y

Expression To calculate the rotation matri&atorierelsat, the rotation matrice@geooripreisat aNdZgeooripsatorb
will be used. The rotation matrifgeqorioreisat IS €asily calculated with the help of the two vect@s

iy
andV;, as explained below.
e iy, =the outward local normal in the nadir, expressed inytframe
—
° \/y =the relative ground trace velocity, expressed inytfimme

The first step consists in expressing these vectors in thegbdric Orbital frame, with the help of
the corresponding transformation.

I'geoorl:h = Tngeoorbr_y,: (5.57)
—_— —
Véeoorb = Typgeoorb \/y (5.58)

With these two orthogonal (by definition) vectors, a righnbed Cartesian coordinate system can
be built. To have an orthonormal coordinate system, thes®rsehave to be normalized.

—

1rge00rb1 = rgeoorb]/H rgeTo)rb.” (559)
— _
1\/geoorb \/QGOOI‘IJ ||\/9600I‘d‘ (560)

The third vector, completing the right-handed Cartesiaordimate system, is:

(5.61)

1\/geoorb X 1r9“~‘00'b1
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These three vectors, expressed in the Geocentric Orkataky define the unit vecto(?x, T;,, TZ)) of
the Relative Satellite Centered Orbital frame:

1Xgeoorb - 1‘/geoorb X 1rgeoorb1 (5-62)
1ygeoorb = l\/geoorb (5 ' 63)
1deoorb = 1rgeoorb1 (5 . 64)

Hence, the rotation matrix between the Geocentric Orhigathe and the Relative Satellite Centered
Orbital frame is formed by these unit vectors, and the matxpression is:

—_—

1\/geoorb X 1rgeoorm
—

%eoorlﬂrelsat = 1\/ (5.65)
geoorh
—=
1rgeoorb1
1"&;eoorb X 1rgeoormJ X 1"&;eoorb X 1rge00rb1Jy 1\/g:1e00rb X 1rge00rb1J z
- 1\/geooer X 1\/geooer y :I-\/geoorlryJ z
1rgeoorm J X 1rge00rb1 J y 1rge00rb1 J z

The rotation matrix between the Satellite Centered Orhitathe and the Relative Satellite Centered
Orbital frame can now be deduce with the help of the followiglgtion:

%eoortﬁrelsat = {Z;atortzrelsat-%eoorlﬂsatorb (5-66)
Or,
-1
Tsatorbzrelsat = %eoorbZrelsat-%eoorszatorb (5-67)
= %eoortﬁrelsat-Tsatorbzgeoorb
l\/geoorb X 1rgeoorb1 J y l\/geoorb X 1rgeoorb1J z l\/geoorb X 1rgeoorb1J X
o — — l—)
B :L\/geoon:yJ y :L\/geoon:yJ z V;;eooer X
1rge00rb1 J y 1rge00rb1 J 4 1rgeoorm J X

Property If Fgeoorbis a vector given in the Geocentric Orbital frame, then theesponding vector in the
Relative Satellite Centered Orbital framigysa;, is given by:

— s
Mrelsat = Tgeooriprelsat- (rgeoorb— rgeoortgc) (5.68)

wherergeoorh, iS the vector expressed in tigeoorbframe, from the Earth’centre to the satellite’s
COG.

And, if Fsarorh IS @ vector given in the Satellite Centered Orbital framentthe corresponding vector
in the Relative Satellite Centered Orbital framgisay, iS given by:
Mrelsat = Tsatortprelsat-lsatorb (5.69)

Inverse tranformation

-1
{ZFeIsaQsatorb = Tsatorbzrelsat

-1
= (%eoorb?relsat-Tsatorngeoorb)

-1 -1
Tsatorngeoorb -Tgeoortﬂrelsat
= %eoortﬁsatorb q?elsaneoorb (5-70)
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where

-1
%eoortﬁrelsat = q?elsaneoorb
t
= %eoortﬁrelsat (5-71)
Thus,
t
q?elsaﬂsatorb = %eoorlﬂsatorb %eoorlﬂrelsat (5-72)

So, ifrrelsat IS @ vector given in the Relative Satellite Centered Orliitahe, then the corresponding
vector in the Satellite Centered Orbital framgyorp, IS given by:

— —
Fsatorb = Trelsatsatorb lrelsat (5.73)

5.3.8.4.6 Inertial frame to Relative Satellite Centered Obital frame Transformation

The transformation from the Inertial frame to the Relatiaéeflite Centered Orbital frame can be easily
deduced from the previous sections 5.3.8.4.4 and 5.3.8.4.5
Notation Zypreisat andry,

Expression

TereIsat = qéatorkﬂrelsat-TVZSatorb (5-74)
= (%eoorlﬂrelsab{Z;atortheoorb) . (%eoorszatorb Tﬁgeoorb)
= %eoormrelsat~Ty2geoorb
= Tgeoortﬂrelsat- (qfntzzgeoorb 'ant12int2 . TVZintl)

fye. IS the vector exprimed in theframe, from the Earth’centre to the satellite’s COG.

Property If Ty is a vector given in the Inertial frame, then the correspoggtictor in the Relative Satellite
Centered Orbital framég|sa, IS given by:

Melsat = Tyrelsat- (r_\; - @) (5.75)
Inverse tranformation

-1
q?elsaﬂy = TVZrelsat

= (q;atorthelsat~Ty25atorb)

Tstatorb_ 1~ {Isatorthelsat_l

= Tsatorto~ {ZFeIsaQsatorb

= (T\/Zintlt -‘Zidnt;LZintzt . qfnt22geoort)t ) . Tsatorkﬂgeoorb Tgeoortﬂsatorb rZFelsa12geoorbt

= (T\/Zintlt -‘Zidnt;LZintzt . qfnt22geoort)t ) . quIsaneoorbt (5-76)

So, ifrrelsat IS @ vector given in the Relative Satellite Centered Orliitahe, then the corresponding
vector in the Inertial framey, is given by:

— s
Iy = Trelsary-Mrelsat + Mys (5.77)

5.3.8.4.7 Relative Satellite Centered Orbital frame to Pldorm frame Transformation

The transformation from the Relative Satellite Centeredit@rframe to the Platform frame is deter-
mined by the AOCS pointing errors when the satellite is bgggaw steered.

The transformation matrix from the Relative Satellite @eatl Orbital frame to the Platform frame is
a matrix composed by three successive rotation matrices.anhles to be considered for these rotation
matrices are the AOCS pointing errors.

March 1, 2012 36 Scatterometer Algorithm Review



e rotation by an anglé, around thexeisat-axis: the first intermediate coordinate system is noted
(X6,Y6,25) and the transformation matrix from the Relative Satellisnt@red Orbital frame to this
first intermediate frame, notefeisapintg iS:

1 0 0
Trelsaeintg = | 0 cosdy  sindy (5.78)
0 —sindy cogy

e rotation by an anglé\;, around theyg-axis: the second intermediate coordinate system is noted
(x7,¥7,27) and the transformation matrix from the first intermediagafe to this second intermediate
frame, notedZintgoint, , iS:

cod)dy 0 —sink;
qfntGZint7 = 0 1 0 (5-79)
sinfdy 0 cod\

e rotation by an anglé, around thezz-axis: the third coordinate system merges the Platformadieor
nate system. The transformation matrix from the secondrirgdiate frame to the Platform frame,
notedZing;2plat, Is:

coddp simdyp, O
Tintyoplat = | —Sindp coshp O (5.80)
0 0 1

where thehy, Ay andA are respectively:
o Apjich is the error in pitch

e A is the errorin roll

o Ayawis the errorin yaw

Notation Treisappiat

Expression
(ZFeIsanlat = {Z?nt72plat . (ant62int7 . {ZFeIsatQintG (5 . 81)
cosddp, sinyp, O cod\, 0 —sin/; 1 0 0
= —sindp coyp, O 0 1 0 0 codyy sindy
0 0o 1 sinfyy 0 cog 0 —sindy cogyy

Property If riesat is @ vector given in the Relative Satellite Centered Orliitahe, then the corresponding
vector in the Platform framep_m{, is given by:

— —
Iplat = {ZFeIsatQplatTrelsat (5-82)
Inverse tranformation
-1
TplatZreIsat = quIsanlat

-1
= ({Z?nt72plat . (ant62int7 . {ZFeIsatQintG)

= (qulsaQinte)il- (qidntGZint7)71- (‘Zidnt72plat)71

= {Z?ntGZrelsat~ (ant7 2intg - (Iplatzint7
t t t
= {ZFeIsatQintG ~(1?nt62int7 ~(1?nt72plat (5 . 83)

So, if fpiat is @ vector given in the Platform frame, then the correspumdtiector in the Relative
Satellite Centered Orbital framigg|sa;, iS given by:

— —
Mrelsat = Tplatzrelsat- plat (5.84)
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5.3.8.4.8 Inertial frame to Platform frame Transformation

The transformation from the Inertial frame to the Platforam @asily be deduced from the previous
sections 5.3.8.4.6 and 5.3.8.4.7.

Notation Zyppiar andry,,

Expression

Ty2p|at = q?elsanIat-Terelsat (5-85)

(‘Entﬂplat- qrnt52int7 . quIsaQintG)
(%eoortﬁrelsab ('ﬂntﬂgeoorb 'ant12int2 ~Ty2int1 ))
M. IS the vector exprimed in theframe, from the Earth’centre to the satellite’s COG.
Property If r_y’ is a vector given in the Inertial frame, then the correspogdector in the Platform frame,

Fplat, IS given by: . o
Fpiat = Tyzplat- (Ty — Fyee) (5.86)

Inverse tranformation

TplatZy = T\/ZpIafl
-1
= (qulsanIat-Terelsat)

-1 -1
TVZrelsat -quIsanlat
= Treisaty- Tplatzrelsat (5.87)
t t t t
= ((Tyzmtl ~(17nt12int2 ~(1?nt22geoorb)~{1Felsat29eoorb)

t t t
((ZFelsaQinte ~(17nt62int7 ~{Z?nt72plat )

So, ifrTat is a vector given in the Platform frame, then the correspumdeéctor in the Inertial frame,
fy, is given by:
r_y) = Tplatzy-Mplat + @ (5.88)

5.3.8.4.9 Satellite Centered Orbital frame to Platform frane Transformation

A similar transformation can be found for the transformatiatrix Tsatortopiar Which can be useful
when the satellite is in fine pointing mode. The three angi#dwalso determined by the AOCS pointing
errors when the satellite is in this mode.

5.3.8.4.10 Platform frame to Antenna frame Tansformation

The transformation from the Platform Frame into an Antenrente is determined by the antenna
mounting anglesa;, oy anday, and by the vector,yat,., exprimed in theplat-frame, from the satellite’s
COG to the antenna’s centre.

Notation Tpjatoa andr pjat,,
Expression The transformation matrix from the Platform frame to an Awma frame is a matrix composed
by three successive rotation matrices.

The last of the three rotations is characterized by a veryflsangle, so the corresponding matrix
is approximately the unit matrix. Neglecting this rotatioie (Ymid, Zmia)-plane is the(Xpjat, Zpiat)-
plane while theyaft, Zat) and(Yror, Zfor)-planes are inclined at 4%v.r.t. the(Xpjat, Zplat)-plane.

The zyig-axis is inclined w.r.t. the platfrortypat, Zpiat)-plane by approximately 30and w.r.t. the
Zior andz,si-axes by approximately 40
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e rotation by an angl@; around thezpy-axis: the intermediate coordinate system is noted
(X3,Y3,23) and the transformation matrix from the Platform frame t@ thiermediate frame,
notedZpjatints, IS:

cox, sino, O
Tplatzint3 = —sina; cost; O (5.89)
0 0 1

e rotation by an angley around thes-axis: the intermediate coordinate system is ndiadys, z4)
and the transformation matrix from the intermediate frane this frame 4, notedint;oint, is:

1 0 0
Tintg2inty = [ O cosx  sinoy (5.90)
0 -—sinoy CoSiy

e rotation by an angle, around theys-axis: this coordinate system merges the Antenna coordi-
nate system. The transformation matrix from the intermediame 4 to this Antenna frame,
noted7in,2a, IS:

coxty 0 —sinay
Tinty2a = 0 1 0 (5.91)
sinay O cosuy

TplatZa = ‘Zidnt42a-qfnt32int4-TpIat2int3 (5-92)
coxly 0 —sinay 1 0 0 coxn, sina, O
= 0 1 0 0 cosik sinay —sino, cox; O
sinty 0 cosy 0 —sinoy coiy 0 0 1

(5.93)

Iplaty IS @ vector exprimed in thplat-frame, from the satellite’s COG to the antenna’s centre.

Property If fpat is a vector given in the Platform frame, then the correspumeiector in the Antenna
frame, T3, is given by:

— —
ra = Tplatza- (rplat - rplatac) (5.94)
Inverse tranformation
-1
Tooplat = (Tintg2a-Tinta2inty - Tplataints)

1 1 1
Tpiatoints - Tintz2inty - Tints2a

t t t
Tplatzints - Tintz2int, - Tinty2a (5.95)

So, if Ta is a vector given in an Antenna frame, then the correspondintpr in the Platform frame,
Fplat, IS given by:
Iplat = TaZpIat-r_a) + I'platgc (5.96)

Remark In the document [2], p A.2-9,the three rotation angiesuy anday are respectively:

| | for | mid | aft |
oy 135.0 90.0 45.0
oy | 140.650 | 150.150 | 140.650
a,| 00 0.0° 0.0°

Table 5.2: Antenna orientation angles
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5.3.8.4.11 Inertial frame to Antenna frame Transformation

The transformation from the Inertial frame to an Antennafeacan easily be deduced from the previous
sections 5.3.8.4.8 and 5.3.8.4.10.

Notation 7y, andry,,

Expression From the relations (5.94) and (5.86), one can write

— —_
la TplatZa-(rpIat - rplatac)

TplatZa-(TVZplat-(W - r7>sc) - TyZpIat-(ry—a; - r7>sc))
= Tplat2a~Ty2plat~(r_\/) - 'Ta;) (5.97)

wherery,; is the vector expressed in tigdrame, from the Earth’centre to antenna centre and hence

Tpa = Tplatza-Tyeplat (5.98)
= (Zinty2a-Tintg2ints - Tplatoints ) -
((‘Entﬂplat . {antGZint7 ~(1Felsa12int6) . (%eoort?relsab (q?ntZZQeoorb (ant12int2 ~Ty2int1 ) ))

Property If r_y’ is a vector given in the Inertial frame, then the correspogdector in the Antenna frame,
ra, iS given by:
T2 = Ta. (Ty — Tye) (5.99)

Inverse tranformation
Ty = Tpa * (5.100)

= ({delf';1t2a~T\/Zplat)7l

= T\/Zplat71~TplatZai1

= Tplat2y~{ra2plat

= (((‘Tyzmtlt -‘Zidntlzintzt . qfntZZQeoort)t) -‘Eelsaﬂ2geoorbt ) . (quIsatQinth . qfnt52int7t -‘Zidnt72platt)))

(Tpratzints - Tntazint,' - Tints2a)
So, if Ta is a vector given in an Antenna frame, then the correspondiotpr in the Inertial frame,

Ty, is given by: _ o

5.3.8.5 Steering Modes

5.3.8.5.1 Yaw Steering Mode
In orbit, when the satellite is being yaw-steered, the Belrientation shall be such that:

e thezyg-axis is aligned close to the upward local normal (nadirkd@at

e the yp-axis is aligned close to the ground track relative velodiifection, so close tesar-
direction

e thexpy is thus aligned close to thegsa-direction

The angles between the unit vectdfls ., 1y, 1z,,) Of this Platform frame and the unit vectors

(Lersars Lyreisar 1zeiser) OF the Relative Satellite Centred Orbital Frame are the owgnerrors due to the
Attitude and Orbit Control System (AOCS) in yaw steering 080, if these pointing errors are neglected,
the Relative Satellite Centred Orbital Frame is mergingifagform Frame in the Yaw Steering Mode and
the z, ,-axis coincides with the normal to the GEM-6 surface.
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5.3.8.5.2 Fine Pointing Mode
In the Fine Pointing Mode, in orbit, the satellite oriematshall be such that:

e thezp-axis is aligned close with the direction from the Earthizero the satellite’s COG, iBatorh
o theyp-axis is aligned close to theatorm

o the —xpa-axis is aligned close to thgatorn

The angles between the unit vectdrsly, ., 1y, 1z,,) Of this Platform frame and the unit vectors

(Lygarorm xsatory Lzeao) OF the Satellite Centred Orbital Frame are the pointingrsroue to the Attitude
and Orbit Control System (AOCS) in fine pointing mode. Soh#dde pointing errors are neglected, the
Satellite Centred Orbital Frame is merging the Platforrmtgarotated around theaxis by a rotation of
270, in the Fine Pointing Mode, and tlzg4-axis is pointing away from the Earth’s centre to the satelli

5.3.8.6 Determination of the Point Position

The measurement node position has to be determined for @aaharbit “position” time at a specific
azimuth anglgb in an Antenna frame.

5.3.8.6.1 Exact solution

The problem of calculating this Earth point target corregting to a specific range and azimuth®d
in the Antenna frame is equivalent to the problem of deteimgithe points of intersection between an
ellipsoid, a sphere and a plane in thrame.

A point is characterized by a vector given in tarame. The origin of the vector is the origin of the
y-frame,ie the Earth’centre, while the end-point of the ved this point.

Point coordinate A pointis characterized by a vector given in tarame. The origin of the vector is the
origin of they-frame,ie the Earth’centre, while the end-point of the ved this point.

NotationTy = (x,Y,2)

Equation of the plane The plane of constant azimuth is passing through the Antenna’s center and is
spanned by the two following vectors, given in the corresfiog Antenna’s frame:

sind

r_al’ = 0 (5.102)
cosh
0

r_az’ = 1 (5.103)
0

In they-frame, the corresponding vectors are (cf 5.3.8.4.11):

fyy = Taoyfay +1ya (5.104)
Ny = Taoylay+Tye (5.105)

Sothe plane spanned by these two vectors and passing threughtenna’s centre has the following
equation, in the-frame:
Ty =y + My, + 0.7y, (5.106)

wherery,. = (Xac, Yac: Zac) is the vector exprimed in thgframe, from the Earth’centre to antenna
centre, and m and n are two real parameters.
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Equation of the sphere The sphere is centered at the Antenna’s centre and has @ Radatermined by
the echo sample time The slant range is given by:

_ct

R 5 (5.107)
wherec is the speed of light.
The equation of the sphere is thus:
(X~ Xac)2 + (Y — Yac)® + (2~ Zac)* = R? (5.108)
Equation of the ellipsoid The ellisoid is given by the GEM-6 model (see 5.3.8.1).
XX+y? 7
—Z + 0= 1 (5.109)

The system to solve is thus formed by the three equation865.(5.108) and (5.109).
Firstly, the coordinatéx,y, z) are substituted by their respective expression from (5.it@6 the equa-
tion (5.108). Using the fact that the two vecto@andr_yz’ are orthogonal unit vectors:

Il = 1 (5.110)
Irll = 1 (5.111)
'y, = 0 (5.112)

a simple scalar relation between the two parametees)dn, is obtained:

(X—Xac)® + (Y= Yao)* + (2— 2a0)° = R
s 1Ty~ el = R

A Imfy, +nf,) = R (5.113)
<~ m+n?= R?

Then, substituting the coordinate y,z) by their respective expression from (5.106) and using tlatioa
between the two parametersandn (5.113), a quartic equation in the varialbhds obtained:

Anf' 4+ Bn?+Cnf+Dm+E =0 (5.114)
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where the five coefficients are:

2 — 2
A — ((XV1+yV1_|_Z$) (XV2+y\2/2+i§)(”rY1|)2>

a b2 a Iy
110\ IRl
(ZVl ZVZ( az)) (H@”)
2
XXy VY  Z +Y, X5, Y5, [Py, 1|\ 2
B = 4 Yla2 V1+%)<(XV1a2 Y1 2\2/1 ( . Y2 Z% (” V1|)
XXy, + V.Y 1 1 [zl
82 Z\’2)<zy1 Ze-(iz _2)>( L2
a a*’ ) " Ify |l
XXy, + Y. Yh z
¢ - 4<%+%>2+
2 2 2 2
XV1+y\2/1 Z\2/1 _ 2\2/ HrV1|| Xty é XV2+y\2/2 i R 2
2<( P - B el )\ O )
_|_4(X'XV2+y'yy2+ZZVZ)2(||ITW>||) 4<Zy .Zy.(i_i))z( R )2
a Iyl P a2 Iyl
XXy +Y Yy 2 XR+y2 2 2 +y2 R
D - 4 Y “+%><( L D) VZ+%><|@”>Z—1
XXp T YWy | 225 11N\ Ry
8( a2 + b2 )(Z/lzh(bz az) (”r_yz)”)
2
iy 2 Kt B R o
" <( z e TRy
XX T Yy, 22y 00 R
e e R
e If Ais not equal to O, the preceding equation can be normalized:
anf+bnmf+cnf+dm+e=0 (5.115)

where the five coefficients are:

a = A/A=1
b = B/A
c = C/A
d = D/A
e E/A

The roots of a quartic equation can be found analyticallysifigplify the expression of these roots,
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some constants are defined:

c1 c?—3bd+12e (5.116)
Co 2¢® — 9bcd+ 27d? + 27b%e — 72ce (5.117)
C3 v —4c13 4 2 (5.118)
Ca (C2+C3)% (5.119)
1
23Cy Csa
_ L+ 5.120
Cs 30 3 ( )
b2 2c
b2 4c
6 = —-% -G (5.122)
So the four roots are:
—b ¢ 1 o —b3 4 4bc—8d
4 2 2\ 4cy
b ¢ 1 —b3 4 4bc—8d
] T —
m= ! (5.123)
—b ¢ 1 ot —b3 4 4bc—8d
4 "2 2\ 4cy
—_b+g+} ot —b3 4 4bc—8d
4 "2\ 4c
o If A=0, ieifz, =2z, =0, thenB =0, and the quartic equation degenerates in a second order
equation:
Cnf+Dm+E=0 (5.124)
where the coefficients are:
C = AxXy, +YYy)? +4(XXy, + YYy,)?
°7
a
D = 40+y*+ = &%+ R%) (XX, T YY)
2 a’Z 2
E = (x +y2+v—a +R%)2 — 4R (x. Xy, + Y-V
The two solutions are:
—-D++vD2—-4CE
_ 2C 12
m _b_ B —acE (5.125)
2C

In both cases, only the real solutions have to be kept. M@esince the parametarhas also to be
real, m has to be smaller thaR. And finally since the satellite is looking on his right, orthye positive
values ofmmust be kept. To resume, only the real, positive roots smiigR, have to be kept. This root
should be unique.

The coordinates of the Earth point target can thus be wrétten

Ty =y + My, + 0.7y, (5.126)
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5.3.8.6.2 Approached solution

An approximation to the exact solution exists, which catssis considering a locally spherical Earth
(see document [5], pp 250-254, for more details).

An other approximation to the exact solution is based onitieal interpolation between two exact
solutions. Indeed, the exact point position is easily deieed from its elevation angle, the equation
being of the second order. Doing so for a set of elevationemnghlues, a set of corresponding (elevation
angle, range) is determined. For an arbitrary range, theadetonsists in interpolating the elevation angle
between the two values whose ranges frame the given range this approximated elevation angle, the
point position is then easily computed.

5.3.8.7 Determination of the Point Speed Vector

With the help of the orbit propagator software, the veloatyhe point target on Earth can be deter-
mined: the input for this routine is the point position, giva they-frame or in theg-frame.
5.3.8.8 Determination of the Doppler Shift

Due to the motion of the spacecraft and to Earth rotation éeeived (reflected) echo signal of the
scatterometer is Doppler shifted. This two-way frequentit ®f the transmitted signal is given by (see
[21], p 20):

fo= 2 (W %) (5.127)
where
e fq: Doppler shift
o fi : carrier frequency
e C : speed of light
e V. : velocity vector of the satellite igframe
e vy : velocity vector of the point on Earth ipframe

—

e Ty, - unit vector from the point on Earth to the satellite

Ty — e
= (5.128)

7yee = Ty
with :

e Ty : vector position of the point on Earth iaframe

=

|

e 1y : vector position of the spacecraftyrframe

z

The Doppler shift depends on the position of the target onigdand the position of the spacecraft on
its orbit, and hence is a function of the orbit timiEe)( The Doppler shift of the received signal is also a
function of the echo timetj and therefore, the Doppler compensation frequency mastla a function
of the echo time.

5.3.8.9 Node location

The measurement nodes form the regular grid at which theepsed data®-triplets and their auxiliary
data are given. These nodes are then used to generate therdidatts: the wind speed and direction.
The node grid is derived from:

e the initial orbit time
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the reference orbit time

the FMA-repetition interval

the along-track node distance factor, expressed in unkEdtX-repetition intervals
e the gamma angle of node 10
e the across-track node angular distance

The first four parameters determine the location of the acti@sk rows of nodes. An across-track row
of nodes is defined at the time corresponding to the middleMidabeam measurement sequence. This
yields a perpendicular orientation of the across-track voth respect to the ground trace in YSM. The
along-track distance between two across-track rows of siodeesponds to the along-track node distance
factor multiplied by the FMA-repetition interval. This gesponds to one across-track row of nodes each
four FMA-sequences.

The gamma angle defines the center node across track of eads &ack row of nodes. This angle
is measured in the plane perpendicular to the relative grdrace velocity, from the nadir direction, the
satellite’s COG being the top of this angle.

Given the definition above, the nodes belonging to one adrask row are located on an ellipse, the
intersection of the GEM-6 Earth model and the elevation @lahthe Mid antenna. The center node of
the across-track row determines the location of all the rotteeles of the across track row, 9 having a
smaller range that the mid-swath point and 9 having a greateye. The across-track angular distance,
accounted from the center of that ellipse, between two adfacodes is constant. This means that in all
rigor the across-track distance between two adjacent nisdest constant. This method was probably
chosen because the distance along an ellipse, being givan éliptic integral, is much more difficult to
compute in closed form.

This being said, the across-track distance variationsdxmtvwodes is actually very small and remain
below 100m. The explanation for these small differencekas the Earth, altough not perfectly spherical
— in which case a strictly constant across-track inter-rdide&nce would be observed — is very close to
a sphere. Hence the assumption of a constant across-ttackde distance is reasonable.

More information can be found in [5] p63, p198 and p449.

5.4 Quality control and monitoring

The overal system behavior must be monitored to check théugtcconfidence. For this purpose,
several control parameters are computed and delivere@ isaiirce packet headers.

5.4.1 High Power Amplifier Monitoring

A possible cause to missing transmit pulses is HPA-arceeylihg to temporary shutdown of the am-
plifier. During these time intervals only noise will be reded, hence the derivezP values are invalid
and must be detected as such. This can be achieved by mogitbe HPA. The HPA-shutdown detection
procedure, described in [14], p37, is based on the differé@menergy level of the calibration pulses during
normal HPA operation and shutdown. The averaged energyeasdmples of the calibration pulses of a
measurement block is compared to a threshold value, a flag ba&ised if the latter is greater.

When performing the spatial averaging, the flags of the sasnpbntributing to a node are summed
together, yielding the number of “arcing” samples that dbaoted to a particular node (see [14], p124 for
the detailed formula).

5.4.2 Power spectrum monitoring

The Doppler compensation performed is subject to erronsaiticular due to the yaw control inaccu-
racy. This may lead to a shift of the spectrum out of the lowsgddier passband and thus to an alteration
of the signal to noise ratio. The required monitoring is perfed on the power spectrum at the input of
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the low-pass filter by computation of the centre of gradityy and the standard deviati@a, of the signal
averaged over a monitoring interval. The algorithms usedetermine these two control parameters are
described in [14], p130a.

5.4.3 1/Q Imbalance Monitoring

Due to possible 1/Q channel gain imbalances or DC-offskésl-tand Q- channel noise power averages
must be monitored. The monitoring paramet@ss andCg g are used for that purpose. These parameters
will be obtained by averaging the real noise power on 8 carsecFMA sequences every P&MA se-
guence, and this respectively for the I- and Q-channelaBlatexpressions for these parameters, evaluated
for each beam, are given by (see [14], p132)

1 L+AL71_
Cgl = AL EL SN (5.129)
|=
1 L+AL71_
Coo=xL |2L Sval (5.130)

respectively for the I- and Q-channel. The real noise powerage for the I- and Q-channel are symbolized
respectively bySy; andSy . AL denotes the number of measurement blocks consideret #relstart
index.

5.4.4 Internal Calibration Level Monitoring

The internal calibration level is monitored by computingy, €ach beam, a control parameter denoted
CcL. This parameter is based on the energy of the internal adilir pulses samples, that is

pe(n) = &7 (n)* +s5(n) (5.131)

A weighted sum of these values for a pulse is computed usingighting functiona, as described in
section 5.3.5. The pulse energies of the four calibratidegsuper block and of severdl() measurement

blocks are then averaged.
1 L+AL-1 4 N

_ C
CCL—m |Z ;ln;1%~p (n) (5.132)

=L

whereL denotes the monitoring start index aNgdandN, respectively the lower and upper bounds of the
used ADC samples.
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Chapter 6

Overall Scatterometer description

6.1 General description

As for the ERS scatterometer, the primary measurementtlgexf the Advanced Scatterometer (AS-
CAT) is the determination of wind fields at the ocean surfatae same principle is used, that is the
dependence of radar backscatter upon the amplitude anctairan of the surface capillary and small
gravity waves, themselves related to the wind velocity isearsurface.

ASCAT is aboard the METOP satellite on a sun-synchronouis with a 5-day repeat cycle, a 8%#n
nominal altitude and an Equator crossing time at 0930AM dfoenhanced spatial coverage, a large swath
width is needed. It is obtained by implementing two sets ¢éanas providing 55Rmwide swath left and
right of the sub satellite track. An unambiguous deternamabf the wind direction requires observing
the sea surface from three directions. Thus each antencarsgsts in three antennas with three different
azimuth look angles (45 90°, 135). The swathes correspond to incidence angles ranging fisnto2
53.4 (Mid beam) and 33.7to 64.3 (Fore and Aft beams).

As for the ERS scatterometer, ASCAT is a real aperture radeking in the C-band and vertically
polarized. The principle of operation however differs fréme ERS scatterometer in the pulse type used.
While the ERS scatterometer relies on the emission of coatis-wave (CW) pulses with durations of
around 10Qusecand peak powers in theV range, ASCAT’s measurements are based on long transmit
pulses (typically 10nseg with Linear Frequency Modulation (LFM) called chirps, thallowing low peak
power (125N).

In the ground processing, the ASCAT source packets areatedéor noise and instrument gain vari-
ations and processed to obtain the normalized backscag@sumements at the XBn/50 km spatial res-
olution nodes. The ensemble of spatially averagedestimates from the three beams (Fore, Mid, Aft)
is calleda® triplet. Theseo® values correspond to measurements taken at different:tithedore beam
measurement leads in time, followed by the mid beam andligtére aft beam. The distance between the
measurement times depends on the node position within theéhsimcreasing from near range to far range.

6.2 Measurement Mode

The measurement mode is the nominal operational mode.dmtbde, the ASCAT antennas are acti-
vated in a predefined sequence specified in the global pagatable and the sequencer parameter table.
The default antenna sequence is

A M_LA_FRMRAR

whereF_ represents fore beam left side transmit/receive cyclekto, calibration and noise samples
are derived in a sequential way from the different antenfifssodefined sequence.
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Figure 6.1: Instrument time lining

The time lining for one Tx/Rx cycle in the measurement modghiswn in Figure 6.1. The (default)
total duration of each Tx/Rx cycle is 34.34ms and is indepandf the actually operated antenna beam.
However, the transmit pulse length and the chirp rate wiglaich cycle are beam dependent.

The structure of a Tx/Rx cycle is defined by:

e G1: Set-up of switch matrix for transmission via antenna assigto actual PRI; Set-up of chirp
generator for transmission.

e RF transmission Pulse transmission from the cycle beam.

e G2: Guard time to allow desactivation of the High Power AmptifidPA); Set-up of chirp generator
for reception; Opening of receiver shutter at end of guane i

e Echo reception Reception via the same beam as transmission.
e G3: Scatterometer Front End (SFE) reconfiguration.

e Internal Calibration : Stimulus is coupled into the switch matrix (analogue pssagg as during
echo reception).

e G4: SFE reconfiguration.
e Noise Reception via a selected beam.

e Gb5: Closure of Pulse Repetition Interval (PRI) cycle (shutlesing).

6.3 On-board echo processing

ASCAT transmits chirps at a carrier frequency 2% GHz The received echo signal is de-chirped
with an image of the transmitted pulse, filtered and downveaed to baseband (see on board preprocess-
ing at Figure 6.2). The baseband signal is sampled and medéy the on-board digital signal processor.
The on-board processing is basically a power spectrum astim(transformation to frequency domain and
square modulus detection) followed by (spatial) low passriiig (in azimuth and in range). This results
in echo power spectra, where each frequency f corresporalspecific slant range distance. The effect
of the on-board processing is a substantial reduction odi#ite rate required to record the science data. It
does not require on-board knowledge of satellite positigfiointing. Together with internal calibration
data (containing information on relative gain variationghwn the instruments transmit and receive path)
the echo power spectra are packed to nominal ASCAT sourdeefsaand transferred to the ground, where
they serve as input data for the ASCAT ground processingidBsshe nominal ASCAT source packets
also noise source packets are generated, which containmafmn on the instrument background noise
[17].
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Figure 6.2: ASCAT on board preprocessing chain

6.3.1 Pulse generation

ASCAT generates LFM pulses with a pulse repetition frequ€R&F) of 2912 Hz, corresponding to
a pulse repetition interval of 334 ms These pulses are transmitted at a carrier frequency26555Hz
sequentially through the six antennas, hence the beam RiRIE sixth of the chirp generator PRE§42).
The default pulse length ared msfor the mid beams and 100 msfor the fore and aft beams. The
corresponding default chirp rates ar80kHz/msfor the mid beams and 24 kHz/msfor the fore beams
and+ 24 kHz/msfor the aft beams respectively. The generated chirps areahmplified to the required
power level (approximately 128/) and distributed to the individual antennas.

6.3.2 De-chirping principle

The received echo can be seen as a serie of superimposed @eke prriving over a time range
corresponding to the width of the instrument swath. Fig@8)(illustrates the mixing process for two
echo pulses with respective flight timgsandt,. The linear frequency modulation causes a frequency
offset between the pulses and the local oscillator pulsesgpectivelyf; and f,. Signals originating at
different ranges can thus be discriminated, based on thégiéncy difference. Hence, the spectral lines
deduced by analyzing the mixer output are characterizednplitude and frequency directly linked to
power and range respectively.

——— Transmit pulse
——— Echo pulse 1
Frequency ——— Echo pulse 2
A - — — - Transmit pulse image

t1

Y

t2
Figure 6.3: Principle of range discrimination with LFM.

The form of the transmitted linear chirp signal is given by:
s(t) = agrect(t, Tr,)cog 21tf t 4 T t?) (6.1)

whereK_ is the chirp ratef the carrier frequencyy, the pulse length anap the signal amplitude.
The transmitted pulse is scattered at the sea surface aededdack by the antenna. The received
echo signal, for a scattering point target, is given by:

2
s (t) = sorect (t - Z—CR,TTX) cos<2nfC (t - Z—CR> + @+ K¢ (t - %R> + 2nfp(R) (t - Z—CR>> (6.2)
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whereR is the slant rangezb—R the time delay due to the two way propagation time betweemdtiar and
the target andp (R) the Doppler shift due to the relative motion between theradd the target.

Here the hypothesis is made that the Doppler frequencyishifdependent of the instantaneous fre-
guency of the chirp and equal to a mean Doppler shift that dafjends on range (see also section 7.3).

The received signal is de-chirped with a conjugate imagaefriansmitted signal produced by restart-
ing the chirp generator. It is then filtered and down-coraeto the baseband. The de-chirping signal is
given by:

Suc(t) = cog2rtfat + 21t it + THct?) (6.3)

wherefy¢ is the chirp start frequency. Multiplying the received e¢(82) and the de-chirping signal (6.3)
consists of an up-converted part and a down-converted arte the up-converted part is rejected by the
filters, the de-chirped (and down-converted) echo of a sitagiget point is given by:

sa(t) = %SOrect (t - %{ ,TTX) cogq(t)) (6.4)
where the phase term is given by:

B 4mtfR
c

2R\ ? 2R

Rearanging equation (6.5) leads to:

4R? 4R Amf.R
(p(t)zdt—i-(&:((ﬂ)—i-Tﬂ(cF—nfD(R)?— c

2R
) —|—2T[(fc— fo— foff — Kc? + fD(R))t (6.6)

Equation (6.6) indicates that in the overall de-chirped@main-converted echo signal each point target
return appears as a single tone of finite duration with a fipd@quencyf determined by rang®, Doppler
shift fp, baseband carrier frequendy (fc. — fo) and chirp start frequencfps. The specific frequency
assigned to a slant rangreis determined by differentiating the phase tepth) of the de-chirped signal
(see equation (6.5)). The de-chirped frequency, functidheslant rang®, is given by:

1 0g(t)
R=sa

Equation (6.7) indicates that:

2R
=a=fc—fo— foff—Kc?'FfD(R) (6.7)

e the bandwidths of the filters stages determine the width efstvath from which information is
obtained;

e in order to keep the echo signals within the pass-bands diltaes, the chirp start frequendy ¢
and the chirp rat&. have to be adjusted for each beam to take into account the dependent
mean slant range and mean Doppler shifts.

This equation (6.7) is also used to determine the sampléi@ogsee section (7.3)).

6.3.3 Narrow Band Filters

Following the de-chirping, narrow band filters (NBF) are dise synthetize range-bins. In practice,
these narrow band filters are implemented using the Fouairstornt, acting as a filter bank.

1The discrete Fourier transform of the sampled time domainasis(n) is given by

1 L-1 . L
Fs(n) =) =—— s(ne 2L with1=0: = (6.8)
\[ nZO 2
All the time domain signals considered here are real, so Firier transforn(l) are symmetrical and it is sufficient to consider

only the first half of the. frequency bins.
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6.3.4 Spatial averaging (range)

The on-board processing in across-track direction is amd SAR multi-looking processing. The
digitized signal within the reception window of total lehgt is segmented ik overlapping segments of
the lengtht,, (nominalK values are 5 for the mid beam and 9 for the fore and aft bearhgsélsegments
are first separately processed:

1. by multiplying the segment with a window function (nomliga Tukey window);
2. by applying a NBF bank, implemented using the discreteiEotransforms;
3. by doing a detection.

The power spectral density of th& segment is given by:
PSD(I) = [S()[? (6.9)

whereS((l) is the discrete Fourier transform of the sampled time dorsnalsc(n), after windowing,
each segment consistinglokamples (nominally 512).

The power spectral densities of the segments are then adenagrder to decrease the intensity vari-
ance due to speckle or in other words to increase the radimmesolution similarly to SAR multi-look
processing. The power spectrum density average estinmatgiven by:

k(1)
PSD()= Y PSO(I) (6.10)
=0

wherekg(l) andk; () are antenna and segment dependent. The nugtbes (ki(1) —ko(l) + 1) of aver-
aged power spectral densities for each valulestfould be taken into account in the on ground processing.
6.3.5 Spatial averaging (azimuth)

Finally an azimuth averaging is performed to reduce the arhofuidata transmitted. It combines all
the power spectral densiti€&SD(l) obtained from the same antenna durkguccessive antenna cycles
(nominally 8):

PsOIl) =A;l wPSD(l) (6.11)

with w; = [0.05,0.1,0.15,0.2,0.2,0.15,0.10,0.05).

weight ()

0.20 T
0.15
0.10 A
0.05 A

0 i |2 é '4 5 6 '7 Azimuth averaging
cycle number

Here also the total weight of the azimuth averaging integ@)lwi should be taken into account in
the on ground processing. In the nominal case, it is notibatithis total weight is equal to unity. This
azimuth averaging takes place evéri2 antenna cycles so there is data overlap in the resultireg dat
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6.4 Calibration on-board processing

The internal calibration includes the generation of a catibn signal as well as the measurement of
forward and reflected power. During the transmit phase di @aéRx cycle the transmit power is measured
at the forward power detector. The power reflected from therara is measured at the reflected power
detector.

In the calibration phase of each Tx/Rx cycle a CW pulse is ggad. The calibration signal experi-
ences the same gain/loss variation as the nominal measuoirelaita because the internal calibration path
includes all the main elements like amplifiers, mixers, fdtand ADC.

First the calibration signal is sampled and a windowing igligg with a dedicated calibration window
function. The discrete Fourier transform is then taken:

Sal(l) = F (Scal(n)) (6.12)

with sca1(n) andSa (1) being respectively the sampled time domain signal and thresponding spectrum.

The spectrum amplitude is expected to exhibit a peak at duygirncy of the calibration CW pulse used.
The amplitude and phase of three (selectable) san®lgd:), Sal(l2) and 4 (l3) around the expected
peak of the calibration response are recorded in the ASCAflcegpacket without any azimuth averaging,
resulting inA/2 sets (due to thd/2 azimuth averaging cycle) of calibration data per one seizohuth
compressed echo data in one source packet.

6.5 Noise on-board processing

The aim of the noise measurement is to measure the noise pbwer output of the receiver without
a receive signal at the input. In the on ground processimgntiise data are used to reconstruct the actual
on-board filter shape for compensating the echo data foffittés shape, while the mean noise level is
subtracted from the echo data.

The noise measurements are the last step of each transeiitéeycle when all echoes have died away.
The noise signal is mainly due to thermal noise . It includss mterferences from other instruments and
the thermal radiation due to the actual surface temperatutee ground.

The noise signal is on board preprocessed like the echolsigdahe calibration signal. It is first sam-
pled by the ADC and a time noise window function is appliedefla power spectrum density estimation
is performed:

PSDhoisel) = | (Snoise(N))[% = [Shoisel1) |2 (6.13)

Finally an azimuth averaging is performed to reduce the arholudata transmitted. It performs a moving
average of all the noise power spectral densities obtaired the same antenna durify successive

transmit/receive cycles:
N-1

PSDhoisdl) = % Z) PSDhoise (1) (6.14)

The numbeN of noise measurements per antenna is a parameter.
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Figure 6.4: ASCAT on board processing chain

March 1, 2012

55

Scatterometer Algorithm Review



Chapter 7

Ground processing description

7.1 Ground processing principle

The main input to the ASCAT ground processor is the Frequ@&myer ProfileFPF(f,T) given in
an orbit time-echo frequency coordinate system. After a figrection to the echo measurement data
based on the noise and calibration measurements, the ethteatues are associated to spatial coordinates.
The o-power values are then converteda® values by applying normalization functions leading to-full
resolutiong® data. Generating the smootheatl values at the desired spatial and radiometric resolution
requires a final spatial filtering step. From % the wind speeds and directions can be derived using a
wind model. An overview of these processing steps is givdfiqire 7.1.

Geometric Power tog®
O . .
FPFE(tT) =?% localization »  converter S Spatial filter
Rx filter shape ¢
> estimator
K, estimation
Noise data | Noise
o estimator
Wind extraction
. . Power gain
Calibration data 9 ¢
> )
estimator 0g To product

Figure 7.1: ASCAT ground processing chain

7.2 Measurement data correction

7.2.1 Rfilter shape estimation

The noise processor derives from the noise measuremerespacketsRSD, !, T)) a noise power
estimateN(T) and an onboard filter shape estimédgx(I,T). The noise power estimate is specific for
each antenna, while the onboard filter shape does not depeﬂmda(antennal:ipex(l ,T) is assumed iden-
tical for all beams. The onboard filter shape estintégg(l, T) is computed by time averaging the noise
power spectrum normalised with respect to the noise powdeatalibration signal frequendy (lo is the
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corresponding sample)
1 Mlz*l 1% PSCRoisdl, Ticrm)
Ml m=0 Bb:lP_Sl:goise(loka-&-m)

with My the number of spectra incorporated in the averaging and Buher of beams. A filter shape is
valid for a given period of time. If there is no filter shape italale for a particular timd or if Hrx(I,T)
cannot be estimated correctly, a default filter shape skalsled instead. The filter shape is further averaged
in time.

Hrx(1,T) =

(7.1)

7.2.2 Noise power estimation

A receiver noise power estimal(T) is computed by averaging with uniform weight noise samples
from a selected range of discriminator frequencies. Itssiased that it is a white noise.

RSP R, SN " PSDgied!, Teem)
M> n;o (Nstop— Nstart +1) |_&=_ Hrx(1,T)

(7.2)

with Mz the number of spectra incorporated in the averaging. A resismate is valid for a given period of
time. If there is no noise estimate available for a partictiae T or if N(T) cannot be estimated correctly,
a default noise estimate shall be used instead.

7.2.3 Power gain product estimation

Several power measurements are made by the instrumentdonaft-calibration purposes. During the
RF pulse transmission, the transmitted poReiis measured on the way to the antenna, and the reflected
powerPr is measured on the way back from the antenna. The measurefrteettransmitted power and
reflected power together allow the power lost due to mismatthe antenna port to be determined thereby
allowing the actual power transmitted from the antenna tmbeitored.T PRPy,;, P, ) is the transmission

Transmitted power

power ratio, which may be approximated by

Pmi — Prj Pri
TPRPm;,Pi) = M =1- i (7.3)
I:)rTI.I I:)m,l
Optionnally the user may switch off the calculation of tresmission power ratio leading TR P, Pri) =
1
The power gain produgig(lo, T) represents the power gain product valid for one frequdpggorre-
sponding samplk) (which is characteristic for the internal calibration)Ydor the orbit time T associated
with the power spectrum.

1NZ:P IPm,TPIT; Pmi, Pri) (7.4)
C.i

Pmi, Pri andP;; are the measured values for forward, reflected and caliorgtower derived from the
digitised power detector values contained in the sourckgiady ; is the receiver detected power readout,
which is the peak value of the power spectrum obtained duhiegnternal calibration measurement i’
This peak value is determined by interpolating three vahgeds to the expected peak of the spectrum with
a parabola and determine the maximum thereof. The cor§astorrection factor that takes into account
the conversion factors of the ADC.

March 1, 2012 57 Scatterometer Algorithm Review



7.2.4 Data correction
The echo samples within each source packet are correctéuefoariations of:
e the shape of the receiver filter characteristic,
e the receiver noise power,
e the transmitted RF power.

Figure 7.2 shows a simplified model of the received signal:

n(l,T)

S(I,T) HRX E—— p(I,T)

Figure 7.2: ASCAT received signal simplified model

p(I,T) = (s(I,T)+n(l, T))+h(l,T) (7.5)
Passing in the frequency domain leads to:

PSOI,T) = (P(I,T) +N(T)) Hrx(1, T) (7.6)

with PSO(1, T) denoting the set of source packet echo samples associatedetio timeT and with
| indexing the source packet echo sample associated withirdisator frequencyf (1), the (estimated)
corrected echo samples powst, T) can be, for each beam, expressed as:

5 _ 1 ml’T) N
T~ o) ()~ T) -

wherepg(lo, T) is the power gain estimatioﬁtRx(I ,T) is the (estimated) receiver filter shape a](d’) the
(estimated) receiver noise power.

7.3 Sample geometric localisation

This computing step performs a coordinate transform fraseritninator frequency/orbit timéfp, T)
to spatial coordinate$,, Yy, 2) leading to localization of the sampRin terms of along-track and
across-track position. The details about the geometrynpeter calculation can be found in Section 5.3.8.
Only the basic steps are summarized in the following.

7.3.1 Exact solution

The sample position characterized by a discriminator feegy fp and orbit timeT corresponds to
a vectorry, given in the inertial frame, also callegframe. The origin of the vector is the origin of the
y-frame, i.e. the Earth’s centre, while the end-point of teeter isP. The sample position is determined
by solving the following system composed of three equations

Equation of the discriminator frequency The discriminator frequencyp of the pointP is function of
the point position as given by eq. (6.7). For any point positTP’, this equation becomes:

21y
c

fp(rVP’) = fc— fo— foff —Ke + fD(IV;) (78)
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where f. denotes the carrier frequenciy the total down-conversion frequency (sum of the LO
frequencies)fqf¢ the chirp start frequenc¥. the chirp rate andD(r_W’) is the mean Doppler shift
due to the motion of the spacecraft and to Earth rotation

2f
fo(fy) = - (Ve — Vip) Py, (7.9)

where

e fi : RF carrier frequency

c: speed of light

V. : velocity vector of the satellite igframe

WP’ . velocity vector of the point on Earth yaframe

fy, - unit vector from the point on Earth to the satellite

P — P —
= M've — Tysc _ M've — Tysc

fv, = =
" Iy R R

with rT’SC the vector position of the spacecraftyirame.

Equation of the ellipsoid The ellipsoid equation models the Earth. It is given by theG88

2 2
+
AT azyyp + —Zj; =1 (7.10)

with a=6378137kmandb=a(1— f)andf = 1/2982572km

Equation of the plane The plane of constant azimuth is passing through the antenna’s centre and is
spanned by two vectors, given in tt]rérame,r_yl> andr_yz’ S0 its equation is:

e = Ty +MTy, +NTy, (7.11)

wherery_ac’ = (Xac, Yac; Zac) IS the antenna centreyandn are two real parameters.

7.3.2 Approached solution

Equation (7.8) shows that the Doppler frequency depend$i@mange which in turns depends on
the Doppler frequency. This equation can therefore residbyeiteration to find the range. The iteration
involves an error in range, thus in the position of the sample

An approximation to the exact solution avoiding the itevatprocessus, corresponding to a given dis-
criminator frequency, could be obtained based on the lin@arpolation between two exact solutions.
Indeed, the Doppler frequency and discriminator frequeareyeasily determined from the range. Doing
so for a set of ranges values, a set of corresponding paresr(ea@ge,Doppler frequency,discriminator
frequency) is determined. For an arbitrary discriminategfiency, the method consists in interpolating the
ranges between the two values whose discriminator fregeeframe the given discriminator frequency.
From the given range, the point position is then easily cdegbu

7.4 Power toa® conversion

Converting the signal power values &8 values involves the use of a normalization function, which
takes into account the antenna gain pattern and the sangglesietry as described in Section 5.3.6

2 fatm
_ R®sin(B)e w0
Gg|(eel)

wherely is the normalization functiorRis the slant rangd is the incidence angléym is the one-way
atmospheric loss an@g|(B¢) is the one-way antenna gain in the beam elevation plane aniieds,.

On(l) (7.12)
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7.5 Spatial filtering

Generatingp® values at the desired spatial and radiometric resolutienles smoothing the full reso-
lution o° data obtained after coordinate transform. Therefore aadfidter, centered on the required node
position, is applied on the full resolution data. The spdiitering is actually performed in three steps,
respectively by the antenna footprint, on-board and onmgloThe antenna footprint is range dependent,
leading to a range dependent filtering. The on-board filt&e# position invariant while the on ground
filter is position dependent to match the required resatutio

7.5.1 Node geometry

The details concerning the node geometry computation ssitheanode position, the node incidence
angles and the node look-angles can be found in Section.8 18 in Chapter 11.

7.5.2 Sample selection

The appurtenance of the samples to a node is computed on the #yoid having to rely on a pre-
computed look-up-table. The appurtenance is computedarstep. The first step involves a rough pre-
selection of the samples, based on the acquisition timeamgkr In the second step, the precise distance
of each sample to the node centre is computed and used aseaggmae criterion. The details concerning
the sample pre-selection and the sample selection, withdbeciated mathematical formulas such as the
sample projections onto the tangential plane at the nodégrgsan be found in Section 11.2.

7.5.3 Sample weight

The spatial weighting function consists in the product af meighting functions respectively across-
track and along-track, making the separability assumptitmensure an uniform spatial resolution, the
one-dimensional weighting functions used will have partmsay anda, and window dimensions, and
Ly varying with the across-track position of the node and withhbeam. The two-dimensional function is
given by:

WiY) = W) Wi ) (7.13)
wherewy(x) andwy(y) are the one-dimensional functions respectively acrassktand along-track:
WX(X) _ Gx‘f‘(l—dx)COS(ZLL:() _Lx/2<X< LX/2
elsewhere
Wy (y) ay+(1—ay)cos(%’) —Ly/2<y<Lly/2
elsewhere

Forax = 1 anday = 1, one has a plain rectangular window; fwf = 0.54 anday = 0.54, one has a
Hamming window. The nominal spatial resolution is . A second product with an enhanced spa-
tial resolution of 25km can also be obtained using an adapted ground filter, at thenerpof a reduced
radiometric resolution.

7.6 Kpcomputation

The normalized standard deviationaf measurementsp, is commonly used to evaluate the accuracy
of the® measurements (see [12]):
Var(cr%eag

Kp = Y gmes (7.14)
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Chapter 8

Preprocessing

8.1 ADC Non-linearity correction (signal)

The ADC non-linearity correction should be performed befany linear processing is performed on
the signal. This can ideally be performed right after theeBtgpn step.
The correction factor is defined as the ratio of expected ADPut signal power to the expected ADC
input signal power:
Pout
PIH(POUt)

and is deduced from a similar power-based look-up tablee&oln sample of each component of the signal,
on has

CP(Pout) = (8-1)

__dm)
= = Gem
Q _ _ R

< = Tewm ®:3)

wheres, ands denote respectively the corrected and uncorrected sigaghase component. TH@
exponents denote the in-quadrature componens&ml is the averaged along-track signal power

(8.2)

o WK) (S (K)? + ((K))?

Siontw(k)

&(n) = 2 (8.4)

wherel is the length of the across-track window and (&) are the weigths of the across-track window.

8.2 1/Q imbalance correction

Due to the imperfection of the synchronous demodulatiomoard and to differences between the |
and Q channels, a correction is required. The followingexiion is considered (see also [14] p94a), where
thel andQ exponents denote the in-phase and in-quadrature signalesuand the index indicates the
corrected signal

s (N)—Gljas
s = Q 1+GbQ (8.5)
_GR .
L) =20 G &5 —tana s (n)

wherea is the channel non-orthogonalit is the 1/Q channel gain imbalance a4, and Ggias are
respectively the | and Q channel DC biases. The channel nboegonality,a, is defined as the phase
difference between the on-board local oscillators, whieeephase of the Q channel is equalite- a.
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A similar formula is used to correct the noise sample as¥lo
2
p|| — (\/Helbias>
pIQ — <2£; Gblas —tana / >

wherep' and p® indicate the noise power before correction anditivelex indicates the result after 1/Q
imbalance correction.

(8.6)

8.3 Theoretical modelling

If h(t) designates the impulse response of the on-board antirgifiker, s(t) the true backscattered
signal ands,(t) the signal on-board after anti-aliasing filtering but befsampling, one has

sh(t) = h(t) «s(t) (8.7)

where one would like to recovs(t) from (sampled versions of}(t). Due to the presence of noise, (8.7)
should rather be written as

sh(t) = h(t)*s(t) +n(t) (8.8)
wheren(t) is the system noise (including the quantization noise) dhéFourier domain
S(f)=H(f)*«S(f)+N(f). (8.9)
This kind of problems are termed “Inverse problems”[8] arelknown as being ill-conditionned what
means that the trivial solution
S(f) =S(f)/H(f) = N(f)/H(f) (8.10)

does not yield usable results if it yields results at all.

One of the methods that is known to be simple and to yield dabépresults to inverse (8.8) is to
use the Wiener filter [3]. This filter is obtained by minimigithe expectation of the mean-square error
between the actual signs(t) (unknown) and the estimatgt]. The Wiener filter is optimum under the
assumptions that 1) the signals (signal and noise) ar@stetry (weak stationnarity of the covariance)
and 2) the power spectral densities of the original signdl @inthe noise are known. The stationnarity
hypothesis is not verified for real-world signals. This le&uolgibbs-like artefact around edges.

Under these assumptions, the Wiener filter is defined as

H*(f)Ps(f)
[H(f)[2Ps(f) + Pn(f)

H(f) = (8.11)

wherePs(f) andP,(f) are the Power Spectral Densities (PSD) of the original $ignd the noise respec-
tively. An estimate of the original signal is thus obtaingd b

S(f) = Hw(F)Sh(f) (8.12)
Replacings:(f) in (8.12) by its expression from (8.9), the global transterdtion is obtained
S(f) = Hw(F)H(F)S(f) + Hw(f)N(F) (8.13)

The productH,,(f)H(f) will be close to 1 where the signal to noise raffi(f)|>Ps(f)/P,(f) is large.
Where the noise dominateB,(f) >> [H(f)|?Ps(f)), Hw(f) will be very small and thus filter the noise
out.

1The backscattered signal is itself the convolution of thettech pulse with the ground reflexion function. Ideally, thias
introduced by the emitted pulse shape should also be comateehsn a similar way.
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8.4 On-board anti-aliasing filter

The on-board anti-aliasing filter is modelled as a Bessekfis described in section 5.2.1.1.

The figure 8.1 shows a comparison between the spectrum ofeéhsured returned echo and the spec-
trum that would have been obtained in the absence of noisé #relground reflexion function could be
assumed to behave as white noise.

Fore beam returned echo spectrum
1.4 T T

T
—— Measured spectrum
—— Simulated spectrum
—— On-board low-pass filter

12 q

o
©

Normalized amplitude
o
o

o
S

0.2

0 . .
frequency (Hz) x 10

Figure 8.1: Fore-beam returned echo spectrum

One actually sees a good agreement, which shows that theamd-filter is quite well modelled by the
Bessel filter.

8.5 Amplitude correction filter

The aim of this filter is to compensate for the spectral beirani the on-board anti-aliasing filter and
globally have a unit transfer function in the pass-band efdysstem.

A Wiener filter is best used to this end. To compute the Wiettier firom the expression (8.11), one
needs the signal and noise power spectral densities. TBe poiver spectral density is usually assumed
constart (white noise) and equal to the noise variance. Several gs$ums can be made regarding the
power spectral density of the original signal yielding €int filters. These assumptions and the corre-
sponding filter are discussed in the next paragraphs.

8.5.1 Constant power spectral density

The filter resulting from the assumption of a constant PSDHeroriginal signal is illustrated at figure
8.2

2the aliased components should be regarded as noise anceberiek account
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White noise assumption
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Figure 8.2: Wiener filter in the case of an assumed constgnakPSD

8.5.2 Pulse-power spectral density

For the PSD of the original signal, a white noise signal flteby the emitted pulse will be assumed.
Since the pulse length depends on the considered beam, tiecedt filters will be obtained. This is

illustrated in figures 8.3 and 8.4.

100

Normalized amplitude

Power spectral Density
T T

Pulse-spectrum

T

/N

Amplitude (dB)

/ \ | — On-board anti-aliasing filter
/ \ — Signal PSD | — Wiener filter (Mid)
/ — Noise PSD | — Global response
_10 ; : —
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0
frequency (kHz)
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Figure 8.3: PSD (left) and resulting Wiener filter (right)thre case of a signal PSD assumed equal to the

emitted pulse PSD (Mid beams)
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Power spectral Density Pulse-spectrum
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Figure 8.4: PSD (left) and resulting Wiener filter (right)thre case of a signal PSD assumed equal to the
emitted pulse PSD (Fore/Aft beams)

Since the pulse PSD exhibits zeroes, meaning a total abséeigmal at those frequencies, it is totally
normal to find these zeroes back in the Wiener filter. Inddegisignal to noise ratio of these frequencies
is zero and so is the Wiener filter. This is particularly visilm the fore/aft case.

Moreover, due to the presence of a residual Doppler sh#&tP8D of the original signal will also be
shifted, as it is illustrated in figure 8.5.

Power spectral Density Pulse-spectrum, with —5kHz residual Doppler shift
T T T T T

100 //\

Normalized amplitude
Amplitude (dB)

I — On-board anti-aliasing filter
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— Noise PSD | — Global response
. ; ; ; e T

0 =
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Figure 8.5: PSD (left) and resulting Wiener filter (right)thre case of a signal PSD assumed equal to the
emitted pulse PSD (Fore/Aft beams) and with a residual Dexilift of -5kHz

However, the situation depicted in figure 8.5 is only valithié shift is constant across range. In reality,
the residual frequency shift will vary across range and theesponding signal PSD will rather be as
depicted in figure 8.6.
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Power spectral Density Pulse-spectrum, with ~10kHz to —5kHz residual Doppler shift
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Figure 8.6: PSD (left) and resulting Wiener filter (right)time case of a signal PSD assumed equal to
the emitted pulse PSD (Fore/Aft beams) and with a residuglpBs shift ranging from -10kHz to -5kHz
across track

8.5.3 Current filter

Using an appropriate signal PSD, it is possible to recowefilter used in the current ground processing
chain.

Power spectral Density Amplitude correction
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Figure 8.7: PSD considered (left) and resulting Wienerrfiitight)

Since this filter does not take into account the spectralaatiaristics of the signal, it potentially ampli-
fies the noise in certain frequency bands needlessly.

8.5.4 Discussion and comparison with the current filter

The three different assumptions regarding the PSD of thginali signal yield filters with different
characteristics. The most reasonable assumption is plsotfeone that assumes a returned echo PSD
equal to a white noise, filtered by the emitted pulse.

The resulting filter exhibits zeroes, thus strongly coriingswith the amplitude-correction filter cur-
rently used. One might prefer having a flat spectrum, butahsunts to amplify components that only
contain noise, and thus decreasing the SNR of the resultingls
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8.6 Doppler compensation

The Doppler compensation is performed in the same way agideddn section 5.2.2. However,
since the yaw angle cannot anymore be assumed known in ag\theqhaso® = — 2y (1, T) and more
precisely the residual Doppler frequency slft(see equation [5.4]) will be computed on-the-fly, taking
into account the estimated yaw angle.

The estimation of the yaw angle is described in chapter 9.

8.7 Low-pass filter

The aim of the low-pass filter after the Doppler compensagdn minimize theK by increasing the
SNR. This is classically done using a low-pass filter whogeofifrequency is chosen such that the SNR
is maximized.

8.7.1 The signal bandwidth

Figure 8.8 shows the signal Power Spectral Density for treeand the fore/aft beams together with
the Butterworth low-pass filter.

Power spectral Density (Mid beam) Power spectral Density (Fore beam)
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Figure 8.8: Post-amplitude correction and residual Dapgilét compensation signal Power Spectral Den-
sity for the mid-beam (left) and for the for/aft-beam (right

As expected, since the pulse emitted by the mid-antenna ¢hrsliorter (709 than that emitted by
the fore/aft-antennae (186, the PSD of the mid-beam signal is much wider than the PSBeofdr-beam
signal.

8.7.2 The Butterworth filter

The current ground segment makes use 6f artler Butterworth filter with cut-off frequency of 6.4kHz
and 8.8kHz for respectively the fore/aft and mid beams. Wygs of filter is characterized by a maximally
flat amplitude response in the passband and in the stopb&eddigcrete-time form of this filter, obtained
by making the bilinear approximation [7] yields an IIR filter

The filter is implemented in the Fourier-transformed domé&igure 8.9 shows both the current imple-
mented filter and the ideal Butterworth filter.

Deviations from the ideal Butterworth filter can be noticethre precisely, a ripple in the pass-band
and a perfectible attenuation in the stop-band. This isgisbbdue to a bad implementation of the filter,
and particularly due to a truncation of the impulse response
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Figure 8.9: Current low-pass filters, mid-beam (left) andeHoeam (right)

The Butterworth filter being an IIR filter should ideally beptamented in the time domain, using the
corresponding recursive filter equation. Filter initialion (with zeroes) artefacts will be limited to the first
few samples, given the fact that the filter impulse responsegy is concentrated in the first coefficients.

A truncation of the IIR is also feasable, in view of an FFTdxhsnplementation, provided the trunca-
tion window is taken long enough. Truncation artefacts camimimized by using an appropriate weight-
ing window (Hamming).
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Chapter 9

Yaw angle estimation

9.1 Introduction

Due to the relative spacecraft-Earth-target velocity, ébkoes received are affected by some range-
dependent Doppler frequency shift. That frequency shifliisctly affected by the spacecraft yaw angle.
Hence, the yaw angle can be deduced by measuring the Dopgrgreincy shift of the returned echoes.

The next sections describe how the residual Doppler fregughift can be measured and how the yaw
angle can be obtained from that measurement. The effect a@stimation of the yaw angle is finally
discussed.

9.2 Doppler frequency shift measurements

9.2.1 Frequency-shift measurement

The spectrum of the returned echoes can be modeled a$xg/sifunction, as is illustrated in figure
8.1.

The residual Doppler frequency shift, besides shiftinggbectrum of the returned echo, also deforms
it because the frequency shift is not constant across range.

The mean Doppler frequency shift can be measured by congpilenbest-fit of a gaussian window

(f=1g)?
m(f)=ae 22 +4n (9.1)

wherea is the amplitudeg is the variance of the gaussianis modelling the noise ant} is the estimated
Doppler frequency shift. This estimate is more robust thenane based on the computation of the center
of gravity of the spectrum, particularly when, due to thegfrency shift, a major part of the spectrum is
shifted outside the anti-aliasing filter bandwidth. Thiglisstrated on figure 9.1.
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Figure 9.1: Shifted spectrum (left) and estimation valwlat{right)
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The right graph of figure 9.1 is obtained by shifting a model spectrum and mésag the frequency
shift either by fitting a gaussian curve or by computing theteeof gravity. The frequency shift considered
simulates a linear frequency evolution betwé?rand%fc, actually simulating a realistic residual Doppler
shift. This graph shows that the gaussian fit is actually abieeasure the Doppler shift. It also shows that
on the contrary, the center of gravity is not a good measutieoDoppler frequency shift.

9.2.2 Spectral correction

The received echoes are low-pass filtered on board, befalergoing the A/D conversion in order to
minimize frequency aliasing. This step distorts the spawtof the echoes and introduces a bias on the
measurement of the center of the spectrum as is shown in figre

Modeled spectrum
T
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Frequency (Hz)

Blue: Actual spectrum , Red: Corrected spectrum

Figure 9.2: lllustration of the influence of the on-board Ipess filter on the shape of the spectrum. The

center of the uncorrected spectrum is shifted right, legtbran under-estimation of the Doppler frequency
shift.

The correction consists in dividing by the transfert fuontof the on-board anti-aliasing filter described
in section 5.2.1.1. One thus obtains

Sor(f) = —H(f) (9.2)
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Figure 9.3: lllustration of the influence of the on-board {pass filter on the Doppler frequency shift
estimation. The graph right shows the estimation error.

Moreover, the antenna gain pattern and more generally themetric effect of the radar equation also
introduce distortions, but these are much smaller. This tsetexplained by the fact that the effect of the
normalization consists in convolving the signal spectruith '@ symmetric function and that doesn’t move

1The effect of the on-board anti-aliasing filter was not cdeséd here
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the center of gravity of the spectrum. Moreover, the comasiing convolution kernel is very narrow, close
to a Dirac impulse as can be seen on figure 9.4.
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Figure 9.4: Angular spectrum of the mid-beam antenna gédienpa

9.3 Yaw angle model

This section gives simplified relations between the yaw aregld the Doppler frequency shift. A
comparison between these relations and the theoreticgllBofpequency shift is also shown.
9.3.1 Constant speed-field model

Making the assumption that the relative velocity betweerstitellite and the Earth target is independent
of the yaw angle, one obtains the following formula

2ve o

where
e v, is the relative velocity between the satellite and the Enthet= [V, —
e Ois the elevation angle
e 0 =45°,0° —45° respectively for the for-,mid- and aft-antennas

Making the hypothesis of very small yaw angle and keeping tim terms that depend on the yaw
angle, one obtains an approximation of the residual Dogeuency shift

PAY/ .
fresidual Dopple= Tr yaw sird cosx (9.4)

These formulas are easily inversed and the yaw angle initmof the Doppler frequency shift (or in
function of the residual Doppler frequency shift) is thesieobtained.

9.3.2 Circular-orbit model

The following model is extracted from [16]. The equation fioe Doppler frequency shift is obtained
by considering an oblate ellipsoidal Earth rotating aroisid-axis and a circular orbit.
The resulting equation is:

fooppler= Z%SC sinB cos a1 — (we/w)(€ cos u sin i tan a- cos i)] (9.5)

where (see also[16])
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e Vg is the velocity of the spacecraft along the orbit

e A s the radar wavelength

e Ois the elevation angle (angle at spacecraft between thesgtposition and the point position)
e ais the angle of the azimuth plane from the plane, plane forbye(@y,,, V..)

e () is the Earth’s rotation rate

e wis the spacecraft orbital rotatiom& Vse/ |fy.|)

e ¢ = +1 since the radar looks to the right side of the spacecraficitglvector

e uisthe argument of latitude (angle measured between thaedisgenode and the spacecraft position
in the orbit plane from the Earth’s center)

e iis the orbitinclination measured from the Earth spin vetidhe orbit rate vector

The inverse formula, giving the angle of the azimuth plase, i

(9.6)

(Acos b)
a=Db+acos

B

where

_ fDoppIer)\
e A= 2VscSind

_ WecoSi
e B=1- &
__wecosusini
e C= w

e tanb=C/B

This angle is used to determine the yaw angle. First, thevetor in the direction of the vector from the
spacecraft to the point characterised bydtangle and in the azimuth plane is computed:

Uy p = —COY0) Z +sin(6) T (9.7)
where
.« 7=/l
« V=7 %/ Z x )
e X=yx7Z
e U =coga)X —sin(a)y

Then, the unit vector in the antenna elevation plane pairitirthe direction of the normal to the antenna’s
surface is computed in theframe:
Z_e)l = TaZy- [07 07 1]t (98)

With these two vectors and the local normal at the nadir povwet compute the normal to the elevation
plane and the normal to the azimuth plane wrt the nadir narmal

@ = Nygagir X uYSC—P/HnVnadir X uVSC—PH (99)
n_e)l = Nygagir X Z_ei/HnVnadir X Z_eiH (910)

From these two vectors, we deduced the yaw angle:

If yoog- (Naz X Nel) > 0 thenyaw= —acognaz.Nel) elseyaw= acogNaz.Nel) (9.11)
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9.3.3 Comparison

Figure 9.5 presents a comparison of the various approxamsito the true Doppler frequency shift. The
discontinuity that can be observed is due to the change bfamel Doppler compensation coefficients. The
best approximation seems to be the one deduced from eq. (9.5)

Along—track residual Doppler frequency (FPM) — For—beam Along—track Doppler frequency diff
T T T T T T T T T
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fd diff (in Hz)

residual Doppler frequency

-5000 B
r -500

N

- 10000 I I I I I ~1000[ I I I I I
-80 -60 -40 -20 o 20 40 -80 -60 -40 -20 o 20 40
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black=fdth~fdc,blue=fd_R—fdc,red=Td_b~fdcigreen=—fd_C blue=fdth—fd_R, red=fdth—fd_b,black="ldth—fde—fd_C

Figure 9.5: Comparison between the different models antitieevalue for the residual Doppler frequency
shift. In black, the true value; in blue the residual Dopgtequency shift deduced from eq. (9.5); in red
the residual Doppler frequency shift deduced from eq. (&) in green the residual Doppler frequency
shift given by eq. (9.4). The right graph presents the diffiee of Doppler frequency shift given by

corresponding model with the theoretical value.

9.4 Influence of Yaw misestimation

9.4.1 Influence on the normalization factor

As can be seen on figure 9.6, a yaw error ©has very little influence on the normalization factor.
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Figure 9.6: Normalized difference of normalization fastdue to a yaw angle error of2

This very small difference (less than 2H) is confirmed by the fact that the respective differences of
the three parameters on which the normalization factor nidpedue to a yaw error are also very small as
can be seen on figure 9.7.
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Figure 9.7: Difference in elevation angle, incidence aragié range for a yaw variation of 2

9.4.2 Geometric influence

The figure 9.8 shows the influence of yaw misestimatiorCafr2the geometry.
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node number: [005,09], beam = 2

Figure 9.8: The node of interest is plotted in red. The sampkdonging to the node when there is no
yaw misestimation are plotted in blue. The green dots aisetkame selected samples affected by the yaw
misestimation.

When there is no yaw misestimation, the samples belongititgetaode are symmetrically positionned
around the node. In presence of a yaw estimation error, tm@lea which influence the node value are
not anymore symmetrically positionned around the node hagamples truely belonging to the node are
unknown. According to the figure 9.8, it can be expected tlyatvaestimation error of2will have a large
influence on the node value.
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Chapter 10

Along-track filtering

10.1 Introduction

Along-track filtering is used to smooth out along-track a#idns. This is used

e in the computation of the mean power in order to obtain the ADG-linearity correction coefficient

e in the smoothing out of the estimated yaw angle, in orderke ato account mechanical constraints

imposed by the spacecraft inertial moment

e in the calibration pulse smoothing

¢ in the noise smooting, altough it is probably not really resegy here since the noise is already

along-track averaged on-board

Unless explicitely mentionned, all filters are normalized t This means that the filter actually used is

10.2 Filters
hn(n) with
o) = "
where |
N= 22 h(n).
n=—|2

wherels is the half length of the filter.

10.2.1 Gaussian filter
This filter is defined as
(n-ng)

h(nf=e 22 |n|<ly

and is depicted in figure 10.1.
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Figure 10.1: Gaussian filtemy = 0,0 = 10,l, =50

10.2.2 Moving-average filter

This filter is defined as

and is depicted in figure 10.2.
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Figure 10.2: Moving-average filtdp = 50

10.2.3 Dirac-filter

This filter is defined as

and is depicted in figure 10.3.

0 n <l,,n#0
h(n):{l Inj < lz,n #

(10.5)
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Dirac filter
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Figure 10.3: Dirac filterl, = 50

For this particular filter, a filter length larger than 1 is less. The parametés should thus be taken
equal to 0.

10.2.4 Recursive filter

This filter is defined as
y(n) = (1—a)x(n)+ay(n—1) (10.6)

wherex(n) andy(n) are respectively the input and output signals. This filtes & infinite impulse re-
sponse. A truncation dgn) vanishes is acceptable and leads to the following expressio

h(n)=a" 0<n<l, (10.7)

and is depicted in figure 10.4. It should be noticed that fsrfilier to convergeg must be strictly smaller
than one.

Recursive filter
0.25[ T

0.00L L |
—-B0 —40 -20 0 20 40 60

Figure 10.4: Recursive filteg, = 0.8,12, = 50
This filter is the filter originally used in the along-trackénnal calibration energy averaging.

10.3 Gap-filling

The averaging requires that the data to be averaged be wghps. The presence of gaps, if unhandled,
would void the result of the averaging, at least around tigaps. Around the gaps, the filter used to perform
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the averaging has to be modified in order not to take into aticonknown values from within the gap.
Equivalently, the gaps can be filled with sensible valuesthadormal averaging operation performed.
N—n n

A V(N AN ) pe n=1. AN 1 (10.8)

Vg(N]_ + I’]) = V(Nl — I’])A

wherevg(n) andv(n) respectively are the signals without (gap filled) and witp,d& andN, are respec-
tively the first and last indice of data around the gap ANd= N, — N; is the number of points in the gap
plus one. This is equivalent to perform a kind of mirrorindlod data at the edge of the gap. The mirroring
is weighted by the distance between the two edges of the dape bap is infinitely large, the data is
simply mirrored.

After filtering, the data inside the gap is discarted.
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Chapter 11

Node geometry

In the first part, the mathematical formulas associatedgaldtermination of the position of the nodes
are presented. The latitude and the longitude of the nodatdd on the Earth, are then easily deduced. On
the other hand, the incidence angle and the look-angle clpenestimated in advance since they depend
on the actual yaw angle of the spacecraft. Their deternuinatan only be done when all the samples
influencing thes® of the node have been determined.

The backscattering coefficieaf of a node is a weighted summation of the backscattering cosfts
of the samples belonging to the node. A sample is said to betoanode when its backscattered coefficient
has an influence on the backscattered coefficient of the nodee second part, the mathematical formulas
associated to the determination of the sample appurtergaageesented.

Since the yaw variation around the orbit is not predictatiie, samples belonging to a hode cannot
be determined on advance. Due to run-time limitation it ipassible to apply the appurtenance criteria
to all the samples to determine if they contribute or not tamden A pre-selection of the samples is thus
necessary. In the third part, the pre-selection method irséte implementation is presented, with the
associated mathematical formulas. For each pre-seleatefls, the appurtenance criteria is computed.
The weight associated to the samples that actually belotigetoode is then computed.

The fourth part describes how the location of the nodes roeslatermined. The determination of the
incidence angle and the look-angle of the nodes are praesentiee fifth part.

11.1 Formulas for the node row geometry

The determination of the 19 measurement nodes positiontisleld with the equations used in the
implementation and presented in the order it is compute@ détermination of the 19 nodes position is
done in several steps. First the position of the node 10 erafetied. Some constants are then computed
for all nodes of the row and finally the 18 other nodes position arepeied. The determination of the 19
nodes of the node row is based on [5], pp 449-455.

The nodes row is at the intersection of the Earth’s ellipsmid the plane perpendicular to the relative
ground trace velocity at the nadir Earth’s point. It is ass@d to exactly one time.

11.1.1 The position of the node 10

This step consists in the determination of the position efribde 10 (see figure 11.1), as defined in
section (5.3.8.9).
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Figure 11.1Determination of the node 10 position

The unit vector parallel to the Earth’s normal at the subls&t@oint and the unit vector parallel to the
relative ground trace velocity are extracted from the gobijpagator, after a propagation to the node time.
With the help of these two orthogonal (by definition) vect@sight-handed Cartesian coordinate system
is built. To have an orthonormal coordinate system, thestvgare normalized.

VV) = rYNnadir/”rYNnadirH (111)
N — =
o= /vl (11.2)

The third vector, completing the right-handed Cartesiasrdimate system, is
=% XYy (11.3)

which is already normalized.
Given the elevation angle of the node I0the unit vectorpy, .., parallel to the direction from the
satellite’s COG to the node 10 is easily deduced:

Uyeonzo = 2y SINT — Yycod™ (11.4)
and the position of the node 10 in the inertial framg,, is thus:
W) = @ + Rn10 Uygono (11.5)

whereRp1g is the range corresponding to the node 10.

11.1.2 The ellipse center in thg frame

The determination of the ellipse center position in gfeame, Ug.. = (Xgee, Yoce: Zoce) 1S dOne with the
help of the unit vector@ = (Xg,,Ya,Z, ), Parallel to the relative ground trace velocity, in thérame,
and the nadir subsatellite poim, which is thegeodetic subsatellite positipim theg frame. The three
components of the ellipse center in th&ame are:

che = Cce XQV/ (116)
Ygee = Cee Yo, (22.7)
Zye = Cee (b/a)z Zg, (11.8)

whereCee = (Ug, -Tgpqr)/ (%G, +Y§, +(b/@)? %), aandb are the GEM-6 parameters.
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11.1.3 The unit vectors in the direction of the ellipse axes

This step consists in the determination of the two unit vestoespectively in the direction of the
semi-major axis and in the direction of the semi-minor axis.
The unit vectollig,, = (Xgae: Ygaes Zgae) IN the direction of the semi-major axis is:

Ugee = (Yo » —Xa,,0)/ /X8, +Y2, (11.9)

and the unit vectoll,. = (Xg,.: Yape Zgpe) IN the direction of the semi-minor axis is:
Ugse = Fone/ [IFoe (11.10)
— 2 2
whererg,, = (Xy, Z,.Yo, Z,> =%, —Ya,)

11.1.4 The lengths of the semi-axes

This step consists in the determination of the lengths ofstei-axes, respectively notee for the
major axis andefor the minor axis.

ae = +/—amd/am (11.12)
be = /—amd/am (11.12)

where

M= (et Vo) /8 + /7
am = (Xébe + ygbe)/a2 + Zébe/b2
d (Xéce + ySce)/a2 + che/bz -1

11.1.5 The other 18 nodes positions
This step consists in the determination of the other 18 npdsisions (see figure (11.2)), in tgdrame.
T geeonio = oo~ T gee (11.13)

is the vector from the ellipse center to the node 10, ingframe.
The projections of this vector on the unit vectors in the ctioy of the semi-major axis and semi-minor
axis are:

. — —
Proja = Ugae- I geeonio

. — —
Projp = Ugye I geeomo

These scalar numbers are used to compute two angular ctsefahe nodes row: the angle, notBd
whose top is the ellipse center, angle from the major axis@llipse to the node 10, and an other angle,
notedd, being the angular distance between two nodes.

B atan((projp/be)/(proja/ae)) (11.14)
) dac/\/(ae siB)2 + (be cof)? (11.15)

wheredy. is the desired across-track node distance, which is 25 km.
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Figure 11.2:Determination of the 18 other nodes position. The ellipghésntersection of the GEM-6 ellipsoid and
the plane perpendicular to the relative ground trace vlatithe nadir Earth’s point.

The positions of the 18 other nodes can then be computed:

T g ae cosl Ug,, + be simt Ug,. + g, a=PB—(i—9)3 (11.16)
Toyei = aeCOoSiUg,+besimig +Tg, a=p—(i+1)3 (11.17)

with i varying from 0 until 8.

Given this formula, the constant across-track parametenfe row of 19 nodes is thus the across-track
angular parameted, and not the across-track distance. But since the acrask-tlistance between the
nodes does not vary much, it can be assumed constant in fisbamation.

11.1.6 The latitude and the longitude

The determination of the latitude and the longitude of a poim Earth is described in [19]. The
coordinates of the poir® must be given in the frame: T'g, = (Xgp, Yo, Zgp)- The relation between the
cartesian coordinates and the geographic ellipsoidaldioates, the latitude and the longitude\, are
given by

Xgp Ccospcosh
Yoo | = CcospsinA (11.18)
Zge (1—€*)Csing
whereC is the radius of curvature in the prime vertical
c——_2 (11.19)

\/1—e2sirfe

The inversion of eq (11.18) gives

@= arctan % I le2 (11.20)
Ve TYE T
and
A= arctan)@ (11.21)
Xgp

Equations (11.19) and (11.20) need to be solved iteratively
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11.1.7 The subsatellite track heading

The determination of the subsatellite track heading (imar&) corresponding to the nodes row is here
presented. Per definition, the subsatellite track headingeasured clockwise from a reference vector

Ty and the relative nadir veIocit7y = (%, V). The reference vector'y, is tangential to the local
meridian at the nadir point positiam = (Xnadir, Ynadir, Znadir) (@nd thus is located into the tangential
plane at the nadir) and is pointing north.

The local meridian at an Earth’s point is only defined if thénpds not exactly at the North pole or at
the South pole. Consequently, the subsatellite track hgadionly defined if the nadir position is not a
pole position. The components of the vecﬁ{‘,ref tangent to the meridian at the nadir point are, up to a
multiplicative constant:

(Xref,Yrefs Zret) = (—Xnadir-Nz, —Ynadir-Nz, Xnadir-Nx + ynadir~ny)
If (Xnadir-Nx + Ynadir-Ny) < O then(Xef,Yref.Zef) = (Xnadir-Nz; Ynadir-Nz, —Xnadir-Nx — Ynadir-Ny)
where(ny, ny,nz) =y, - is the unit normal vector at the nadir.

From the vector tangent to the local meridian and the locaiiad a vector in the tangential plane,
perpendicular to these vectors and pointing to the Eastdaaks:

Iberp= rr_ef) x T>VNnadir
The subsatellite track heading is finally given by:
If P> 0thenw=acogR) elsew = 2m— acogR) (11.22)

whereR (respectivelyP) is the cosine of the angle between the vec?ftb,g,2S ., and the reference vectogf
(respectively the vectaiperp Orthogonal to the reference vector).

-
R — \/Y T>yref
- — =

H\/YH || r Vref”
- —
p o~ Vv Ty
- — =
IVl I veersll

11.2 The sample selection

Not all the samples of a block have an influence ondReof a node, but there is more than one
sample that influence the node value. The problem of the &apamce of a sample to a node seems to be
simple. If the sample is within the limits of the square windeentered around the node then the sample
will influence the node value. Unfortunately, the projeotaf a square plane surface on an ellipsoide or
in other words, the determination of the perimetrical peiot the node window is quite complex. The
sample appurtenance to a node is consequently determimagths inverse way: the Earth’s samples are
projected onto the plane node window and their appurteniartben easily determined with the help of a
simple distance condition.

The planar square window centered around the node is kepta@miojected onto the Earth’s surface.
This window is in the tangential plane, i.e. the plane whosenal vector is the normal to the Earth’s
surface at the node location. The window is oriented in sualayathat one side is parallel to the relative
nadir velocity. The other side is thus parallel to the vegthich is the cross-product of the relative nadir
velocity and the normal at the Earth’s surface at the nodeis;Tane side of all the windows associated
with the 19 nodes of the same row will have the same direction.

The following formulas are used to determine the tangemigéd the node location, the two orthogonal
directions into that plane, the sample projections ontsdltirections, and finally the sample appurtenance
to the node (see figure (11.3)).
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! tange\ntial plane

Figure 11.3:Sample selection

The two last steps, the sample projections and the sampleteppnce determination, are repeated for
all the samples that have been preselected for this nodeprélselection of the samples is explained in the
section 11.3.

The coordinate system to be used is ¢ifeame.

11.2.1 The node local normal

When the node positiom’g, = (Xn, Yn, z1) is known in theg frame, it is easyto deduce the local normal
to the Earth at that point. The corresponding unit vector is:

UNg, = (X, Yn. (8/) 1)/ /3@ + Y3+ ((a/b)? )2 (11.23)

11.2.2 The two square window unit vectors

These unit vectors are the vectors parallel to the sidessoddlnare plane window, tangent at the node
position at the Earth’s surface.

. - =
Yoo = Vg/llvgll (11.24)
% = Vg xUNg, (11.25)

—_—
wherev’g is the satellite-Earth relative velocity at the nadir poiu@n’ is a unit vector because the two
vectors of the cross-product are unit vectors and orthdgona

11.2.3 The tangential plane

The plane which is tangent at the Earth’s surface at the no'm,;?gn = (Xn,¥n, Zn), has the following
equation:
Nx.X+Ny.y+n,z=D (11.26)

where

e the unit normal at the Earth’s surface at the node poirf\)lgh = (Ny, Ny, Ny)

- =
® D = ny.Xn+Ny.Yn+Nz.Zn = UNg,. g,

The constanD is the projection of the node position onto the unit norma&teeat the same position.

1The calculation of the local normal unit vector at an Earthaint is done using the gradient operator of the function
f(x,Y,2) = (€ +y?)/a® + Z2/b?. Indeed, the GEM-6 surface equation forms an equipoteatiilis function. The normal vector at

a pointT = (x,y,2) on the GEM-6 can then be calculated by taking the gradierit afid then normalizing ituN = of/||of|| =
(%Y, (a/b)? 2)/\/%2 +y2+ ((a/b)? 2)2. This formula is valid for a vector expressed in thizame or in theg frame.
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11.2.3.1 Determination of the projection pointP’

The pointP is the sample positioﬁ’gp = (Xp,Yp,Zp). The pointP’ is the projection of the poir onto
the tangential plane. The vector betwdeandP’ is parallel to the unit vector normal to the tangential
plane. The location of the poilf¥, T’gp, = (Xp,Ypr, Zp) is determined as follows, wheegs unknowm.

Tow = Tgo +auNg, (11.27)
(e, Yps2p) = (Xp,Yp,2Zp) +a(Nx,Ny,Ny)
(xp+an,yp+an,z+ar)

Taking into account tha®' belongs to the tangent plane, it has to satisfy (11.26):

nx.XP/ + nyypl + nz.zp/ == D
N.(Xp+an) +ny.(yp+an)+n.(ze+an) = D
(Xp+MyYp+Nz2p) + (Ng+nG+nd)a = D (11.28)

But the normal vector is a unit vector, thod+ nZ +nZ = 1 and (11.28) can be rewritten as

a = D—(nkxp+nyyp+n;zp)

n

Finally, the vector from the node to the projection pdts thus:

— — — — — —
Vg = Fgp = Fon = rQ]P—i_z-:l"'”\lgn_ I gn (11.30)

11.2.4 The sample projections

The sample projections are the projections of the vecton fitte node to the sample, onto the two unit
vectors. These projections correspond to the distanccg;aﬂeuapectively,?gn andVQn, between the node
and the projected sample location.

projx = T X (11.31)
projy = Tg. Yo (11.32)

whereT’gnZP, is the vector from the node to the poRit projection of the sample point onto the tangential
node plane:
.
?gnZP’ - ?QP + a uNgn - ?gn (1133)

.
wherea=D — uNg,. g,

11.2.5 The criteria of sample appurtenance to a node

A sample is considered to contribute to a node if its progecfits into a rectangular window of sides
Swl, across-track and,wy along-track. If the absolute values of the projections ef\thctorT’gnF, on the
two unit vectors (belonging to the tangential node plane)aspectively smaller than their corresponding
half window side length, the poitis said to belong to the node window.

Thus, if the condition

[ (|projx| < sw,/2) and(|projy| < sw,/2)] (11.34)

is true, then the sample value will be taken into account fasratribution to thes® node value.
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11.3 The samples pre-selection

Not all the blocks contribute to a node value and for the bdagkich contribute to it, not all the samples
contribute to the node value. Due to CPU constraints, it easary to find some rough limits, in term
of time (along-track) and in term of sample indexes (actomssk) of these pre-selected blocks, to avoid
having to compute the distance between each sample anddee no

The formulas related to this pre-selection are presentleivbdhe pre-selection must be conservative
in order not to exclude any sample that would have contribtaehe node. The coordinate system to be
used is they frame.

11.3.1 Hypothesis

Since only a rough pre-selection is sufficient, several 8fgipg assumptions can be made.

First, a simplifyed geometry is considered.

The second hypothesis is that the node window is a plane squiadow having one side parallel to
the nadir ground track, vector expressed inglieame. The window size should be chosen such that even
with the maximum expected yaw variations, all the samplaswlill contribute to a node still belong to the
corresponding pre-selection window. The size of this wimgdbould thus be larger than the actual spatial
averaging window size.

The third hypothesis is that in first approximation the attéd and the velocity of the spacecraft when
it acquired the measurement blocks of all the beams cotitnigpto one node were the same.

11.3.2 The node parameters
The relative velocity of the nadir point corresponding te fame time as the node is
—
Vnadir = || Vg (11.35)
and the altitude of the satellite at the nadir point
Hiadic = || T gragr = T ool (11.36)

These two parameters are the same for the 19 nodes of thenmowvtbiey are supposed to correspond to
the same nadir position.

The across-track distance, distance between the nadit aoththe node, in km, measured on the
Earth’s surface, is:

do =T g |l © (11.37)
where — —
r ) r
Coie) = %. _)gn (1138)
H r gnadir” || r gnH

The range corresponding to the node is the distance betlweesatellite and the node:

Ro= [T gee— Tanll (11.39)

11.3.3 The node limits depending on the beam

The node limits on the blocks times and samples indexes Hieeatit depending the beam considered:
a set of four liMits;Tmin, Tmax Sknin aNdSkhax are associated to one beam, and each node will have three of
these sets. The node time is nofigcand pwi, and pwi, are the preselection window lengthes respectively
across-track and along-track.
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11.3.3.1 Determination of the Earth’s point from a point of the tangential plane

This is used to determine the ranges corresponding to thpleanaex limits (see figure 11.4).
If T’gp, = (X,y,Z) is a point belonging to the tangential plane at the node thencorresponding
Earth’s point,T'g, = (X,Y,2), is obtained as follow:

Tgp = P —dUNg, (11.40)

whered is the real number to be found aﬁilkgn = (ny, Ny, N;) is the unit normal vector at the node. Because
P is an Earth’s point, it can be written that

Xy 2
gﬂ-gﬂ-@ =1 (11.41)

(X —dn)? (Y—-dn)? (Z-dmn)?
b b = 1 (11.42)

Developing the factors and regrouping the terms, one obtagecond order equationdn

ad®>—2bd+c=0 (11.43)
where

n2 n2 n2

a = a—§+a—§+b—§ (11.44)
(nex)2  (nyy)?2  (n.Z)?

b = Dol (11.45)
X2 y?2 7?2

c = S+L+5 (11.46)

The two solutions ard = 2V"=ac ng’a‘c andd = 2-vb—ac ng’a‘c, and the solution to be kept is the smallest.

11.3.3.2 Range to index conversion

The conversion from a range value to an index value dependseobeam. For a given rangg the
index value is:

indexR) = round[(%R —t7)/td] (11.47)
where
e cisthe speed of light
e t7is the Tx pulse to first echo sample time and depends on the beam

o fg= z_lfs wherefs is the sampling frequency
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11.3.3.3 Fore beam

T
Tmayy Vhadir

T A Pl

1. A= ' _Rmax
mi/ ~-2 T A
- —
H ’/////Rn[n‘\ — ///// pvvly
- Fm
,///// p\le

Figure 11.4:The determination of the node limits of the preselectiortiierfor beam blocks.

The time limits are (see figure 11.4):
Tmin = T+ (—pwy,/2— p\NIy/Z—dO)/Vnadir (11.48)
Tmax = Tn+ (+pw,/2+ pwly/2 — do) /Vnadir (11.49)

The position,_r’gscrm, of the satellite at the tim&y, = T, — do/Vnadir iS extracted from the orbit propa-

gator to be used in the determination of the range limits.
For the determination of the range minimum, the point in #reyential plane to be considered is

T)gp’m = T gy — Pt /2 X g, — Pwiy /2 Yan (11.50)

with X4, and'y g, being the two square window unit vectors.
The Earth’s point?gpm, is then deduced as in 11.3.3.1. And the range minimum is¢berputed:

Rmin = dist(T’gsch,T’g%) (11.51)
For the determination of the range maximum, the point in éimgéntial plane to be considered is

Tgy = T oo+ Pwie/2 Xgo+ Pwiy/2 Vg, (11.52)

M

The Earth’s poinff” is then deduced as in 11.3.3.1. The range maximum is thepuieah:

Py ?
Rmax= dist( g, Tgg,) (11.53)
Consequently, the sample index limits are:

Shin = maxindeXRmin),0]
Skhax = minfindeXRmay),u.118—1]

whereu is the upsampling factor (integer).
The result of the pre-selection and of the selection of thepdas can be seen on the figure 11.5.
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node number: [024,00], beam = 0

Figure 11.5:Fore beam: pre-selected and selected samples. The chasemmarked as a red cross, is tifériode

of the 24" column of the node product. The other node of the product @mked as black crosses. The pre-selected

samples for the node are marked as black point while the ssniggllonging to the node are maked as blue point. As

it can be seen, the selection excludes data which have beesefacted, and not the inverse. Some data are missing,
because they are not available for the node processing.

11.3.3.4 Mid beam

Figure 11.6:The determination of the node limits of the preselection
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The time limits are (see figure 11.6):

The position, T’
limits.

Osery, ?

Thin

Th— (p\NIy/Z)/Vnadir
Tmax = Tn+ (Pwly/2)/Vnadir

where

r
T)
The sample index limits are:

of the satellite at the tim&, of the node is used in the determination of the range
The ranges corresponding to the sample index limits arefigpee 11.6):

Rmin = dist(Tg , Tgn,)

—

OFm

9y

Shin
Slmax

T>9n - pW|></2 an
T>9n + pW|></2 an

maxindex Rmin), 0]
whereu is the upsampling factor (integer).

11.3.3.5 Aft beam

The time limits are

March 1, 2012

minfindexRmax), u.74— 1]

node number: [010,00],

! ><><><
: ><:><><
Xxxxxxxx
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XX

Rma)( = d ISt(_I’)gsan 5 T)gPM )

The result of the pre-selection and of the selection of thepdas can be seen on the figure 11.7.

Figure 11.7:mid beam: pre-selection and selection

Tm ax

Tmin = T+ (—Pwi,— Puwi, + do) /Vnadir
Tn+ (4 Pwix + Pwiy + do) /Vnadir
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The position,T’gscrm, of the satellite at the tim&, = Tn + do/Vhagir iS Used in the determination of the

range limits.
The ranges corresponding to the sample index limits arefigpe® 11.6):

Rmin = dist(T gy, , Tgpy) (11.62)
Rmax = dist(Tg . Tgp,) (11.63)
where
Torm = T on— Pub/2 Xgo+ Pwiy/2 Vg (11.64)
Tony = Tont Pui/2 Xgy—Puiy/2 Vg (11.65)

The sample index limits are:

Slr'nin
Shhax

maxindeX Rmin), 0]
min[indeXRmax),u.118— 1]

whereu is the upsampling factor (integer).
The result of the pre-selection and of the selection of thepdas can be seen on the figure 11.8.

node number: [005,00], beam = 2

Figure 11.8:aft beam: pre-selected and selected samples.

11.4 The location of the nodes rows

The nodes rows are located on a line perpendicular to thiiteegeyround trace. The rows of nodes are
referenced in time. Given that reference time, the actuadtion of the intersection of the perpendicular
line with the ground trace is computed as the nadir positidh@spacecraft at the reference time.
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The time of the nodes row of reference is defined as the timehefirst mid-beam was acquired
The other rows of nodes are placed at the position of eV8migi-beam, counted from the reference nodes
row. Nodes rows are placed even in case of missing mid-beannsespackets.

11.5 Incidence angle and look-angle

The definitions of the incidence angle and the look-angle mdiat located on the Earth’s surface are
presented in the document [5], p 65.

All the vectors and their components are expressed iy freeme. The poinP located on the Earth’s
surface is characterized by a vector position noTe,g = (Xp,Yp,2p). The unit vector local normal to the

Earth’s surface at the poiftis written LTNV = (nx, Ny, ;) with nZ +ng +nZ = 1. The satellite position is
nO'[EdT)ysc = (XSC7 ysc, 25(;)

11.5.1 The incidence angle of an Earth’s point

The incidence angle at the poiRton the Earth’s surface is defined as the angle between thervect
T'yeep from the satellite position to the poif®, and the unit vector local normal at the Earth’s surface at
the pointP.

— — — —

r uN My — T

9=acos| —r=_ Y :acos(w.u_l\]yp) (11.66)
I vee | [Ny 1Py — Pyl

11.5.2 The incidence angle of a node

The incidence angle at an Earth’s point depends thus on thBitess position at which the point on
Earth has been seen by the satellite. This definition is retblesor the characterization of the incidence
angle of a node and must be adapted.

A node is characterized by a triplet of incidence angles bsethe incidence angle is beam dependant.
For each beam, the incidence angle associated to the ndueiiscidence angle of the sample for which
the distance to the node position is the shortest, the distamthe node beeing the distance between the
projection of the Earth’s point onto the tangential planthatnode and the node position.

11.5.3 The look-angle of an Earth’s point

Per definition, the look-angle at the pofbn the Earth’s surface is measured clockwise from a refer-
ence vectoiT’y,, and the projection of the vectar,,.. from the pointP to the satellite’s position, onto
the local tangential plane. The reference veatqy,, is tangential to the local meridian at the pofhtand
thus is located to the tangential plane) and is pointingmort
11.5.3.1 Projection of the vector from the satellite positin to P onto the local tangential plane

The vector from the poinP to the projection of the satellite position onto the tangemtlane at the
pointP is given by the formula (11.30):

— — — — — —
Moae = M¥ee = TP = Myse +@UNy — Ty

— —
wherea = UNy,. Ty, — UNy,. Ty,

2Actually, as the time when the first valid mid-beam sourcekpais found in the data
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11.5.3.2 Vector tangent to the local meridian at an Earth’s pint

The local meridian at an Earth’s point is only defined if thénp@ not exactly at the North pole or at
the South pole. If the point position is not a pole positidre bcal meridian at this point is defined as the
curve, intersection of the Earth’s surface and the planéaioing the Earth’s poles and the point.

The vector tangent to the meridian at the Earth’s pBiigtthus at the intersetion of the tangential plane
at the Earth’s surface iR and the plane containing the Earth’s poles and the point.

The cartesian equation of the tangential plane is given éydimula (11.26):

Ny.X+Ny.Y +Nz.Z= Nx.Xp + Ny.Yp + Nz.Zp
The cartesian equation of the plane containing the locaidiaeris given by the following equation:
Xm-X+Ym-Y+ Zm.z=0
where(xm,Ym, Zn) are the components of the vecfqQf normal to this plane. This vector is parallel to the

vector cross-product between the vector position of thatgdand the unit vector from the South pole to
the North pole:

= P Zy
(Xm7 Ym, Zm) = (YP7 _XPa O)

The cartesian equation of the plane containing the locaidiaeris thus:
Yp.X—Xp.y=0

The components of the vectary,, tangent to the meridian at the Earth’s point are thus soiuifdhe
following system:

Ny X+Ny.Y+Nz.Z = NXn+Ny.Yn+Nz.2, (11.67)
VYp.X—Xp.Y 0 (11.68)

Or up to a multiplicative constant

(Xref,Yref,Zref) = (—Xp.Nz,—Yp.Nz,Xp.Nx+Yp.Ny)
11.5.3.3 The look-angle of an Earth’s point

From the vector tangent to the local meridian and the locainah a vector in the tangential plane,
perpendicular to these vectors and pointing to the Eastdacks:

Fperp=Tref X Ty
The look-angle is finally given by:
If P> 0 thenw = acogR) elsew = 2m— acogR) (11.70)

whereR (respectivelyP) is the cosine of the angle between the veo_t’Q,I;ZS . and the reference vectoef
(respectively the vectamperp orthogonal to the reference vector).

— —
R r Yposd r Yref

||T>Yp25d H . HT)Vref ||
— —
" Yeose " Yperp

”T)YPZSC' H . H?VperpH
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11.5.4 The look-angle of a node

The beam-dependent look-angle at a node cannot be pre-tedngince it depends on the yaw angle
which is a priori unknown. In stead, the satellite positidtraanode is defined as the satellite position
when the beam corresponding to the sample closest to theragithe node was acquired. The satellite
position used is expressed in thérame and corresponds thus to the UTCT of the closest sarfpden
that definition of the satellite position at a node, the nam¥klangle is computed as described above, but
with the node position expressed in tpgrame (corresponding to the UTCT of the node row), the foasul
being the same if all the vectors are expressed ity fh@me or in they frame.
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Chapter 12

Kp computation

12.1 Introduction

The normalized standard deviationad measurement,, is commonly used to evaluate the accuracy

of the® measurements (see [12]):
VVar{Ohead
Kp=— 5= (12.1)

12.2 Expecteds® value

12.2.1 Sample valuezrioj

The signal actually measured by the scatterometer consghiseactual backscattered signal and noise
contribution
Sjp = &ijp + Nijp (12.2)
wherenjjp denotes the noise contributid,p the contribution due to the backscattered signal. The @wdic
i and j denote the spatial location where the measurement took tesp. the along-track location and
the range location) and the indipe=1,...,32 indicates the measurement number.
After detection, one has
F‘.jp:N(i,j)Uﬂp—i—nijp—i—ijpEijp (12.3)

whereRyjp = s, N(i, )07, = &, andnijp =nf,. N(i, j) is a normalization coefficient, converting the
backscattered power to a backscattering coefficient asetkifinsection 5.3.6. This normalization factor
of course depends on the location on Earth of the measurefie@noise powenj, is assumed constant
across track and equal .

The local backscattering coefficiear@ can thus be estimated by taking the average of the 32 measure-

0 .
mentsoj) ,:

1 32 1 1 32
Uij 322 ijp =~ <322F"w (12.4)

It is easy to show that this estimation is unbiased.
Equivalently, one has

1
0 _ o
Ojj = N(i’j)(Plj —n) (12.5)
where o
1
Ri=3 z Pip (12.6)
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The unbiased estimator of the varianc&rﬁ[) is given by

1 EZ 5 042
Scﬂp = 3—1;1(0”‘) - Gjj) (12.7)

and making the assumption that the random variabﬂebsare independent, the variancecoﬁ can be
obtained by
1
S

o) = 3o

0
Gijp

(12.8)

12.2.2 Node valua®

The o° value at a node is obtained by taking the weighted averagleeafﬁ values obtained at the
different measurement samples inside the weighting window

o® = > a;of) (12.9)

(i,j))eD

where? denotes the domain inside which the weighting window is eobz

12.3 Variance ofa®

The value ofo? is to be seen as one particular realization of a random pso&ésce only one realiza-
tion is available, the variance of cannot be estimated using the classical expression.

12.3.1 Direct estimation

The variance o069 is given by
1 32
s(zj% =3 zl(cg —a%)?2 (12.10)

p:
Making the assumption that the different realizationsigf (differentp) are independent from each other,
one has that the different realizationsa%‘ are also independent. Sinc€ is the mean of the realizations
og, its variance is simply obtained by

1 32

So=35 2 %9 (12.11)

12.3.2 Indirect estimation

Introducing the expressions ofg, anda? in the expression of the variance of equation (12.10), one
obtains

o 1 32 ( , 12 . )2
90 = 27 aj0ijp — =25 aj 0] (12.12)
. 31;); (i.j)ze@ P 32PZ1(Lj)zeD e

or, isolating the common terms

2
Sz 1 < - 0 1 3 0
%~ 31 2. (iZ@au oijp_g_zpzlcijp (12.13)

Sg=37> > @O —op*+5 (aaa(ofp — o) (ol —oR))  (12.14)
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or, reverting the order of the summation

1 32 1 32
So = af— Y (00, —09)?+ ajan— S (6%, —a2)(a?, — o) (12.15)
i iip ij jek ijp ij Ok X .
o (LJ)ze@ 31;3; (i) £ KeD 31pzl( P )

The first term of this expression is the varianceoﬂg while the second term is the covariance of the

random variables{} ; anday, ,. The covariance can be expressed in function of the coialatefficient
and the variance of the random variables which finally yields

Scz)_% = Z SZ + z p”klp SZ pSZO (1216)

iffeo TP i ARes %ip Okip

with the correlation coefficienijq, being defined as

2 0 ~0 0
13 Oup 0Oij Oxip — 9k

Pijkl, = 31 z \/7 \/»
Gilp 0k|p

(12.17)
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Chapter 13

Ingestion

13.1 Introduction

The ingestion consists in reading the EWIC files and stotirgindividual measurements, including
calibration data, noise data and other QC information ininkernal representation of the processor. The
purpose of this chapter is to describe how possible sourcleepaorruption is detected and what actions
are taken, possibly to attempt to recover the corruptedgiamiimit the effect of the corruption.

Source packets can be (partly) unusable due to two maintgffec

e data corruption, typically occuring during the downlinktb& data.
e instrument malfunction such as arcing of the TWT or calilbrasub-system failure.

If some packets are acquired twice (or more) by differentigtbstations, it is possible that only some of
the packets will be affected by data corruption. Howevestrimment malfunction will always affect all the
packets, regardless of the acquiring station.

When source packets are acquired by several receptionrstadi the same time, a selection of the
“best” source packets is possible. This selection prosggseriformed as a pre-processing of several EWIC
files to yield one consolidated EWIC file containing the “Bestckets from the provided EWIC files. This
pre-processing is described in Section 13.2.

The quality control performed on the subsequent ingestfcheresulting EWIC file is described in
Section 13.3.

13.2 EWIC file merging

13.2.1 Introduction

EWIC file merging consists in producing a consolidated EWIE fiiom several overlapping EWIC
files. In principle, when overlapping EWIC files are availglithe data in the overlapping areas should be
identical. Corruption of the packets, in particular at tteetand end) of the acquisition is always possible.
The merging processing consists in identifying the coedpgiackets and in selecting the “best” packet
from the overlapping packets. The “best” packet is the o hias the “least” corruption. The “best”
packet is output and stored in the resulting output EWIC file.

The merging process can be subdivided in 4 phases:

1. Initialization phase, where dummy packets are dropped.

2. Timecode correction phase, where possible corruptichefatellite binary time is detected and
correccted

3. Source packet quality assessment, where the qualitycbfs@urce packet is measured.
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4. The merging in itself, where SP comming from different ESAflles are combined, keeping the SP
with the highest quality.

13.2.2 |Initialization phase
The initialization phase consists in

e Reading a number of SP, silently dropping the dummy packasamy packets are packets where
the echo data is exactly 0.

e Deducing from these SP a reference timecode to be used tiatdiehe timecode overflow issue.
The reference timecode is the smallest timecode of a camiggequence (which can be assumed
non corrupted).

13.2.3 Timecode correction phase

The timecode (satellite binary time) correction is reqdite cope with possible timecode corruption.
The corruption of the timecode can be assessed by lookiigdimhecode of the neigbouring SP. Indeed,
the timecode are assumed to be strictly monotonous (witexbeption of the overflow).

The following decision tree is considered to detect coedgimecodes:

e If the timecode of three successive SP (corresponding td-dfe sequence) are in sequence and
have a nominal increment w.r.t. each other, these timecagegssumed to be valid.

e Corrupted timecode is detected by comparison with valicctiodes from neighboring SP. A time-
code is corrupted if it is smaller than the previous valid $Rmer than the next valid SP.

¢ If the timecode of a single SP in an otherwise continuouseecglis corrupted, the timecode is cor-
rected by interpolation between the valid timecodes of #ighiboring SP. In any case, the sequenc-
ing of the SP shall never be altered. The message ERR-TIMEESODRRUPTED-CORRECTED
is logged.

e If a timecode is found to be corrupted and if the SP surroundiare not nearly contiguous (i.e.
there is a data gap), the SP is dropped. The message ERR-TORMECCORRUPTED-DROPPED
is logged.

This processing is performed separately for each EWIC filierAhis processing, the timecode is
assumed to be reliable and usable for further assessmédre wélidity of the other fields of the records.

13.2.4 Source packet quality assessment
13.2.4.1 Corrupted beam-field

Antenna sequences should always be complete. This is ddtkated on the sequencing of the time-
code. If the timecode of the considered SP is in continuogsesgce with the previous or the next SP
while the beam-field is not, beam-field corruption is assuaratithe field value is replaced by the correct
value. The message ERR-BEAM-CORRUPTED-CORRECTED is ldggée SP is flagged as having
been corrected, the flag being used in the merge processe tutsidered SP is an isolated packet, the
corruption cannot be detected.

13.2.4.2 Corrupted Doppler coefficients

Doppler coefficients should only change twice per orbit ahdutd remain constant between these
changes. The Doppler coefficients of one SP must always ke gxthe Doppler coefficients of either the
previous or the next SP of the same beam, unless right aftefore a data gap.

In the case corrupted Doppler coefficients are noticeds, Hadie is replaced by the value of the previ-
ous SP of the same beam. It should be noticed that this cmmeuight be wrong if the corruption occurs
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exactly when, along the orbit, the Doppler coefficients ¢®arThis is particularly true if the Doppler co-
efficients of several SP are affected. The message ERR-DBERIOEF-CORRUPTED-CORRECTED
is logged. The SP is flagged as having been corrected, thediag bsed in the merge process.

13.2.4.3 Frame checksum flag set

The Frame Checksum flag is set when either bits 8-9 (Frameh®ynizer) of the EWIC MPH are
equal to 1 and bits 10-11 (FS processor to I/F) of the EWIC MRHegual to 1. If the bits are equal to 2
(unknown performance), the bits are reputed to either bezéir depending on a configuration.

The message ERR-FRAME-CHEKCSUM-SET is logged. Additidpmenise power, calibration pulse
and mode flag are replaced by default values read from a coafigu file.

The flag is also used in the merge process.

13.2.5 Source packet selection and merging

If several SP corresponding to the same timecode are algithle SP with the least number of flags
setis selected. If all available SP have the same numbergsfdlet, the SP corresponding to the first EWIC
file is selected.

Otherwise, the SP are output in sequence, regardless oith€ He the SP was extracted from.

13.3 EWIC file ingestion

13.3.1 Calibration packet rejection

SP acquired in calibration mode have the calibration flag st [2], page 4.4-102). The message
NOTICE-CAL-SP is logged and the SP is dropped.

13.3.2 Dummy packet rejection
Dummy SP are characterized by having a zero echo data. Tresponding SP are silently dropped.

13.3.3 Corrupted noise power

A corrupted noise power is assumed when the noise power igeaboonfigurable threshold.
In this case, the message ERR-CORRUPTED-NOISE-POWER getbgnd the noise power is re-
placed with default values read from a configuration file.

13.3.4 Corrupted calibration pulses

A corrupted calibration pulse is assumed when the calibmgtiulse energy is above a configurable
threshold.

In this case, the message ERR-CORRUPTED-CAL-PULSE is lbggel the calibration pulse is re-
placed with default values read from a configuration file.

13.3.5 Calibration pulse missing

Failure of the calibration subsystem is detected when the signal power is larger than a configuratble
threshold (that has to be larger than the thermal noise feowt)vhen the calibration pulse energy is smaller
than a configurable threshold.

In this case, the message NOTICE-CAL-SUB-SUBSYSTEM-FARRJis logged. The calibration
pulse energy is replaced with the an energy computed usingearlformula. The terms of the linear
extrapolation are read from a configuration file.
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13.3.6 Wave gap

Data gaps between successive complete FMA sequences

e having the duration of two FMA sequences

e occuring when in wind/wave mode
are assumed to be wave gaps. In this case, the message NOVAZE-GAP is logged and the gap is
filled by copying the neighbouring FMA sequences.
13.3.7 Datagap

When a data gap that is not a wave gap is detected, the mes€JER-DATA-GAP is logged. No
other action is performed.
13.3.8 Arcing event

Arcing events are detected when the echo signal is smaker @ahcertain threshold (but larger than
zero) and the calibration pulse energy is smaller than agar#ble threshold.
In this case, the message NOTICE-ARCING-EVENT is logged other action is performed.
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Part IV

User provided grid processing
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Chapter 14

Introduction

In the current ERS wind product (and most scatterometees)dles are defined relative to the satellite
ground track. A new data-independent grid is introducecerelthe nodes may have arbitrary positions.
Typically, the nodes would be defined on an earth-fixed grideiathan the usual satellite swath-related
grid.

Level 2 processing involves spatial averaging and resaimb output the data at node locations.
This averaging and resampling is best performed with datiaeahighest available spatial resolution, i.e.
raw-resolution level 2 data. Providing a data product wislersspecified node location avoids having
the user resampling and interpolating level 2 data at theimalmesolution. Such an operation would
necessarily degrade product quality due to the inhereatpotation involved. This permits a direct use
and/or comparison of data from different remote sensingungents.

In addition, this provides some additional level of unifafynbetween scatterometer data among differ-
ent instruments.
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Chapter 15

Nodes generation and pre-selection

15.1 Generation of the grid nodes

The nodes are assumed to be externally provided. By way ofam@e, an earth-fixed grid of nodes
is described below.

The example grid is part of so-called Discrete Global Grid&G). A number of grids are analyzed
in [18] for conformality, isotropy, global coverage, adgacy and the minimization of the inter-cell distance
variation. The Icosahedron Snyder Equal Area (ISEA) parté&d with hexagons at aperture 4 resolution
9 (ISEA4H9) presents uniform adjacency with a mean intdrdistance of 15.072 km and a standard
deviation of 0.9 km [18, 20]. Therefore, this grid was choBarthe processing of SMOS level 1C data.

15.2 Selection of the grid nodes

As user-provided grids typically contain many (severallioris) nodes, a pre-selection of the nodes
that may possibly contain data is performed in order to ogtrthe processing.

Only the nodes inside the full resolution swath of the scatteeter are selected for further processing.
The pre-selection method is based on the great circle distaatween the grid nodes and the middle of
the satellite swath. This distance is selected such thatrselected nodes fall inside the scatterometer
swath.

15.3 User-provided grid input format

The locations of the nodes are provided via an external text Bach line in the file corresponds to
one node. And each line is composed of 4 comma-separatedansnikhe first number is an integer and
indexes the node, the second number is and unused integénjrithfloating point number is the longitude
(in decimal degrees) and the fourth field is a floating poimhbar with the latitude (in decimal degrees).
An extract of a sample user-provided grid file is shown in &at8.1.

0000000000, 11.250000, 58.282526

0100000000, -168.750000, 58.282526
0100000001, -168.750000, 58.518418
0100000010, -168. 750000, 58.754575
0100000011, -168. 750000, 58.990994

RN P

Table 15.1: Extract of a sample user-provided grid file (ahg/first 5 nodes are shown).
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Chapter 16

Sample pre-selection and selection

The pre-selection and selection of the samples prior tda@@ateraging is performed to optimize the
processing speed. The method used for the nominal prod@®$R.0) is retained and is briefly reviewed
below.

Only a group of source packets and set of samples within thesece packets contribute to a node.
To avoid having to compute the distance between each samgldha node, a pre-selection of potentially
contributing samples is performed. The pre-selection amest be larger than the size of the spatial aver-
aging window. The pre-selection of the source packets isdan the timing of each source packet and the
pre-selection of the samples within a source packet is basadough geometric estimation, thus yielding
a parallelogram-like pre-selection window. For furthetails about sample selection see [15]. From the
pre-selected samples, the contributed samples are thatsaréhwithin a certain radius from the node.

Figure 16.1 illustrates the sample selection. The grid sate plotted in blue, the samples of the
pre-selected source packets are in black, the pre-selsatedles are in green and the final contributing
samples are in red.
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Figure 16.1: Sample selection and pre-selection aroundia no
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Chapter 17

Spatial filtering

Spatial filtering consists in a weighted sum of samples lggtanto an area around each node [10].
In the nominal ASPS processing, the grid is approximatelyasg and the weighting function used is a
two-dimensional separable Hamming window with axis pata the along and across-track directions.
This rectangular filter is suitable for the current rectdagspatial sampling (lines of nodes perpendicular
to the satellite ground track), where each cell has fourf@pmately) equidistant neighboring cells.

In a user-provided grid, one has to cope with general nodéigos. If the grid is approximately
regular and interleaved, much like an ISEA4H9 grid, theigpbaampling is approximately hexagonal and
the spectral replication (aliasing) grid is also (approxiety) hexagonal [13, 22]. Therefore, the ideal
low-pass spatial filter guaranteeing no frequency aliasrfgexagonal. Not taking into account differing
cross- and along-track raw-signal spatial resolution (espectively to chirp length and antenna azimuth
pattern), the spatial averaging window may be approacheddircularly symmetric Hamming window

W(X,y) = w(r)

wherer = /X2 +y2 is the radial distance between samptey) and the node. Such a window also mini-
mizes the introduction of privileged directions.

If however the differing cross- and along-track raw-sigsyadtial resolution may not be neglected, an
elliptic window has to be considered. In this case, onrhas,/x?/a2 + y2/b? wherea andb are window
size parameters and the axis are assumed located acrosdeagetrack.

17.1 Design of the spatial averaging window

The aim of this section is to design the shape and the dimesnsibthe spatial averaging window,
which will be used in the spatial filtering of the fixed grid prect. Part of the discussion is illustrated using
Hamming windows. It is understood that other window funesiéBlackman, rectangular, ...) may be used.

17.1.1 Separable Hamming window

The kernel of separable (Hamming) window is a result of thedpct of two one-dimensional (Ham-
ming) windows. The weight of a sample with coordinatey) is w(x,y) = w(x)w(y).

An illustration of the spatial and spectral shape of the sdga Hamming window is given in fig-
ure 17.1.

17.1.2 Circular Hamming window

The circular Hamming window is generated by circularly tiotg a one-dimensional Hamming win-
dow. This produces a non-separable radially symmetric ind he region of support of such a window
is a disk. The weight of a sample with coordinates), such that = /X2 +y2 isw(x,y) = w(r).
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Figure 17.1: Separable Hamming window

An illustration of the spatial and spectral shape of theudady symmetric Hamming window is given
in figure 17.2.

17.2 Aliasing analysis

The grid of the nominal scatterometer product takes a forrines of nodes (19/41) which have a
25/12.5 km separation across and along track within thetsvigdch node is centered within a resolution
cell of 50x 50kn?/25 x 25kn¥, for nominal and high resolution products respectively.

The size of the Hamming window is &x 84.5kmor 4225 x 42.25kmacross and along track for the
fore and aft antennae, and 8@6kmor 43x 43kmfor the mid antenna, for nominal and high resolution
products respectively.

The sigma naughtop) of given a node is the average of the sigma naughts of all lesnipside the
region of support of the window (rectangle or circle) wegphby the value of the window at the spatial
coordinates of the samples. The region of support of the evinid limited in the spatial domain, this is
not the case in the frequency domain and the windows exlpbdtsal sidelobes. The level of the sidelobes
at frequencies higher than the Nyquist frequency will datee the amount of contaminating energy from
neighboring spectral cells.

We define here the SNR as the energy contributing to the ceitefestEs to the energy aliased from
neighboring cellE€, where a uniform power spectrum is considéteBy symmetry the energy outside
the spectral cell centered at the origin is assumed to beatne s the energy aliased by the neighboring
spectral cells.

SNR= % (17.1)

n
A comparison of the SNR which would result from each windomgshe same radius and grid spacing
is presented in Table 17.1. As can be seen the separable Hgnimdow presents the best SNR followed
by the circularly symmetric Blackman, while the worst SNRosvided by the rectangular window, as
expected.

1The power spectrum is of course not uniform but the point fere perform a comparison of the aliasing-rejection pragsrof
the windows
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Figure 17.2: Circularly symmetric Hamming

Window type Grid spacing (km)  Window diameter (km)  SNR

Rectangular Hamming 12.5 43 5.6768
Circular Hamming 12.5 43 1.9280

Circular Blackman 12.5 43 45227

Circular rectangle 125 43 0.2417
Circular Blackman 15 60 9.9715

Table 17.1: SNR comparison

For a ISEA4H9 grid with node spacing of 15km, a circularly sgetric Blackman window with 60 km
radius would be used and the SNR corresponding to this wirvdowd be 9.97.

17.3 Spatial resolution

The ERS-2 scatterometer resolution is determined by thenaatbeam width in azimuth and by the
pulse length in across-track. The azimuth antenna beanmvgd.9° for the fore/aft antenna and 1°4
for the mid antenna [4]. The emitted pulse width is 1&@cfor the side antennas and @6ecfor the mid
antenna. Given the projection of the azimuth antenna patted the pulse on ground varies with range,
the spatial resolution depends on range (incidence angle).

Figure 17.3 shows the ERS-2 across-track and along-trakretical resolution in function of the
incidence angle. The worst resolutionigl6 km, performed by the side antennas in across-track at near
swath, and 28 km by the mid antenna in along-track at far switle highest resolution is 14 km for
mid antenna at far swath and side antenna at near swath tigspein across-track and along-track. The
highest resolution of the mid antenna in across-track istduke short pulse and the lower resolution in
along-track is due to the broader beam.

The spatial resolution of a system is defined by the width efitipulse response function at 50 percent
of its peak value. The Hamming window used in the spatialayieg step dominates the form of the scat-
terometer impulse response function. Therefore the firslugion of the scatterometer product depends
mainly on the characteristics of this window.
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Figure 17.3: ERS-2 spatial resolution - along-track retsohu(left) - across-track resolution (right)

The width of the Hamming window used for the nominal prodsd@4.5 km for the side antenna and
86 km for the mid antenna. The spatial resolution correspytd this window is~45 km. This resolution
corresponds to the worst case (see figure 17.3), i.e., tbtutes is normalized across and along-track.

ERS-2 scatterometer was designed for ocean wind field vatfimm the measured backscatter, which
require a high radiometric resolution. The radiometrioheson (called Kp) is the standard deviation of
the averaged sigma noughts inside the integration areathieespatial filtering window size. Increasing
integration area will decrease the Kp but on the other hardedses the spatial resolution. Moreover the
aliasing effect should be taken into account (as discussétki previous section),which depends on both
the grid spacing and the window spectrum.

Figure 17.4 show a comparison of three filters with respetttéactual one (Hamming). All the filters
are chosen to have the same spatial resolution as the acuvahithg window. The vertical dashed bars
show the half width power of the windows in space domain andB3magnitude in spatial frequency
domain. It can be noticed that for the same resolution, Bamhkiing and Blackman windows have low
sidelobes level (j-20 dB). While the rectangular window teshighest sidelobes, this is in line with SNR
values shown above. Table 17.2 summarizes the performahtes different windows.

Window type  Window length (km) Resolution (km) Relativeaiobe attenuation (dB)

Boxcar 46 ~ 45 -13.2
Hamming 86 ~ 45 -42.6
Blackman 110 ~ 45 -58.1

Table 17.2: Spatial resolution comparison

In the UPG processing chain a radial window is used to copk thi¢ differing pre-existing spatial
filtering inherent to the instrument respectively in azimand range. This yields a spatial filter with
an elliptic region of support. The length of the semi-majod @emi-minor axis are configurable. The
circularly symmetric window shown in 17.2 is a particulaseaf the radial window, when the difference
in azimuth and range are neglected. The user can choosedretdemming and Blackman window.
However the separable Hamming window still can be used bptbeessor.

If the provided grid is regular i.e., with a fix grid spacingh&@window size is determined by the grid
spacing. The bandwidth of the used window (in spatial fregyespace) must be smaller than Nyquist
frequency. This bandwidth should be defined (-3, -10 dBe.g,, the magnitude of the spectrum of the
actual window at Nyquist frequency (0.02 km-1) is less thad dB. For instance for ISEA4H9 , the
magnitude of the 60 km Blackman window spectrum at Nyquisdiency (0.033 km-1) is--20 dB. In
the case of an irregular grid, the window width can be norpealito worst resolution across and along
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Figure 17.4: ERS-2 spatial filtering
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track, respectively 46 km and 28 km, or size varying with “agyresolution. However, the impact on the
noise (Kp) should be asseseed and probably a threshold figetitularly for small resolution cells (small
integration area).
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