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THE EUROPEAN SYMPOSIUM ON ATMOSPHERIC MEASUREMENTS FROM SPACE (ESAMS '99) -
INTRODUCTION

C.J. Readings

The Earth Sciences Division.
ESTEC. Noordwijk.
The Netherlands

Phone: +31 715655673, Fax: +31 71 565 5675, e-mail: creading@estec.esa.nl

I. THE CONFERENCE

Given the anticipated launch of Envisat in the year 2000,
with its group of three atmospheric chemistry
instruments, it is clear that the time is opportune to
encourage interactions between the various groups of
scientists working on these instruments and those already
exploiting data from the GOME (Global Ozone
Monitoring Experiment) instrument currently flying on
ERS-2.

The European Space Agency (ESA) therefore decided to
organise a meeting at Estee, namely ESAMS '99, with
two specific objectives in mind:

• to describe the three "chemistry" instruments which
will be flown on Envisat and to present for review the
algorithms being developed for them;

• to provide a working forum for scientists to exchange
information on scientific activities linked to GOME
and the chemistry instruments on Envisat.

The actual meeting starts with a review of the algorithms
being developed for the three Envisat ·chemistry'
instruments before moving on to a series of scientific
sessions (see agenda). During the first part of the meeting
the scene is set by some presentations describing Envisat
and its ground segment. These are followed by
presentations on all three atmospheric chemistry
instruments i.e. GOMOS (Global Ozone Monitoring by
the Occultation of Stars), MIPAS (Michelson
Interferometer for Passive Atmospheric Sounding) and
SCJAMACHY (Scanning Imaging Absorption
Spectrometer for Atmospheric Chartography)

However, the main concern of this part of the meeting is
the review of the algorithms to be used to process data
from these three instruments. This review is mainly based
on the Algorithm Theoretical Baseline Documents
(ATBD's) which are presented by invited speakers. As a
spur to the subsequent discussion specialists have been
commissioned by the Agency to formulate critiques on
these algorithms. The audience is encouraged to seek
clarifications as well as to comment in depth on the
various algorithms.

The second part of the meeting is intended to build on the
success of the informal 'workshops' that, for many years,
have preceded meetings of the advisory groups
supporting the GOME and SCIAMACIIY instruments.
The aim is to foster scientific co-operation by expanding

this circle to include scientists involved in the other
Envisat atmospheric chemistry instruments.

This part of the meeting is intended to be used by
scientists to informally brief their colleagues on recent
work, highlighting problems as well as successes. The
presentation of preliminary findings and 'work in
progress· has always been a hallmark of the
GOME/SCIAMACHY sessions. It is hoped that during
ESAMS '99 this will be extended to encompass both the
MIPAS and GOMOS scientific communities. It is clear
from the list of presentations (poster and oral) that this
has been quite successful.

The agenda includes papers and posters addressing a
wide range of topics including retrieval and radiative
transfer, spectroscopy, geophysical validation and in­
flight calibration and data assimilation as well as
scientific analyses and the interpretation of results.
Furthermore, the presentations cover not only ozone but
also many other trace gases as well as clouds and
aerosols. My regret is that there is time for only a limited
number of oral presentations. The result is an impressive
collection of posters for which special provision has been
made in the agenda.

2. THE ENVISA T MISSION

ENVISAT is an advanced Earth Observing satellite
which has been designed to observe the atmosphere, the
oceans, the land and the cryosphere over a five year
period. Its broad objectives are a) to help ensure the
continuity of ERS observations for the monitoring of
coastal zones, open oceans, ice and land surface
processes, b) to extend the ERS oceanic mission by the
observation of biological components and ocean colour
and c) to make a major contribution to understanding,
monitoring and modelling of atmospheric chemistry
processes. The latter is the particular concern of this
meeting.

The package of instruments to be flown on this satellite
(Figure I) will provide an almost unique opportunity for
the synergetic use of satellite data. Together these
instruments exploit not only the ultraviolet and visible
parts of the spectrum, but also the near and middle
infrared to observe trace gases. More information will be
found in Envisat Mission: Opportunities for Science and
Applications, ESA SP-1218 and in
<http://envisat.estec.esa.nl>; the Envisat web site. A full
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listing of all the products that it is planned to make
available shortly after the end of the commissioning
phase will be found in Envisat Mission: Product
Summary Overview. ESA SP-122 I.

The span of species that can be observed by the three
chemistry instruments (Figure 2) is very wide and it is
already clear that the scientific community has grasped
the unique opportunity afforded by Envisat for the
synergetic use of data to address scientific problems.
Responses to the recent Envisat Announcement of
Opportunity make interesting reading - 80% of the
SCIAMACHY proposals also requested GOMOS data;
70% of all atmospheric chemistry proposals involve the
use of data from all three chemistry instruments; 85% of
MIP AS proposals also requested GOMOS data.

However, the synergy extends beyond the three
chemistry instruments per se as there are other
instruments on Envisat which can supply complementary
information. Here particular mention must be made of the
AATSR - Advanced Along Track Scanning Radiometer
(cloud parameters, cloud type, water/ice discrimination,
particle size distribution, aerosol information), the
MERIS - Medium Resolution Imaging Spectrometer
(aerosol optical thickness and type, cloud reflectance,
cloud top height, water vapour column amounts) and the
MWR - Micro Wave Radiometer (water vapour and liquid
water column amounts). Again it is clear from the
responses to the Announcement of Opportunity that the
scientific community is well aware of this and it is
notable that proposals involving the use of data from the
three chemistry instruments span the full range of
"disciplines" listed in the Announcement of Opportunity.

3. CONCLUDING REMARKS

This meeting will hopefully help pave the way for the
future by bringing together scientists from across Europe
and beyond, encouraging them to exploit the unique
opportunities afforded by Envisat. However, it is
important to look beyond this and to consider the long
term future.

Here it is very important to note that the Member States
of the European Space Agency (ESA) have not only
approved the Envisat mission but, in addition, they have
supported the formulation of long term strategy for Earth
Observation which envisages a series of research and/or
demonstration missions called the Earth Explorer
Missions.

More information on these missions, including their
research objectives, will be found in Earth Explorers:
The Science and Research Elements of ESA's living
Planet Programme, ESA SP-1227. The Living Planet
Programme includes mission preparation and data
exploitation as well as the missions themselves.

• SCIAMACHY

Ji:I'' · MWR

Antenna

Figure 1: Envisat and itspayload
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ENVISA T Mission & Ground Segment
Overview

ESAESTEC

Jacques Louet

ENVISAT System and Payload Project Manager

ABSTRACT

This paper provides an overview of the ENVISAT System &
Mission with particular emphasis on the operations strategy
related to the atmospheric payload, the corresponding data
acquisition data processing and data distribution strategy in Near
Real time as well as Offline. It also provides an overview of the
User Services being implemented. Finally, a brief programme
development status is given.

1. Mission & System

The main objective of the Envisat programme is to endow Europe
with an enhanced capability for the remote sensing of the Earth
from space, increasing Europe's capacity to take part in the study
and monitoring of the Earth and its environment. Its primary
objectives are:

• to ensure the continuity of the observations started with the
ERS satellites, including those obtained using radar-based
observations;

• to provide for the enhancement of the ERS mission, notably
its ocean and ice missions, by improving the quality of the
measurements;

• to extend the range of the geophysical parameters observed
to meet the need to increase knowledge of the factors
determining the environment;

• to make a significant contribution to environmental studies,
notably in the areas of atmospheric chemistry (through three
instruments,MIPAS, GOMOS and Sciamachy) and in ocean
studies and marine biology with MERIS.

These are coupled with two secondary objectives:

• to allow more effective monitoring and management of the
Earth's resources;

• to better understand solid Earth processes.

Envisat is carrying a package of instruments to observe the Earth
and its atmosphere from space in a synergetic fashion, addressing
crucial matters such as global warming, climate change, ozone
depletion and ocean and ice monitoring. As such, it will -be a
major contributor to the global study and monitoring of the Earth
and its environment as expressed by international cooperative
programmes such as the International Geosphere and Biosphere
Programme (IGBP) and the World Climate Research Programme
(WCRP).

The Envisat system consists of two main elements:

• the Satellite,

• the Ground Segment.

As a complement to the direct X-bands links between the satellite
and the ground, Envisat will also utilise a Ka-band link with the
Artemis Data Relay Satellite for instrument data recovery.

The satellite, having a design lifetime of five years, will be
launched from the Kourou Space Centre in French Guyana by an
Ariane-5 launch vehicle.

2. The satellite & the payload

The Envisat satellite is composed of the payload complement and
the Polar Platformon which the instruments are mounted.

The payload comprises a set of ESA-Developed Instruments
(EDI's) complemented by Announcement-of-Opportunity
Instruments (AOI's).

£SA-Developed Instruments (ED/'s)

• MERIS (Medium-Resolution Imaging Spectrometer)

• MIPAS (Michelson Interferometric Passive Atmospheric
Sounder)

• ASAR (Advanced Synthetic Aperture Radar)

• GOMOS (Global OzoneMonitoring byOccultationof Stars)

• RA-2 (Radar Altimeter 2)

• MWR (MicrowaveRadiometer)

• LRR (Laser Retro-Reflector)

Announcement-of-Opeonuniry Instruments (AOl's)

• SCIAMACHY (Scanning Imaging Absorption Spectrometer
for Atmospheric Chartography)

• AATSR (Advanced Along-Track ScanningRadiometer)

• DORIS (Doppler Orbitography and Radiopositioning
Integrated by Satellite).

Part of the instruments is focussed on ensuring the continuity of
the data acquired by the ERS-l/2 missions: ASAR, AATSR, RA-
2 with its supporting instrumentation (MWR, DORIS and LRR),
with improved accuracy and coverage.
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The observation of the ocean and coastal waters (with the
retrieval of marine biology constituent information) is the
primary objective of the MERIS instrument.

The ability to observe the atmosphere, following on from the
GOME instrument on ERS-2, is significantly enhanced by 3
instruments on Envisat which offer complementary measurement
capabilitites:

observation of a large quantity of atmospheric species by
analysis of the absorption lines through the atmosphere;

characterisation of the atmospheric layers as well as total
column content by complementary limb and nadir
observations.

2.1 The Orbit

To fulfil its mission objectives, the orbit selected for the Envisat
satellite is sun synchronous, with a mean altitude of 800 km and
a descending node mean local solar time of 10:00 am.

The selected orbit provides a 35-day repeat cycle with the same
ground track as ERS-2.

This orbit will be maintained so as to ensure that the deviation of
the actual ground track is kept within l km of the reference orbit
track and the mean local solar time is maintained within 1
minute.

Table 1. Characteristics of the orbit

Semi-major axis: 7159.5 km

Mean altitude: 799.8 Km

Inclination: 98.55 deg.

Repeat cycle: 35 days

No. of orbits in l cycle: 501

Reference ascend. node: 0.1335° E

Desc. node mean local solar time: 10.00

Dimensions:
- Launch configuration: length 10.5m

(envelope diameter 4.57m)

- In-Orbit Configuration: 26m x !Omx 5m
Mass:

Total satellite 8140 Kg
(including 319 Kg hydrazine)

Payload 1700 1750
Satellite 3275 2870

Launch vehicle: Ariane 5 (single launch)

2.2 The Satellite

Envisat will be the largest free-flying and probably the most
complex satellite ever built in Europe. Ten instruments,
accommodatedon the Polar Platform, compose its payload.

Two major modules constitute the Polar Platform itself:

• the Service Module (SM! accommodates most of the
satellite support subsystems such as:
- power generation, storage and distribution
- Attitude & Orbit Control System (AOCS)
- communication in S-band
- support structure and launcher interface.

The SM is derived from the concept and design of the Spot
Mkil service module with a number of important new
developments (in particular new solar array and new
structure).

• the Payload Module CPLMI carries the instruments and the
payload dedicated support subsystems:
- instrument control and data handling
- instrument data recording with 3 tape recorders and one
solid-state recorder

- communication in X- and Ka-bands
- power distribution
- support structure and thermal control.

This modular approach facilitates parallel development and
integration of the Service and PayloadModules and allows for an
efficient satellite AIT programme where only a minimum of
system level activities are needed for final verification.

The major driver for the Envisat satellite configuration has been
the need to maximise the payload instrument mounting area and
to meet very different and stringent viewing requirements whilst
staying within the constraints of the Ariane-5 fairing and
interfaces.
This configuration concept provides a large, modular
construction, with sufficient Earth-facing mounting surface for
payload instruments and an anti-sun face, free of occultation by
satellite subsystem equipment.
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3. The Ground Segment

The Ground Segment is split into two major elements:

the Flight Operation Segment (FOS) which manages and
controls the satellite;

the Payload Data Segment (PDS) which receives and
processes the data produced by the instruments and
disseminates and archives the generated products.
Furthermore, it provides a single interface to the users to
allow optimum utilisation of the system resources in line
with the users' needs.

3.1 Flight Operation Segment (FOS)

The FOS is composed of the Flight Operations Control Centre
(FOCC), located at ESOC, Darmstadt (D), and the associated
command and control stations. It provides control of the satellite
through all mission phases:

- satellite operation planning

- mission planning interface with Artemis

- command & control of the satellite, up-loading of operation
schedules on a daily basis via the TI&C station at Kiruna­
Salmijarvi (north Sweden).

Furthermore the FOCC will support:

- satellite configuration and performance monitoring

3.2 Payload Data Segment (PDS)

The PDS comprises all those elements which are related to
payload data acquisition, processing, archiving as well as those
concerning the user interfaces and services. The PDS will thus
provide:

- all payload data acquisition for the global mission

- all regional data acquisition performed by ESA stations

- processing and dissemination of ESA near-real-time (NRn
products within three hours from data sensing

- data archiving, processing and delivery of ESA off-line
products with support of Processing & Archiving Centres
(PAC's)

- interfaces with the national and foreign stations authorised to
receive Envisat-1 regional data

- interfaces to the users from order handling to product delivery.

The PDS centres and stations will be co-ordinated by the Payload
Data Control Centre (PDCC) located at ESRIN, Frascati (D. The
PDCC will interface with the FOCC for all mission planning
activities.

The PDS ESA stations include:

• a Payload Data Handling Station (PDHS-K) providing X­
band data reception and located at Kiruna Salmijarvi;

- software maintenance for PPF and payload elements • a Payload Data handling Station (PDHS-E) located at Esrin
and receiving via an User Earth Terminal (UET) the data

- orbit prediction, restitution and maintenance. relayed via Artemis in Ka-band;

PDS Deployment over Europe

NRT services (Global & Regional products)
PDHS (Payload data handling Stations) at Kiruna and ESRIN
PDAS (Payload Data Acquisition Station) at Fucino

Ofjline Services (Global& Regional products)
Low Rate Archiving Centre (LRAC) at Kiruna for all level lb
global mission products
D-PAC for all atmospheric products (with FMI for GOMOS)
F-PAC for RA-2, MWR, Wave and Doris Orbit products
D-PAC, I-PAC and UK-PAC for ASAR High resolution products
UK-PAC, I-PAC and E-PAC for MERIS Full resolution products
S-PAC at Kiruna for MERIS Reduced Resolution products
UK-PAC for AATSR products

Maspal:imas., ,,
- • .J

• a Payload Data Acquisition Station (PDAS) receiving X­
band data and located in Fucino (Italy).

ESRIN
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4. Approach to Mission Operations

The mission objectives imply global and regional operations to
provide both global and regional data to the user communities on
various time-scales. ·

4.1 Regional Operations
The Regional Operations cover those instruments and instrument
modes which are not operated systematically but are governed by
specific user requests. The resulting datasets correspond in
general to the high-rate modes of ASAR and MERIS. All
Regional Operations data acquired by the ESA PDS will be
systematically processed at medium-resolution and browse level.
High-resolution products will be provided in response to user
requests.

4.2 Global Operations

The Global Mission operation includes all ENVISAT-1
instruments which have global coverage objectives. These
instruments are operated systematically and their operation is not
governed by specific user requests but by the user community's
need to get a continuous and coherent global dataset. It implies:

• continuous operation of the low rate instrument around the
orbit (for MERIS, Sun illumination constraints limit the
observation to about 43.5 minutes per orbit);

on board recording of all instrument data;

data recorder playback at least once per orbit to ensure
availability of FD products within less than 3 hours from
observation;

• systematic processing of all acquired data

The global mission strategy is defined in the High Level
Operation Plan (HLOP) approved by the programme
participants.

The corresponding detailed operation requirements for the FOS
and PDS are defined in the Reference Operation Plan (ROP).

4.3 Data Recovery
The onboard recording system is composed of:

• 3 Tape Recorders (TR), 30 Gbits capacity each

• I Solid-StateRecorder (SSR), 60 Gbits (EOL) capacity.

The TR record the data from the low-rate operating modes of
the instruments (corresponding to Global Operations).

The SSR can record ASAR high-rate data or MERIS full­
resolution data as well as low-rate data in parallel with any of
these two data streams.

All instruments contributing to the global mission deliver data at
rates compatible with the on-board TR capability. Therefore, for
the low-rate global data, the nominal strategy is to record the
data and to perform one tape dump per orbit via either the
Artemis link, with data reception at the Artemis User Earth
Terminal (UET) of ESRIN. or a direct X-band link with data
reception at Kiruna. In both cases, the tape dump is performed at
50 Mbit/s and completed in less than I0 minutes. This strategy
will permit the distribution to users of global near-real-time
(NRT) products within less than 3 hours of observation.

The regional mission includes the imaging modes of the ASAR
(single swath or Scansar wide swath), and MERIS, in its 250 m
full-resolution mode. These data, acquired on a regional basis,
can be either recorded on-board using the SSR or transmitted
directly via the X-band and/or Ka-band data down links

The satellite is capable of providing simultaneous operation of
the X-band and Ka-band channels. For the regional mission, it
permits data acquisition by an X-band regional station in
parallel with Ka-band operation via Artemis and reception at the
ESA UET.

For recovery of the Global Mission, the nominal scenario is
based on equal workload sharing between the Kiruna station and
the ESRIN UET. Each station will receive daily a sequence of
about seven consecutive orbits of tape recorder data dumps. All
received data will be systematically processed in near-real time
and the corresponding products disseminated to the users.
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Whenever a request for regional mission operation is requested,
the mission management control system will plan the instrument
operation and the corresponding data recovery. The nominal
scenario is to down-link the data in X-band to the two ESA
stations of Kiruna and Fucino for data reception within their
coverage (European coverage). Data outside this coverage will
be acquired using the SSR or via the Artemis link, within the
Artemis coverage limits. Direct X-band down link will be
planned when requested by duly authorised national or foreign
station

4.4 NearRealTimeServicesand Products
Systematic processing, within 3 hours from sensing, of all global
data will be performed at ESA PDS stations to generate:

level 1b engineering geolocated and calibrated products

level 2 geophysical geolocated products (including meteo
products: wind, wave, significant wave height, SST
atmospheric P,T and constituent profiles, clouds... )

Meteo products are systematically disseminated within 3 hours
from sensing via GTS and via a satellite dissemination channel.

All imaging instrument data are systematically processed to
generate:

medium resolution products (150m resolution for ASAR,
lkm forMERIS and AATSR)

Browse products for immediate on line access by users

High resolution ASAR and MERIS images are processed and
disseminated on user request.

Products are disseminated via satellite dissemination channels,
on line retrieval via user service internet access is possible for
small products.

4.5 Offline Services and Products
Off-line services are offered by Processing ArchivingCentres.
The ESA standard products are made available ( same formats
and same processing algorithms as for NRT services with
updated auxiliarydata).
For access to the Off-line services, the following alternatives are
offered to the users:

Subscription basis (systematic distribution of the products,
once a month, on physical media, typically for global low
rate data)

On request basis for high and medium resolution images
(delivery on physical media)

• On line retrieval by user request (possible for all products
systematicallyprocessed, provided size of extracted product
is compatible with network transmission throughput).

5. DATA PRODUCTS

5.1 ESA PRODUCT LIST

The approved ESA Ground Segment Concept includes a
Complete list of ESA products with type of processing
(Systematic or On Request), dissemination, time delivery, centre
or station providing the service as well as algorithm development
scheme. This list ensures coherency between Near Real Time
and Offline products.

Slight corrections have been made, due to improved knowledge
during the detailed definition phase involving Expert Support
Laboratories (ESLs), Supporting Industries and the Scientific
AdvisoryGroups.

5.2 Product Levels definition

The following type of products are identified in the ESA PDS:

- Raw Data as received from the satellite (serial data
stream, no de-multiplex)
reformatted, time ordered (no overlap)
satellite data, computer compatible format
geolocated engineering calibrated product
(Near Real Time and Offline)
geolocated geophysical product (Near Real
Time and Offline).

5.3 Algorithms & Products Development Approach

- Level 0

- Level lB

- Level 2

According to the agreed GS Concept strategy, clear distinction
has been made between:

The algorithm development/validation activities performed
by the ESLs and some supporting industries ;

The algorithm implementation activities to be performed
within the PDS contract for the PDS operational processors.

The PDS contractor is implementing the algorithms provided by
ESA as CFis (Customer Furnished Items) in the form of detailed
algorithm specifications for all products, except ASAR image
products. Test data as well as definition of the input and output
interfaces of the processing algorithms are also provided to the
PDS contractor as CFis. ESA ensures that the phasing of the
algorithm development activities and corresponding CFI
deliveries are compatible with the PDS development contract.

5.4 Product Standards
To ensure overall coherency in between all ENVISAT-1
Products, the followingcommon elements have been specified by
ESA and made applicable to all products and related algorithm
development activities:

Use of a suite of Mission Software provided by ESA as CFI
(Orbit propagator & interpolator, Target pointing software
for data localisation,etc...)

ENVISAT-1 Product Format Guidelines (ref: PO-TN-ESA­
G-00242, Issue 5.0, Nov. 95)
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• ESL Documentation Requirements for the documents to be
delivered to the PDS

Applicable Software Standards (a subset of ESA PSS-05)
for the production of the ESL prototype software.

5.5 Data Product format

The ESA products are such that one Product => one File.

Each product has the following structure:

MPH

SPH

Main Product Header

Specific product header

Followed by Data Sets:

SQADS SummaryQuality AuxiliaryData Set

LADS Localisation AuxiliaryData Set

MOS Measurement Data Setts) as many
necessary

ADS AuxiliaryData Set(s) as many as necessary

GADS Global auxiliary data Set(s) for auxiliary data
not timely related to the MOS record time
entries.

Product Generation and Extraction

l"orertl"rodu:t

ToT,
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ForGOMOS:om lbl' oceultatlon• one product
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All Data sets are filled with Data Set Records (DSR), each DSR
starts with a time entry (the GADS is the only exception to this
rule); the time entry permits correlation between all Data Sets at
record level and permits extraction of subset extraction

6. USER SERVICES

The User Services will be accessible via INTERNET. Wherever
the user enters the PDS, any station or centre offering ESA
services, he will have access to:

• a unified user interface (all stations and centres will be
equipped with a standard User Service Facility);

a unified search mechanism to find all available products
and to order them, without the need to know where the data
are physically stored, all stations and centres being linked by
a PDS internal network,

•

on-line browse, for all imaging instruments, and possibility
to obtain direct on-line delivery of small products.

a unified ordering interface, the order being processed
automatically by the appropriate centre or station (ordering
of products requiring specific data acquisition will be routed
automatically to the PDCC).

Help Desk and Order Desk at the PDCC.
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All PDS products will strictly adhere to ENVISATPDS Standard
formats (identical product formats for Near Real Time or Offline)
and standard quality by use of the PDS Generic Processors.
Software tools will be made available for opening the products.

Product delivery will be made via:
- satellite links (used mainly for NRT service),
- ground network (for any service, NRT or Offline,provided the
product size is compatible with the network throughput),

- standard physical media (used mainly for Offline service).

INTER-ACTIVEPRODUCTSEARCH
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7. SYSTEM OPERATION CONCEPT

• Overall Mission Management is controlled by the Envisat-1
Mission Management (EMM),

• The EMM defines the operation strategy via the ROP
(Reference Operation Plan),

• The ROP defines completely the Global Mission Operation
(satellite operation including links and tape recorder data
recovery, data acquisition, processing and systematic
dissemination),
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The ROP defines, for the RegionalMission, the strategy for
handling user requests, according to data policy rules, and
specifies a Background Regional Mission according to
HLOP agreed rules,

The ROP Global Mission is directly implemented by the
FOS,

The Regional Mission is handled by the PDCC, registering
and handling the user requests, merging them with the
Background Regional Mission according to ROP rules and
building up the PreferredExploitation Plan (PEP),

The PEP is submitted to the FOCC which answers with the
Detailed Mission Operation Plan (DMOP), providing the
detailed satellite operation (all instruments, recorders and
links),

• The PDCC plans the acquisition and NRT processing
accordingly.

8.PROGRAMMEDEVELOPMENTSTATUS

The
the following stage:

• The EM satellite programme is planned to be completed by
end March 1999,
The Integration of FM instruments on the FM satellite is on
going: MWR, GOMOS, RA-2 are already integrated,
MIPAS F-EQM and CESA FM are delivered and ready for
integration, the remaining instruments are planned to be
delivered in the coming months (the ASAR antenna, being
the last delivery, planned for August 1999),

• The satellite is planned to arrive at ESTEC in May 1999 and
will remain there until completion of the FM test
programme and then transported to Kourou for the launch
campaign.
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For the Ground Segment (FOS & PDS), the status is as follows:

The FOS development is well advanced, intermediate
versions of all major components are delivered and
integrated in the FOCC at ESO,.

The next major compatibility test with the satellite (SVT I)
is planned for mid March 1999.

• The compatibility tests of the mission planning
softwares at FOS and PDS are already initiated.

• The PDS VI is integrated on the Reference Platform at
DATAMAT Rome, an initial acceptance test has been
conducted in December 1999, the test completion of PDS
VI is planned for end March 1999.

The acceptance of the PDS V2, including complete version
of all Instrument processors based on the ESL
documentation and test data alreadydelivered, is planned for
September 1999.

The ENVISATlaunch is presently planned for the fall 2000.

9. Conclusion

With a design lifetime of 5 years, ENVISAT will continue and
extend the science and application objectives of the ERS-1/2
missions. As such, ENVISAT is part of a coherent European
Earth Observation Programme ensuring the long-term provision
of continuous data-sets, essential for addressing environmental
and climatological issues, as well as aiming at the promotion of
application and commercial use of Earth Observationdata.
With its three complementary atmospheric instruments,
addressed in detail in this ESAMS Symposium, ENVISAT will
make a major contribution to environmental research studies.

For further informailon on Envisai-L, please visit our Web site
at:

http://envisat.estec.esa.nl
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MIPAS MISSION OBJECTIVES

Herbert Fischer
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The Michelson Interferometer for Passive Atmospheric
Sounding (MIPAS) is a cooled high resolution mid-infrared
(4.1-14.6 µm) Fourier Transform Spectrometer which will be
launched aboard ESA's ENVISAT satellite (Ref. I). The
instrument will scan across the earth limb in order to detect
vertical profiles of temperature and more than 20 atmospheric
trace species (Ref. 2). Further important parameters to be
derived from MIPAS observations are the distribution of
aerosol optical depth, tropospheric cirrus clouds and polar
stratospheric clouds.

The simultaneous and global measurements allow to study a
number of important scientific objectives as the dynamics and
chemistry of the stratosphere, the stratospheric/tropospheric
exchange processes, the chemistry of the upper-troposphere,
the energy balance as well as physical and chemical processes
in the mesosphere and lower thermosphere and also
climatology. Even for the weather forecast MIPAS can
contribute by providing near real-time global temperature and
ozone distributions. Measurements of existing MIPAS
instruments like the balloon and the aircraft device have
already proven the enormous scientific capabilities of the
MIPAS space experiment (Ref. 3).

Due to this wide range of scientific applications it is obvious
to define different observation scenarios for optimum
measurements. This is possible because the MIPAS
experiment comprehends a very flexible scanning unit.
Besides the nominal observation mode covering atmospheric
layers between the upper troposphere and the lower
mesosphere a considerable number of special observation
modes are planned like polar chemistry/dynamics mode,
tropospheric/ stratospheric exchange mode, aircraft emission
mode, atmospheric dynamics mode and diurnal change mode.
In addition, observation scenarios for the upper atmosphere
have been specified including non-Local Thermodynamic
Equilibrium investigations.

The MIP AS software for data processing is developed along
three lines. The operational near real time products, namely
vertical profiles of temperature, 03, H20, CH4, N20 and
HN03, are generated by ESA facilities. The off-line data
processing with a time delay of about three weeks will be
performed by the DLR center in Oberpfaffenhofen/Germany.
During the first phase the data products are the same as the
near real time data products; at a later stage further trace gases
may be added. Scientific software development is carried out
by a few scientific institutes in Europe, in order to further
exploit the information content of the MIPAS spectra. It is
foreseen that also global distributions of trace gases like N02,
N205, HN04, ClON02, CFC's as well as NO and CO will be
available some time after launch.

The MIPAS data validation is divided in three phases:
prelaunch activities, self-consistency tests and inflight
validation. The prelaunch activities comprise the test of
various in situ and remote sensing instruments and the use of
realistic data from existing MIPAS instruments for algorithm
validation. The self-consistency tests consist of checks on
measurement precision, internal consistency and long-term
stability of the MIPAS data. For the in-flight validation a
considerable number of validation experiments have to be
performed including aircraft, balloon and ground based
instrumentation.

In conclusion, MIPAS measurements will yield a novel global
set of distributions of atmospheric parameter (from pole to
pole). Several years of MIPAS data will allow to study various
dynamical, radiative and chemical processes in the upper
troposphere, stratosphere, mesosphere and lower
therrnosphere.
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ABSTRACT
The Michelson Interferometer for Passive Atmospheric Sounding
(MIPAS) is the first high resolution Fourier-transform
spectrometer for limb sounding from satellite. This measurement
concept puts high demands on the instrument technology, as it
requires several highly precise mechanisms to operate
constantly at low temperatures over several years lifetime. Since
MIPAS's selection as a11£SA-developed instrument for flight 011
the ENVISAT environmental satellite some I0 years ago, it has
evolved through various iterations 011the design concepts of its
subsystems. The instrument could be considered a good
compromise between complexity and performance, but it still
utilises a number of critical technologies that are employed the
first time in space.

This paper summarises the performance requirements imposed
on MI PAS, outlines the design challenges and their solutions,
and presents the performance demonstrated in the
characterisation measurements.

1 INTRODUCTION
The Michelson Interferometer for Passive Atmospheric
Sounding MIPAS is a space borne Fourier Transform
spectrometer (FTS), conceived for global observations of
atmospheric trace species. It detects the atmospheric limb
emissions over wide spectral intervals throughout the mid infra­
red with high spectral resolution. These IR-spectra contain
characteristic emission features of most gases. Thus a series of
limb spectra from different altitudes can be processed to
determine concentration profiles of numerous atmospheric trace
species, including the complete NOy-family and several CFC's,

atmospheric temperature and pressure, as well as the distribution
of aerosol particles, tropospheric Cirrus and stratospheric ice
clouds (including Polar Stratospheric Clouds).

As MIPAS is observing the thermal emission of the atmosphere,
measurements can be performed independent of illumination
conditions. Thus, as a unique feature of MIPAS, these
atmospheric parameters are determined

• all simultaneously with each measurement,
• with complete global coverage,
• during day- and night time conditions (allowing to observe

the diurn al variation of trace species), and
• throughout its mission duration of four years.

Thus MIPAS provides unique capabilities and promises to
become an important research tool for atmospheric sciences. For
this reason, MIPAS thus has been selected as an ESA payload
for the next European earth observation spacecraft ENVISAT.

2 MIPAS's CAPABILITIES

2.1 Performance Requirements
To provide useful measurements, MIPAS has to meet ambitious
performance requirements. Tab. I summarizes the key pointing,
spectral and radiometric requirements.

Fig. I indicates the basic observation geometry of MIPAS. The
instantaneous field-of-view (IFOV) is only 3 km high to achieve
a good vertical resolution, but 30 km wide to collect sufficient
radiance, which corresponds to an angular range at the

Rearward
Viewing Range

Sideways
Viewing Range~~_

Fig. 1MIPAS viewing geometry and rearward & sideward pointing ranges
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Table 1 MIP AS Performance Requirements

Pointing Requirements
InstantaneousField-of-View 3 x 30 km2 (height x width)

elevation pointing 5 ... 210 km above earth limb
azimuth pointing 35° rearwards, 30° sideways

pointing stability (I-sigma) 0.08 mrad over 4 s
0.14 mrad over 75 s

pointing knowledge 0.28 mrad
Spectral Requirements
spectral range 685 .. 2410 cm"

(14.6 .. 4.15 µm)
spectral resolution 0.035 cm" (unapodized)

spectral resolution modes down to 1/10 full spectral
resolution

Radiometric Requirements
radiometric sensitivity NESR 50 ... 4.2 nW/cm2/sr/cm-1
absolute radiometric accuracy 1% (@ 14.6µm)

... 3 % (@4.15 µm)
(relative to input radiance)

Operations Requirements
max. time per spectrum 4.6 s (full spectral resolution)

1.0 s (1/10 spectral resolution)
time per elevation scan 75 s (500 km ground trace)

spectraper elevation scan 16 (full spectral resolution)
75 (1110spectral resolution)

instrument of 0.9 mrad (vertical) by 9 mrad (horizontally).

MIPAS is capable to steer the IFOV within two pointing
regimes: rearwards (in the anti-flight direction) within a 35°
wide range, and sideways (in the anti-sundirection) withina 30°
wide arc. For all routine measurements the IFOV will be in the
rearward viewing range, as it
provides a good earth cover­
age including the polar
regions. The sideways range
is important for observation
of 'special events', like
volcano eruptions, trace gas
concentrations above major
air traffic routes, or
concentrationgradients along
the dusk/dawn lines.

As a result of the limb
viewing geometry, the
distance between instrument
and tangent point is about
3300 km. Thus, in order to
measure at a predetermined
limb height, the pointing of
instrument and satellite in
elevation direction must be
excellent. It is possible to
determine the geometric limb
height by pointing
information from the
spacecraft with a standard
deviation below 900 m,
corresponding to a Line-of­
Sight elevation pointing
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accuracy of better than 0.28 mrad (I-sigma) will be required. A
very high stability of all assemblies affecting the pointing is a
design driver for MIPAS as well as for the ENVISAT satellite. To
compensate bias angles (e.g. from launch shifts) and harmonic
pointing variations during the orbit, the Line-of-Sight will be
recalibrated during flight by viewing stars, as discussed in the
next section 2.2.

Pointing stability during one interferometersweep (4 s duration)
will be much higher - predictions indicate a worst case height
variance below 300 m (0.1 mrad).

The spectral coverage ranges from 685 cm·1 (14.6 µm) to 2410
cm" (4.15 µm). This range covers most of the mid-infrared
region, and contains numerous strong, characteristic emission
lines of most atmospheric species. A Fourier-Transform
spectrometer is ideally suited to perform measurementsof such
wide spectral coverage with highest possible sensitivity.

Fig. 2 shows a typical atmospheric radiance spectrum from a
tangent altitude of I0 km. The large amount of atmospheric
emission features in this spectral region is evident. Also shown
are those spectral regions where key atmospheric species show
strong emission lines that can be identified. Concentration
profiles of these species can be determined by analyzing the
effective strength of specific lines from spectra with different
tangent altitudes. The sensitivity goals for detection of the
indicated species are derived for single line. In fact, however,
many emission lines will be used in the retrieval, thus increasing
the noise tolerance significantly.

The high spectral resolution (unapodized) of better than 0.035
cm" (corresponding to 1 GHz resolution or 0.006 nm at a
wavelength of 4.15 µm) is necessary to reduce the interference
of overlapping spectral features. With this high spectral resol­
ution,MIPAS provides a total of about60.000 independentspec­
tral samples in each spectrum.

Simulated atmospheric emission spectrum:
h = 50 km (Midlatitude Winter) -

• Sensitivity goals for priority spectral regions
NESR rsqulrement j

specification (end-of-life) :

1500
Wavenumber [cm-i]

0.035 cm-1 resolution
Fig. 2 MIPAS sensitivity requirements, expressed in NESR (Noise Equivalent Spectral
Radiance), superimposed to anticipated limb radiance from high altitudes. The black
regions indicate the overlap of the MIPAS spectral bands where noise may be higher.Also
shown are NESR-goals for interesting species, assuming single line detection.
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A complete high resolution spectrum is obtained all 4.5 s.
MIPAS can also perform measurements with a lower spectral
resolution in shorter time.

The radiometric requirements on MIPAS are highly demanding.
A good radiometric sensitivity is a major design driver to allow
detection of weak atmospheric signals without additional
averaging. Radiometric sensitivity is expressed here by the
Noise Equivalent Spectral Radiance (NESR), which
characterizes the instrument noise in terms of incident radiance.
The required sensitivity must be better than 50 nW/cm~ sr cm'
at the long wavelength side, decreasing to 4.2 nW/cm2 sr cm" at
the short wavelength side. The actual instrument performance
(as predicted for the flight model) is also indicated in Fig. 2. It
meets the requirements in all bands.

A good absolute knowledge of the received radiance is important
for the retrieval of species concentrations and temperatures. This
need for data with an excellent radiometric accuracy is quite
challenging: a calibration accuracy in the 1 - 3 % range is
difficult to achieve even for ground based instruments. But the
test results of MIPAS indicate that this demanding requirement
will be met as well.

2.2 MIPAS Operation
MIPAS performs continuously measurements, which are either
atmospheric observations (i.e. useful atmospheric spectra are
derived), or are used for instrument calibrations (subdivided into
radiometric calibration and pointing calibration). Fig. 3 indicates
the envisaged time line for the different measurement types:
most of the time, MIPAS performs elevation scan sequences in
nominal or special event measurements. Deep space calibration
is performed relatively often (after a few elevation scan
sequences) to compensate for instrument temperature variations
along the orbit, while gain calibration is performed much rarer
(on the order of days) to compensate slow drifts of the
electronics. Pointing calibration finally is performed very rarely
(once per months) to compensate for slow drifts of the satellite
pointing. The exact times will be established in orbit during the
commissioning phase.

lDOm1n
(1 Orbit) 20min~

11Cll i. i1~}neasurements~1meosurements1!'f:
Q1 0: 101 ~ o,
l-'ii~: . !0. f/".~ .• 01_

time

> l month> 1day

Offset Calibration Elevation Scan
<20s Sequence

I~
- time

Fig. 3 Scenario for MIPAS operation timeline

2.2.1 Atmospheric Measurements

To retrieve concentration profiles. MIPAS obtains a series of
spectra with different tangent altitudes, typically starting at
about 70 km altitude, and then descending in 5 or 3 km steps
down to 7 km. As one spectrum is obtained in about 4.5 s, such
an elevation scan sequence of 18 spectra takes 80 s. During this
time, the spacecraft covers a ground-track distance of about
530 km, but due to the downward scanning the measurement
distance increases during the scan, so that the actual spread of
tangent points is only 400 km.

For most measurements, MIPAS will view the atmosphere
through the rear baffle, and will autonomously move the azimuth
mirror within the 35° wide range to cover both, the arctic and the
antarctic polar regions.

The actual elevation scan sequence can be updated in flight to
allow an adaptation to the user needs. In addition, time tagged
'special events' can be commanded with free azimuth and
elevation angle ranges, which allow observations for more
specific research interest, like pollution monitoring along air
traffic routes, observation of concentrations changes along the
dawn/dusk line, concentration profiling near volcanic eruptions
or support of regional measurement campaigns.

2.2.2 Radiometric Calibration

Radiometric calibration of MIP AS is performed with two
measurements:

• Offset calibration, by observation of cold space to
determine the thermal emission of MIPAS (which will be
the major source for offset in the spectra),

• Gain calibration, by observation of the well characterized
internal calibration blackbody source to calibrate the
instrument response throughout the spectral bands. Gain
calibration also provides the information about phase
distortions used for the phase correction of the
interferograms during ground processing.

Offset calibration has to be performed relatively frequently
(several times per orbit) to determine all variations of the
instrument self emission due to temperature variations. It takes
about 20 s. It comprises several low resolution interferometer
sweeps that are co-added by the ground segment to reduce noise.

Gain calibration is planned to be performed much less frequently
(once per day or Jess). It comprises a number (about 500) of
blackbody-cold space measurements performed at low spectral
resolution, which are co-added on ground to reduce the random
noise. The temperature of the calibration blackbody is also down
linked to provide the basis for the conversion into an absolute
radiance units.

The phase correction of interferograms is very critical for the
correct radiometric calibration. After Jong trade-offs between
various different phase correction schemes it was decided early
on that for an emission sensing interferometer like MIP AS the
best correction is performed together with the radiometric
calibration: the (complex) offset spectrum must be subtracted
from both, the scene spectrum and the calibration blackbody
spectrum. These offset-corrected spectra then are divided by
each other for the proper gain- and phase correction. However,
this scheme only works if the phase shifts of the interferograms
remain constant throughout the time between two blackbody
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measurements. This requirement of an excellent long-term phase
stability is one of the design drivers for the MIPAS instrument.

2.2.3 Pointing Calibration

Another set of calibration measurements is performed in-flight
to determine the actual Line-of-Sight (LOS) pointing biases and
harmonic variations, which in turn set the tangent altitude of a
particular measurement. This LOS-calibration is based on the
observation of stars moving through the IFOV with the short
wavelength channels. The actual time of star observation is
correlated with the expected time as computed by the pointing
information from the Attitude & Orbit Control System(AOCS)
of ENVISAT. Thus all biases and slow pointing variations
between the star tracker package of ENVISAT (providing the
pointing reference for the AOCS) and the LOS of MIPAS are
derived and used for pointing corrections. The LOS-calibration
will be repeated rather infrequently, like once per month.

2.3 Ground Processing
On-boarddata processing is reduced to the minimumrequiredto
reduce the data rate (i.e. analog and digital filtering of the
detector outputs, decimations of the data streams and word
length reduction of transmitted data blocks).

During the Level-I processing in the ENVISAT ground segment,
the interferograms to the different channels are converted to a
fully (radiometricallyand spectrally) calibrated spectrum,which
is also corrected for the Doppler-shiftfrom the movingplatform.

The availablepointing data are converted into the tangentheight
(including the correction for atmospheric refraction), and the
geographic coordinates of the tangent point.

Level-Zprocessing at the ENVISAT ground segment uses these
Level-I spectra from a complete elevation scan sequence to
derive the profilesof temperatureand pressure in a first step, and
the concentrationand mixing ratio profiles of selectedspeciesof
highest priority: ozone 03, water vapor H20, methane CH4,

nitrous oxideN20, and nitric acidHN03•

Other species contained in the spectra will be retrieved
by other data centers or by research groups using
similar algorithms as those in the ENVISAT ground
segment.

3 DESIGNOVERVIEW

3.1 Functional Description
How does MIPAS work? Fig. 4 shows a strongly
simplified optical layout of a Fourier-Transform
Spectrometer(FTS) likeMIPAS.The atmosphericlimb
radiance is collected by some optics (mainly steering
mirrors and a telescope) and directed to the two-beam
interferometer (derived from a 'Michelson'
interferometer) which allows to measure broad-band
spectra with a very good spectral resolution. The
second input port to the interferometer is closedwith a
cold blackbody to suppress disturbing radiance.

Within the actual interferometer, the input radiance is
divided at the beamsplitter into two beams of similar

intensity. They are directed to the moving retro reflectors (in
MIPAS: cube-corners), which return the light to the beam
combiner where the beams are superimposed and interfere.

As the optical path of the two beams differs due to the moving
retro reflectors, the phase between the two beams changes as
well, which causes a modulation of the light intensity in the
output ports. At equal path length in both arms (ZPD= zero path
difference), constructive interference in one output port
increases the intensity to (almost)twice the average value, while
destructive interference in the other port reduces the intensity
there to (almost) zero. When the optical path difference is
changed, interference causes the intensity to fluctuate between
the two output ports (but the sum of the intensity in both ports
stays constant).This interference-modulatedsignal as a function
of optical path difference is an interferogram.

This interferogram is the Fourier transform of the spectrum of
the recorded radiation, so the original spectrum can be
reconstructed from the recorded interferogram by the inverse
Fourier transform.

The spectral resolution of an FTS is mainly determined by the
maximum path difference (MPD) achievable in the particular
interferometer.ForMIPAS, theMPDmust be ±20 cm to achieve
the required spectral resolution of 0.35 cm·1 (FWHM). As the
both cube-corners move, this corresponds to a mechanical
motion over a ±5 cm long path for each of them.

To record a useful interferogram,the modulatedoutput has to be
sampled at very regular optical path difference intervals (for
MIPAS, the required samplingaccuracy is about 30 nm). This is
usually done with the help of a laser beam transmitted in the
same optical set-up, which is used to trigger the sampling
electronics behind the detector at very precise increments.

Furthermore, to achieve the tight sampling accuracy and a high
modulation efficiency, the retro-reflectors must be guided with
very high precision (lateral jitter below 20 mm) and constant
velocity (variation below 1%) over the full path (for MIPAS
100mm). Thus an FTS has to meet very demanding
requirements on its mechanical design. In the case of MIPAS,
the alignment constraintsbecome even more challenging as the
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Fig. 4 Generic layout of an Fourier Transform Spectrometer like
MIPAS
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optics has to be cooled down to -70°C to reduce the thermal self
emission.

In spite of its mechanical complexity, an FfS has unique
features and shows key advantages over spectrometers with
dispersive elements (like gratings or prisms) in two areas:

(i) In an FfS, a single detector receives all spectral clements
present in a broad-band spectrum simultaneously
throughout the full interferometer sweep duration. As long
as the photon noise is not dominant (as is the case for
MIPAS), this provides a clear advantage over spectrometers
using dispersive clements (like gratings or prisms)
employing a scanning device sending one by one the
spectral elements to the detector (resulting in poor
utilization of the received radiance). A large detector array
would negate this advantage, but it simply doesn't exist yet
in the mid-infrared.

(ii) An FfS can accept light coming from a much larger solid
angle as input for a given spectral resolution. This property
is essential to observe an extended source like the sky with
high spectral resolution.

Thus an FfS is the only means currently available to obtain
complete high resolution infrared spectra of the atmosphere with
adequate sensitivity.

3.2 Basic Design Trades
During the first design phase of MIP AS, numerous trade-offs
were performed to derive the overall instrument configuration.
The trades were always driven by the need for the simplest, most
reliable design solution available to achieve the performance. As
a result, the main design features for MIPAS can be summarized
as follows:

A dual slide interferometer was selected to minimize
overall dimensions and mass, reduce the residual
momentum during slide reversal, and provide some
redundancy in case of a single drive failure.
The interferometer slides are carried by dry-lubricated

roller bearings to allow easier ground testing than with
magnetic bearings. and to make use of available bearing
technology as far as possible.
A diode-laser based reference interferometer was selected
as the simplest design solution. No absolute frequency
stabilization is implemented. as the spectral scale can easily
be calibrated by known emission features of the
atmosphere.
Single mode optical fibers are used to get the laser
radiance into the cooled interferometer without adding to
the heat dissipation there.
All optics is passively cooled to temperatures on the order
of 200 K to reduce their thermal emission, which forms a
major noise source.
A Stirling-cycle cooler was selected for cooling of the
detectors. which allows to achieve detector temperatures of
about 70 K. This eliminates use of Si.Ga detectors, which
would be more sensitive than the Hg.Cd.Te-detectors now
employed.
To make fast profiling measurements, linear detector arrays
had been considered. However, single element Hg:Cd:Te­
detectors will be used instead to ease the development of
the sensitive detectors and their read out electronics.
On ground data processing will be perfomed wherever
possible to simplify the demands on the in-flight software.
Only functions to reduce the data rate will be performed in
the flight segment of MIPAS.

3.3 Architecture
The functional block diagram of MIPAS and its ground segment
is outlined in Fig. 5. The atmospheric radiance enters MIPAS
through the Front End Optics (FEO). which comprises
Azimuth and Elevation Scan Units for the selection of the line­
of-sight, an anamorphotic telescope and a calibration blackbody
for in-flight radiometric calibration.

From the telescope, the radiance is directed to the Interferometer
(INT), which could be considered the 'heart' of the instrument. Its
slide motion is controlled to close tolerances using a laser
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Fig. 5 Functional subsystem layout, indicating the major building block of the instrument and the ground segment
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Fig. 6 MIPAS on the tip ofENVISAT

interferometer.

The interferogramsare detected by the Focal Plane Subsystem
(FPS), which divide the incoming light into various spectral
channels for detection by the eight Hg.Cd.Te-detectors, The
detectors are cooled by a pair of synchronized Stirling-cycle
coolers to 70 K for maximum sensitivity.

The detector output is filtered and decimated in the Signal
Processing Electronics (SPE), which outputsthe interferograms
and the ancillary data required for the on-groundprocessing to
thePlatformData Handling& Transmissioninterfaceof the PPF
for on-board storage and downlinking to the ground station.

In the Ground Segment, the downlinked interferograms are
converted into calibrated atmospheric spectra. In the next
processing levels, these spectra are used to retrieve the
concentration profiles of the relevant atmospheric species and
other, higher data products.

An Instrument Control Electronics (ICE) contains all
electronics modules to supervise and to execute macro­
commandsforMIPAS, and it also houses the plug-inmodules to
drive the FEO and INT subsystems. The Stirling-cycle coolers
of the FPS are controlled by a dedicated electronics box.

All electronics units are fully redundant: in the case of the ICE,
two identical units are used, while the coolercontrol electronics
is internally redundant, and the SPE uses redundantsubmodules
which can be switched by tele-command to bypass faulty
components.

3.4 Accomodation on ENVISAT

Fig.6 showsthe overall layout of MIPASasmountedon the tip
of ENVISAT.It comprises the following modules:

• The MIPAS Optics module (MIO) with the azimuth and
elevation scan units and the receiving telescope, the
interferometer and the focal plane subsystem,mounted on

the tip of ENVISAT.It is radiatively
cooled to about 205 K to reduce the
thermal emission of its optical
components, but two Stirling-cycle
coolers keep the temperature of the
detection module to about 70 K.

• The MIPAS Electronics module
(MIE) on the side of EIWISAT,with
redundant Instrument Control
Electronics boxes (ICE l & 2), the
MIPAS Power Distribution unit
(MPD) mountedon a commoncarrier
plate and under a common radiator
for thermal control, and

• Signal Processor Electronics
(SPE), Detector Preamplifiers(PAW)
and Stirling-cycle cooler drive
electronics (FCE) surrounding the
OpticsModule on the deep-spaceside
ofENVISAT.

All units with power dissipation are
removed from the MIO to achieve a
lower temperature of the optics.
However, this distributed concept
results in a rather complex instrument

harness, as the units in the optics module have to be connected
to primary and redundant control and monitoring units (it has
over 300 connectors).

The total mass of the instrument is about 327 kg, and its power
consumption amounts to 210 W.

4 Design Description

4.1 The MIPAS Optics Module (MIO)
The MIPAS OpticsModule is the actual 'measurement head' of
MIPAS, housing the Front End Optics, the Interferometer, the
Focal Plane Subsystem and the Stirling-cycle coolers. Fig. 7
illustrates the layoutof the subsystems in the MIO.The module
is about 1.36m long (in flight direction), 1.46m high (nadir
direction) and about0.74 m deep (cold space direction). It has a
mass of about 170kg.

The housing of the Optics Module carries several radiators:

• a large radiator to cool all optical components of the
instrument to about 205 K to reduce the thermal
background of the instrument,

two separate radiators to cool the compressor of the
Stirling-cycle coolers and to precool the Focal Plane
Subsystem that keeps the detectors at about 70 K.

All radiators are tilted away from nadir by 20° to reduce the
earth shine and thus to improve their efficiency.

•

Below the Optics Module are the two baffles that reduce the
amount of straylight entering MIPAS. The baffle for the
rearward viewing range extends sufficiently far from the first
optical component to avoid sunlight to enter, when the south
pole region is observed during the summer period. In this case,
the minimum anglebetween sun and line-of-sightcould become
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The detector elements are acting as aperture
stops and thus average the scene radiance
even for scene with large radiance gradients.
Thus response variations over the detector
surface (which are rather strong for the

photo-conductive detectors) will not affect the radiometric
accuracy of MIPAS.

Fig. 7 Subsytem layout of the MIPAS Optics Module

Fig. 8 The MIPAS Optics Module during the preparation for the thermal
vacuum testing

as small as about 8°. It is cut short on the sun illuminated side to
reduce its heat input. Further reduction of the baffle temperature
is achieved by using a white coating (in the thermal IR it is
black).

Fig. 8 is a picture of the MIO during the preparation for the
thermal vacuum testing, lying on the mounting side to the
satellite (thus nadir would be to the right) and seen from the
rearward direction. It shows clearly the white aft-baffle and
(pointing upwards) the side baffle. The outside of the MIO is
covered in multi-layer insulation to minimize heating from sun
and earth shine. This view gives an impression for the size of the

MIO.

4.1.l Optical Design Features

Fig. 9 indicates the optical path of MIPAS
from the entrance baffle to the detector
elements in the cold unit. Another overview of
the optical design is given in Fig. 9, which
shows beam sizes and view angles at the
various locations within the optical train. For
clarity, it shows the beam path for only one
interferometer output port and one detector
channel.

The entrance aperture of MIPAS accepts an
input beam of 165 mm height and 55 mm
width. This free aperture is reduced by two
Lyot-stops (in the interferometer and a cold
aperture before the detectors) to an effective
size 135 mm by 45 mm for efficient stray
light rejection.

The telescope of the Front-end optics reduces
the beam by a factor of 6 in azimuth and 1 in
elevation. It houses the field stop which
determines the instrument field-of-view of0.9
* 9 mrad (elevation I azimuth).

The interferometer is indicated as a simple
straight light path, although its actual
implementation is rather more complex. The
output side of the beam combiner carries the
first Lyot stop for stray light supression.

Behind the interferometer, the beams from the
two output ports are reduced in size to 4.5 rrun
by 9 mm by another mirror telescope, the
Afocal Reducer. This telescope is part of the
Focal Plane Subsystem (FPS).

The entrance of the cooled part of the FPS
acts as a second Lyot stop. A second field stop
('cold stop') is mounted behind some relay
optics. As there is a cold stop in each of the
two output ports from the interferometer, a
slight relative misalignment between them
would lead a slightly different field-of-view of
the individual detectors. To avoid this
problem, the cold stops are somewhat
oversized.

4.1.2 Front End Optics (FEO)

The FEO contains all assemblies that determine the line-of-sight,
the instantaneous field-of-view and the receiving area:

4.1.2.1
The ASU allows to select the Line-of-Sight within the two field-of-

Azimuth Scan Unit (ASU)
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edge ratio (30 km horizontal to 3 km
vertical dimension). the telescope is
an anamorphotic design with a high
magnification in elevation compared
with azimuth. A trade-off to reduce
the overall volume of telescope and
interferometer resulted in a design
with a magnification of 6 in
elevation and 1 in azimuth. It uses a
folded design with a 5 mirrors (two
mirrors focus the incoming light on
the field stop, and the remaining ones
collimate the beam for the
interferometer).

TEL uses an Aluminium-honeycornd
structure and specially designed
mirror mounts to maintain its optical
performance over the wide
temperature range, and to survive the
launch vibrations.

4.1.2.4 Calibration Blackbody
Assembly (CBA)

The calibration blackbody, that is
used for the in-flight calibration of
the instrument responsivity, is
mounted in the Azimuth Scan Unit
It requires a rather large clear
aperture (220 x 75 mrrr'). Its design
is derived from the blackbody design
for the Along-Track Scanning
Radiometer ATSR, presently flying
on the ERS-1 satellite. Its emissivity
is above 99.6 %, so that a high
accuracy for the gain calibration can
be achieved. For precision gain
calibration measurements, it can be
heated up to about 50 K above the
ambient instrument temperature to
deliver sufficient radiance at short
wavelengths. It will be heated in

flight to temperatures between about 220 and 250 K.
Measurements at different temperatures are required for the in­
flight characterisation of the detector non-linearities.

Front-EndOptics Interferometer FocalPlaneSubsystem
( )(( ))(:1------------t:

BeamSplitter Afocal ReducerIcon Units

Entrance FieldStop
Aperture 0.9 * 9 mrad
165 * 55 mm

Fig. 10 Optical scheme with beam sizes and divergence angles
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view regions, and also to access an internal blackbody source for
gain calibration. A flat steering mirror rotates about an axis parallel
to nadir to direct the incoming infrared radiation into the instru­
ment. This steering mirror has a dimension of 346 mm in height
and 122 mm in width and thus forms the largest optical component
ofMIPAS.

4.1.2.2 Elevation Scan Unit (ESU)

The ESU is used to adjust the actual tangent height of a particular
measurement, and thus requires a very high pointing accuracy over
a limited angular range. It comprises a flat steering mirror rotating
about an axis that is orthogonal to both nadir and flight direction.
The angle covered by this mirror is less than 3° which is sufficient
to reach tangent heights between 5 km and 220 km; the highest
tangent height is used for measurements of cold space to determine
the instrument self emission for offset calibration.

4.1.2.3 Telescope (TEL)

Driven by the demand for an atmospheric object size with a large

4.1.3 Interferometer

4.1.3.1 Overview

MIPAS uses a symmetrical dual slide interferometer with dual
input and output as it provides highest detectable signal at the
outputs, highest degree of redundancy, and most compact
dimensions. The optical arrangement is indicated in Fig. 11: the
incident angle of the radiation onto the beamsplitter is 30° to
reduce polarisation effects by this component when compared to
45° incidence. To achieve the specified spectral resolution, the
maximum path difference (MPD) at the beam combiner must be
at least ±20 cm, corresponding to a mechanical motion of ±5 cm
for each comer cube.
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Fig. 12 outlines the overall design. Fig. 13 shows the
actual MIPAS Interferometer Flight Model with the
remotely located laser boxes before integration in the
MIO.

4.1.3.2 Interferometer Optics (!NO)

The INO comprises the beam splitter assembly, flat
steering mirrors and the corner cubes on the moving
slides. The beam splitter coatings are quite critical, as
they have to provide a reflectivity near SO% throughout
the broad spectral range. More difficult to manufacture
are actually the broad-band anti-reflection coatings on
the other surfaces of the substrate to reduce undesired
interference effects that would modulate the
transmission.

The beam splitter assembly also has to compensate the
phase delays caused by the dispersive nature of the
substrate throughout the spectral range. This is done with
a second substrate of same thickness as the beam splitter
itself and mounted with a narrow gap to the beam splitter
coatings. Both substrates are slightly wedged to reduce
the residual etalon effects.

4.1.3.3 Interferometer Drive Units (IDU)

The two identical IDUs perform the actual translation of
the cube corners. Linear magnetic actuators ('voice
coils') generate the drive force. The slides are guided by
mechanical bearings. The lifetime requirement of four
years continuous operation corresponds to about 40
million interferometer sweeps. Dry-lubricated (MoS2 -

coated) ball bearings running on steel rails have been
selected and have demonstrated this lifetime.

A locking mechanism off-loads the slides during launch.
It uses two hot-paraffin actuators to unlock the slides in
flight.

4.1.3.4 Optical-Path Difference Sensor (ODS)

The optical path difference signal for interferogram
sampling, and the accurate difference speed of the
comer cubes are derived from a laser interferometer. It
uses a single-mode 1.3 um-diode laser which is located
in a temperature stabilised box mounted onto MIO.
The output from the diode laser is guided to the
interferometer via a Single Mode, Polarising-optical
fibre.

The 1.3 um-radiation from the ODS laser is circularly
polarised and injected into the interferometer via
special coatings on the beam splitter substrate. The
polarisation allows to retrieve both sine- and cosine
components of the superimposed beams, and thus to
determine the direction of the retro-reflector motion.
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Fig. 13 Interferometer flight-model

This ground processing using isolated emission lines of know
position.direction information is important as the interference fringes of

the ODS provide an absolute position reference, that must be
accurately maintained between two gain calibration sequences.

It should be noted that the ODS laser does not have an absolute
frequency stabilisation, although it is designed to have a good
short term frequency stability (less than 50 MHz drift over 75 s).
The absolute frequency calibration is performed during the

37



Port l

A AB

DlAl Bl

Port2 D2

D

B2A2

level lb
Spectra

685 995 1192 1530 1795 2410
Wovenumbers [crrr l I

Fig. 14MIPAS spectral channels

4.1.4 Focal Plane Subsystem (FPS)

The two output beamsof the interferometeris reduced in size by
the Afocal Reducer (two small off-axisNewton telescopes),and
directed into the cold part of the FPS.The latterhouses the signal
detectorswith their interfaces to the activecoolers, as well as the
associated optics required for spectral separation and beam
shaping.

To achieve best radiometric sensitivity, a set of four
Hg:Cd:Tedetectors in each output port (thus a total of eight
detectors) is used, each optimised for highest sensitivity in a
particularspectralband. Fig. 14showsthespectralbandsfor each
of the output port, and also shows the final spectral band
assignments after pre-processing in the signal processing
electronicsand on-ground.

The detectors for the two long wavelengthbands A and B are
photo-conductive,those for the shorterwavelengthbands photo­
voltaic types. The response of the photo-conductivedetectors
reducessomewhatwith increasingradiancefluxes.This non-linear
behavior causes distortions of the interferograms which are
correctedduringthe ground processing.

The preamplifiers are individually optimized for each detector
to fulfil the stringent requirements on noise, phase distortions
and linearity. The cold part of the preamplifiers is mounted in

Focusing Mirror Channel A - D
....L Beamsplitter/Lenses

(DotoctorPackag~ not shown)
1

Cold
Aperture

Stop
(oversized)

Radiance Input Refocusing Steering Mirrors

Fie. 15 Focal Plane Ontics lavout
the detector housing,while final amplificationis performedin an

externally mounted preamplifier (called Preamplifier Warm
(PAW)). The PAW is located above theMIO in closeproximity
to the FPS. The preamplifier gain is programmable by tele­
command.However,it is adjustedonce to achievethefulldynamic
range of the analog-to-digital converters, but the gain stays
constant during interferometer sweeps and also the elevation
sweeps.

Fig. 15 indicates the layout of the cooled optics, that directs the
radiance from the two output ports through a series of long-pass
filters to separatethe radiance into the various spectralchannels.
Only the optics for one interferometer output port is shown,the
radiance from the other output port is divided by a symmetrical
arrangementin the same housing.All optics and the detectorsare
cooled to 70 K to reduce their thermal emission and increasethe
sensitivity.

Coolingisperformedby a pair of activeStirling-cyclecoolersthat
easily satisfy the cooling requirements (500mW heat lift at a
temperature of 70 K). A twin cooler arrangement is used,
comprisingtwoidenticalcompressorsand displacerunitsoperating
with opposingmovements of the compressor and displacers to
compensatevibrationsto a large degree.

Thus, although the FPS is conceptually simple, the numerous
interfacesbetweenthe optics, the detectors and the coolersunder
the constraints of good thermal insulation and high alignment
stability tum it into a quite intricate and complex subsystem.

4.2 MIPAS Electronics (MJE)

4.2.1 Signal Processing Electronics (SPE)

On-board signal processing electronics performs the following
functions:

analog anti-aliasfiltering of the detector signals,
digitization(16 bit, 77 kHz) of each signal,
digitalfilteringto reduce the signalbandwidthanddecimation
to reduce the data rate,
combinationof somedetectoroutputs, word lengthreduction
and data compressing to reduce the data rate below
550 kbits/s,
formattingand transmissionlo thePlatformDataHandling&
Transmissioninterface.

Interferograms and pointing data are downlinked to ground,
where the Fourier-transformation and radiometric and spectral
calibration (includingthe phase correction) will be performedto
yield atmospheric spectra.

ComplexdigitalFIR filters (512 taps) are used to limit the signal
bandwidth and to shift the frequencies to the baseband, as this
allows the most efficient data decimation. As a result, however,
the interferogramsget complex.

The on-board digital filtering and decimation steps can be
disabled by tele-command. However, in this case the data rate
increases to 8 Mbit per second, which can be used only for a
short time. Thus the nominal operation utilises the on-board
digital filtering and decimation capabilities of the SPE.

During the formattingof the data stream, the word lengthof the
interferogramdata is reduced. As the full dynamic range of the
ADC is used only near the zero-path difference points, the
remainder of the interferogram uses significantly fewer bits
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which allows another significant reduction of data rate.

4.2.2 Instrument Control Electronics (ICE)

The ICE is the 'brain' ofMIPAS and will perform all tasks required
to control and monitor the subsystems. It comprises two decoupled
parts in the same electronics box:

the Instrument Control Unit (ICU), which is the instrument
controller and communicates via ENVISAT with the control
station on ground to exchange commands and house keeping
data, and
the Functional Dedicated Electronics (FDE), which is a bus
system to support the electronics modules from the other
subsystems.

After being powered, the ICU will activate all other required units
by commanding the respective power switching. In this way also
redundancy selection will be performed. The ICU controls via the
FDE the whole instrument and performs commanding of the
operating modes. These control functions also include the
monitoring of all status and housekeeping signals.

5 MEASUREMENT PERFORMANCE

5.1 Measurement Set-up
All specified performance parameters have to be verified on
ground. For MIPAS, this requires some extensive measurement
set-up as the instrument can only be operated in cold vacuum.
Thus a dedicated MIPAS test facility has been established,
which comprises

a vacuum tank with cold shrouds for the MIPAS optics
module,
a smaller vacuum chamber that generates optical test inputs,
enlargens and collimates them to fill aperture and field-of
view of MIPAS is mounted to the front end of the MIPAS
chamber and also cooled to reduce its thermal emission,
and
a precision blackbody on top of the MIPAS chamber to
validate the radiometric accuracy requirements.

Fig. 16 shows the general arrangement as well as the actual
implementation. A cold blackbody to simulate deep space is
included in the smaller tank to allow the offset calibration of
MIPAS. The instrument line shape has to be characterized with
high precision. For that purpose, radiance from a hot blackbody
outside the vacuum envelope is filtered by a cold narrow band
pass filter in the vacuum chamber to limit the total radiance
seen by MIP AS. This radiance then passes through a gas cell
which is filled with a low pressure gas with sharp features in one
of the MIP AS spectral bands. These absorption features are used
to determine the actual spectral properties, such as the
instrument line shape or the spectral calibration.

The instantaneous field-of-view is characterized by moving a
cooled aperture with a pin-hole through the radiance of a hot
blackbody and recording the MIPAS response as function of pin­
hole position.

The calibration blackbody is cooled with liquid nitrogen to reach

Calibration Blackbody

Collimatorl1:
Assemby :

1 II

Fig. 16 The MIPAS test chamber: the overview drawing
indicates the dimensions, while the lower picture shows the
actual set up during measurements. The calibration
blackbody is on top, the stimulus generator in front.

the required low temperatures. The actual emission temperature
then is set with electrical heating elements and carefully
controlled with precision resistor thermometers.

39



•.,. l'..l'~r:..:i.o4JtG• ce- :1
ric:; I n···· •..
x l DE-OJ.;2...-'----

;..L.~ ;;-.~c:;t-• ..n I :~c~.i-<)-:•-~~-'-<'.11-C r.•·-../~~ oc I~-'.i·; ~
,0·~~0 •• 0,' __ M~IPASEQM,~ - , .•6.01

1
s A~Radiance

I ,Narrow Band Filter in Front of
Black Body

! "'·.· .-~..-;..

J 1~ Modulated Signal
!ADCSamples)

,,

-a.c

,,

Optical Path OiHerencc
_5

3)
(ODS counts) -I

Jr•l""l~l tflJ\~ tS•~'SI l6e~9

Q.;) ·-.,.--:- ----·.
t!2C ~600 t6E!CWavenumber 1760 C"4•:
-aeo , ~ISOO 16&0 [cm-I] >750 CM l

Fig. 17 The first MIPAS interferogram (left) and spectrum (right)
not predictable, the magnitude of this spike varies for all
interferometer sweeps. Thus, the spike also exist in calibrated
spectra as well. But as the frequencies of the spectral points
where sampling spikes occur are deterministic and as only one
point per spectral band is affected, this effect is not considered
critical.

5.2 General Observations
After initial problems with the measurement set-up and the
instrument operation, first interferogramswere finally obtained
fromMIPAS in Nov. 1998. Fig. 17shows this first instrument
interferogram and the corresponding magnitude spectrum.

• ChannelSpectra

Fig. 19showsa detail of a magnitude spectrum that is obtained
by averaging500 interferogramsof a blackbody - note the large
offset from the zero-radiance line. Under these conditions, a
periodic modulation of the blackbody emission with a 1 crn'
periodicityand an amplitude of 0.22 % becomes clearly visible.
This modulation is an instrument artifact ('channel spectrum')
that is observablein band A and (to a lesser extent) BandB. Due

In general, theMIPAS interferogramswere surprisinglyclose to
the expectations. In particular, the adjustment of the digital
filters was verified, and the absence of narrow spectral features
in the instrument was confirmed. However, a few observations
should be reported here in more detail:

• Detector Non-linearities

The first investigations on MIPAS data output
were done using non-calibrated spectraobtained
in the raw-data (unfiltered) mode. Fig. 18shows
a magnitude spectrum of the output from
Channel Al (670 to 1000 cm"), viewing into a
blackbody source. Besides the strong signal of
the base band of this spectral channel, a
significant signal is also visible at the harmonic
frequencies. These artifacts are resulting from
the non-linearities of the photo-conductive
Hg:Cd;Te detectors. For channels C and D,
where photo-voltaic detectors are used, these
harmonic contributions are not observed.These
strong non-linearities have been expected, and
are corrected during the on-ground processing.

• Spectral Spikes

A more surprising feature was discoveredduring
the initial testing of MIPAS: when the
interferograms are filtered and thus their
frequencies are shifted around the zero­
frequencypoint, any clippingor truncationof the
digitized interferogram samples can result in an
offset of the zero-frequency point in the spectral
domain. As this point is shifted back into
spectrumduring ground-processing,it may show
up as a spike. Fig. 19 shows an example of one
of these 'sampling spikes'.

As the clipping of the interferogram samples is
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Fig. 18 Raw data spectrum, showing the harmonics due the the detector
non-linearities

to the small amplitude, this channel spectrum vanishes in the
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calibration and measurements; in this
case, the channel spectrum disappears
in calibrated spectra.

5.3 Performance
Characterization
Measurements
The following investigations were made
using fully calibrated spectra, which
were generated with the same
algorithms as for the ground segment
(although the implementation of the
algorithms differs from the ground
segment). Thus a measurement is
performed by first doing a gain
calibration (600 MIPAS sweeps
blackbody I deep space simulator with
low spectral resolution), followed by
the actual scene measurement (deep
space simulator, absorption cell or the
facility blackbody) and another deep
space simulator measurement with low
spectral resolution.

• NESR

Fig. 20 shows the NESR data obtained
during the first measurement campaign
with the Flight Model, looking into
different scenes. It also shows the
predictions from the MIP AS
performance model (which was
developed six years before the
measurements), and using component
characterization data as inputs. The
correlation between predicted and
measured NESR is quite remarkable.
This demonstrates that the noise
behavior of MIPAS is rather well
understood.

• Radiometric Accuracy

1 COE·Oe ~----~-:--------~----~-----
650 1100 1550 lOCO

Similarly, the radiometric accuracy was
determined by using the facility
blackbody as input source. The
observed radiometric errors were
significantly less than specified, also for
channel A and B which are affected by
the non-linear detectors. Thus it is
shown that the correction algorithms are
suitable. However, with the ground
testing it can not be measured how large
the zero-line offset gets for high
average radiances. This offset can be

investigated using the MJPAS simulation programme, and will
be assessed during the commissioning phase as well.

1450

'Navencrnber

Fig. 20 NESR measurements for the MIPAS Flight Model for two different input
radiance levels, compared with the predictions that were based on subsystem
characterization data

random noise when no co-addition is performed.

The channel spectrum results from a slight etalon effect of the
dichroic beam splitter in the Focal-Plane Subsystem. These
beam splitter substrates are wedged and use a rather broad-band
anti-reflection coating on one side to reduce this effect, and the
observed modulation is the residual effect. As the temperature
within the FPS is very well conuulled, the phase of the channel
spectrum is expected to remain unchanged between gain
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Fig. 21 Lineshape retrieval step: one line from an absorption spectrum is numerically transformed into an equivalent
emission line. This lineshape is interpolated to obtain the relevant line shape parameters.

• Lineshape and spectral resolution

Fig. 21 shows the steps involved in a lineshape retrieval, in this
case for the shortest wavelength band D (which is most sensitive
for misalignment). The original spectrum is obtained by
measuring an absorption spectrum of CO (low optical density),
and co-addition of 500 interferograms to reduce noise. The
resulting absorption spectrum is recomputed as emission
spectrum, and the line shape of the CO-line is deconvolved to
obtain the instrument line shape. This line then is interpolated to
result in a smooth curve, as shown in the figure.

The line width (Full-Width at Half Maximum) as shown here
was obtained with the Engineering-Qualification Model, for
which the line width is 0.033 cm".

The line shape of the Flight Model is shown in Fig. 22. It has a
slightly wider line width of 0.034 cm", but it still meets the
requirement with margins. However, the side lobes are slightly
different, which can be explained by a slight misalignment of the
interferometer.

As the lineshape is a sensitive indicator for any misalignment, it
was used to verify the alignment stability throughout the
mechanical qualification tests. The instrument Iineshape
obtained after . It was very pleasing to observe that the Iineshape
remained almost unchanged (peak variation is about 1 %),
although the instrument had undergone vibration levels which
are significant higher than expected for launch. Thus it was
demonstrated that MIPAS is structurally sound.

MIPAS F\l ILS (R11ndD. For'4ar.:t S"·Hpl

- FWHM 0.0337 cm'

I .. -,1----~--

1__ ~,--

Fig. 22 Line shape of the MIPAS Flight Model
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6 CONCLUSION
MIPAS for the ENVISATsatellite presents a new type of space
borne instrumentation that promises to deliver important data
about the composition of the middle atmosphere and upper
troposphere. It will he the first cooled FTS in space and will
allow to measure concentration profiles of many trace
constituents around the globe, in particular also in the polar
regions.

The performance requirements are demanding. in particular the
need for high radiometric sensitivity and the radiometric
accuracy. The measurements of the actual Flight Model indicate
that the overall performance requirements are as expected, and
thus it will meet its requirements in flight as well.

The MIPAS Flight Model has completed a first performance
characterization campaign in its thermal vacuum facility. After
vibration testing and electromagnetic-compatibility testing, a
second, full characterization campaign will follow. The delivery
to the ENVISATsatellite is expected for summer 1999.

The last figure shows MIPAS with its integration team, who
have performed an excellent job during MIPAS programme.
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MIPAS DATA PRODUCTS
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ABSTRACT

MIPAS (Michelson Interferometer for Passive Atmospheric
Sounding) will be one of the ESA provided payload instru­
ments on board ENVISAT. During its operational phase it will
provide a number of routine data products of primary interest
in various disciplines of atmospheric research. The list of pro­
ducts comprises instrument raw data (Level 0), geolocated and
calibrated limb radiance spectra (Level 18) and a number of
geophysical parameters, in particular vertical profiles of atmo­
spheric pressure, temperature and volume mixing ratios of the
primary MIPAS target species 03, HzO, CH4, N10. HN03
(Level 2).

This paper shall provide an overview of the MIPAS products
and describe the general data structures. The included parame­
ters, resulting from the Level lB & 2 ground processing chain,
will be discussed. These cover, in addition to the primary geo­
physical data, various quantities which support the user in the
interpretation of MIPAS data and allow the monitoring of
instrument and ground processor performance throughout the
mission lifetime.

I. INTRODt:CTION

During nominal in-orbit operation MIPAS will acquire limb
emission measurements while periodically varying the line-of­
sight (LOS) tangent height in discrete steps. For each tangent
height a scene interferogram will be recorded, corresponding
to a single stroke of the interferometer ('sweep'). With an orbit
period of 100.6 minutes and a measurement time of 4.45 s per
sweep (max. resolution, incl. turn around time), typically 75
elevation scans will be acquired per orbit, with 16 sweeps per
scan. ranging from 8 km to 65 km in tangent height. This
includes deep space ('offset') calibrations interleaving the
scene measurements in periodic time intervals of approxi­
mately 300 s.

The downlinked MIPAS raw data will be stored on ground in a
computer compatible format, yielding the so-called Level 0
products. Starting from a Level 0 set the MIPAS Level 1B pro­
ci•ssor will convert the scene interferograms into fully cali­
brated radiance spectra, making use of pre-processed
radiometric offset and gain calibration data, and of spectral
axis correction parameters. In the subsequent Level 2 stage
extracted Level 1B spectra will be analysed yielding a set of
geophysical profile data and related output parameters, to be
included in the Level 2 data products. Besides instrument raw
data (Level 0) and calibrated limb radiance data (Level 1B) the
ground processor will require additional input data, e.g .• instru­
ment parameters, orbit/attitude information and atmospheric/

spectroscopic data. These parameters, referred to as auxiliary
data, will be formatted according to the same - ENVISAT spe­
cific - product structures as used for the Level I 8/2 products.
This allows to archive and retrieve both types, auxiliary sets
and data products, using the same mechanisms.

In the following sections a brief outline of the routine MIPAS
processing scheme and of the relevant components of the
ENVlSAT Payload Data Segment (PDS) will be given, as well
as a description of the MIPAS Level 18/2 and auxiliary pro­
ducts. Basic concepts related to product structures, extracted
data sets, and product dissemination will be discussed.

2. MIPAS PRODUCTS: A REVIEW

Generationof Level IB and Level 2 data sets

In nominal in-orbit operation MIPAS raw data will be stored
on board ENVISAT usmg tape recorders. These data will be
downlinked to one of two receiving ground stations typically
once per orbit, according to station visibility or availability of a
Data Relay Satellite link. Each downlinked sequence will he
stored as a Level 0 product file that covers a time ordered set of
data units ('instrument source packets') as well as header and
annotation information. As a consequence of the downlink sce­
nario the processing of MIPAS Level 0 data up to Level 2 will
be performed on an orbit basis, and the information contained
in the various data products will apply to the entire data set
acquired over periods of approximately 100 minutes.

The information included in the Level 1B data product covers:

•scene geolocation parameters (for individual sweeps and for
elevation scans)

•additional geometry data (c.g., line-of-sight (LOS) tangent
height & error information, Doppler correction parameter,
local Earth surface curvature)

• copy of processed deep space calibration data included in
the Level 0 input data

• spectral calibration parameters computed for and valid over
the processed orbit segment

• copy uf rudiumctric gain calibration data (if such data were
acquired within the processed orbit segment)

•product confidence data, extracted from instrument raw data
or derived during processing of scene and calibration data

• information on actually valid processing input data (by
direct inclusion in the product or via references to separately
stored auxiliary data sets)

• processor setup and configuration parameters
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• parameters supporting the identi fi­
cation and extraction of individual
data sets.

Starting from the Level l B data set,
the Level 2 processor will extract
specific subsets of the calihrated radi­
ance data and perform retrievals of
atmospheric pressure, temperature
and trace gas volume-mixing-ratio
(VMR) profiles. Again, a number of
supplementary parameters will be
computed for inclusion in the Level 2
data product, together with the
retrieved profile and related variance/
covariance (VCM) data. In sum­
mary, the information included in the
Level 2 data product comprises:

• elevation scan geolocation and
LOS tangent height data

• retrieved tangent pressure and tem­
perature profiles, LOS tangent
height corrections, related VCM
data

• VMR profiles of the target species
03, H20, CH4, N20, HN03, VCM
data

TABLE 1. Summary of MIPAS products

1. Level JB

Product ID Description Size

MIP_NL_OP MIPAS raw (source packet) data in nominal measure- 320 MBytes/
ment mode, time ordered. orbit

Header and general quality information

MIP_NL_ IP Data Sets: 330 MBytesl
Calibrated limb radiance data in the MIPAS spectral orbit

bands (A: 685-970cm·1. AB: l,020-1,!70cm-1. B:
l.215- l,500cm·1• C: l,570- l,750cm·1• D: 1,820-
2,410cm·1)

A1111otatio11data:
Geo location data, product confidence data, processing
parameters, NESR data, offset cal. data

MIP_xxl_AX Auxiliary products variable size

(xx= CG, CO, * Calibration data (gain, offset validation, LOS, !LS) & update

CL, CS, CA, *others (characterisation data, processing parame- rates

PS,MW) ters, ...)
* orbit state vector/attitude data

2. Level 2

MIP_NL_2P Data Sets: 5.5 MBytes/
Vertical profiles of p, T, 03, H20, CH4, :-J20, HN03. orbit

Variance/covariance data.
Annotation data:
Geolocation data, product confidence data, used
rnicrowindows & height ranges, fitted continuum/off-
set data, processing parameters

MIP_xx2_ AX Auxiliary products variable size
(xx= CS, SP, * Cross-section LUT's, (spectroscopic line data), mi- & update

MW,OM,IG, crowindows data, atmospheric profiles, a priori rates

PI, PS) pointing data, processing parameters
* ECMWF: Meteorology forecast data

• derived trace gas concentration
profiles and vertical column densi­
ties

• information on processed spectral
intervals ('microwindows') and
used height ranges for each target
gas (C02 (for p, T), 03, H20.
CH4, NzO. HN03)

• fitted radiance offsets and continu­
um absorptions in processed micro-
windows and height ranges

• product confidence data (PCD)

• fitted radiance offsets and continuum absorptions in the pro-
cessed spectral intervals ('microwindows)

• information on valid/used auxiliary data

• processor setup and configuration parameters

• parameters supporting the identification and extraction of
individual data sets.

Table 1 summarises the MIPAS products and related auxiliary
data.

Product Confidence Datu (PCD) and pe1fu1111u11ct:monitoring

Both Level 1B and Level 2 products contain various types of
quality information that are routinely derived either directly
from instrument raw data or during individual on-ground pro­
cessing steps. These so-called product confidence data (PCD)
serve the following purposes:

• indicate health status of main instrument components and
check settings of vital operational parameters

• monitor critical instrument performance parameters and
detect possible long term drifts

• check overall L 1B/L2 processor performance and verify cor­
rect settings of parameters controlling numerical accuracies
and runtime performance

•generate input parameters for use in subsequent ground pro­
cessing steps (e.g., spectral band validity information in
Level IB data, used in Level 2 pre-processing)

•provide the users with supplementary information required
for a correct interpretation of data products.

The analysis of Prn information may result in a mollified cali­
bration scenario. in changed settings of instrument parameters
(e.g., on board signal processing) or in a change of ground pro­
cessing auxiliary data. Examples: Optimisation of control
parameters for in-flight spectral calibration/lLS retrieval
(Level 1B) or of critical tuning parameters of the Level 2 pro­
file retrievals.
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TABLE I. MIPAS Product Confidence Data (list not complete)

Product Data Set Description"

Level 0 Specific Prod- Summary quality information
uct Header

(SPH)

Measurement Information on detected transmission errors
Data Set (MDS)

Level JB Summary quali- General PCD's (no. of corrupted sweeps in
ty annotation product due to different error sources, ... )

data set
!SQADS)

MDS Information on detected fringe counts, spuri-
ous spikes; scene data validity flags (per
spectral band)

Scan lnforrna- Spectral calibration fit parameters, NESR
tion ADS assessment data

Level 2 S<...>ADS General PCD's (total no. of unsuccessful
retrievals in product, per target species .... )

MDS # 1 ... 7 Last x2• ID of convergence criterion terrninat-
ing iterations
Var./covariance data of retrieved profiles and
related fit parameters (partial x2' radiance off-
sets. continua in processed microwindows, ... )

ADS * Number of macro/micro-iterations
(various) * Evolution of x2 & retrieved parameters dur-

ing iterations
* Residual spectra in microwindows, aver-

aged over orbit segments.

a. See Ref. 2 & 3 for a detailed definition of these fields.

A number of PCD's will be monitored in the so-called Instru­
ment Engineering Calibration Facility (IECF). For this pur­
pose, subsets of Level Oil B/2 data products are provided to the
IECF and analysed on a regular basis. The IECF will be oper­
ated during the full ENVISAT mission lifetime, including the
initial in-orbit phase (commissioning). and provide functional­
ities to adjust critical operational settings and on-board para­
meter tables. In addition, it will routinely monitor all generated
calibration data and produce regular reports on the overall
instrument and ground processor performance.

A summary of the primary MIPAS PCD is given in Table 2 (for
a definition of Data Sets and Annotation Data see Section 3).

3. FILE STRUCTURES AND EXTRACTED PRODUCTS

General product structures and 'time stamps'

MIPAS product files are structured according to the general
ENVISAT formatting rules. These distinguish the following
'generic' huilding blocks:

• Main Product Header (MPH). Fixed size standard header,
identical for all ENVISAT products. It specifies basic pro­
duct information such as origin of data, processing site, soft­
ware version, UTC time of data sensing&processing

• Specific Product Header (SPII). Product spe­
cific header, containing information applicable to
the whole product, such as geographical cover­
age of scene data, spectral band/grid parameters

• Data Set Descriptors (DSD). Provide informa­
tion on structure, number and size of included
data set records, and on referenced or included
annotation data

• Measurement Data Sets (MDS). Include the
actual radiance spectra (Level 1B) and the
retrieved geophysical parameters and related
quantities (Level 2), respectively

•Annotation Data Sets (ADS). Include \1DS spe­
cific information related to acquisition or pro­
cessing of individual data segments

•Global Annotation Data Sets (GADS). Include
annotation parameters not linked to individual
scene data but applicable to the entire processed
data set.

An MOS is formatted according to a data set spe­
cific record structure. Each record corresponds to an
individual processed measurement data unit and is
identified by a unique time parameter, the so-called
'time stamp'. In a Level IB product each record
(MDSR) contains the spectral data of an individual
sweep, with the time stamp corresponding to the
time of interferometer zero path difference crossing
(tzpctl·In the Level 2 product the MDS records con-
tain sets of retrieved profiles and related output
parameters. In this case the time stamp of the 'cen­

ter of scan' sweep (i.e., the sweep closest in time to the center
of scan) is chosen as reference. This accounts for the fact that
the smallest data unit in Level 2 processing corresponds to a
complete evevation scan sequence.

Similar to the MDS an ADS provides a sequence of records,
each provided with a time stamp parameter. The time stamp is
used to identify the ADS record (ADSR) corresponding to a
particular MDSR. In general, each ADSR is linked to a single
or a group of MDSR, spanning a specific sensing time interval.
Since the time stamp of the first MDSR in a group to which a
given ADSR refers is chosen as a common reference, a unique
relation between each MDSR and a corresponding ADSR
exists.

Figures 1 a) and bl illustrate the general structures of MIPAS
Level IB and Level 2 product tiles, respectively.

Extracted products

This 'time stamp' concept allows LU extmet subsets of MDS I
ADS data from any Level 0, Level IB or Level 2 product,
according to a selected sensing time interval (or orbit segment).
Any extracted data set, referred to as a 'child product', will be
re-formatted in the same way as the full orbit product and con­
tains the complete header information.

47



In addition to extraction by time interval, individual MDS or
ADS can be extracted from a full orbit product ('parent prod­
uct'). In any case, the included data sets and the covered sen­
sing time interval in a child product can be identified by
inspecting the SPH and DSD information.

Product Header
Summary Quality

ADS
Geolocation ADS

Level lB
Measurement
Data Set (MDS)
Scan Info ADS

Offset Calibration
ADS

LOS Calibration
GADS

Processing Para­
meters GADS

Main Product Header (MPH)

Specific Product Header (SPH)

Data Set Descriptors (DSD)

IRecord #Nrneep---..sweep#Nsw.epI

Structure of
each MDS
record

Time stamp (tzpdl
Sweep specific header

information
Spectral data Band A
Spectral data Band AB
Spectral data Band B
Spectral data Band C
Spectral data Band D

Figure 1 a) Structure of a Level IB productfile

Product Header
Summary Quality

ADS
Geolocation ADS
Measurement
Data Set (MDS)
Product Confi­
dence Data ADS
Occupation

Matrices ADS
ResidualSpectra

ADS
Processing Para­
meters GADS

MPH

SPH

DSD

MDS # 1: p, T profile data
MDS # 2: VMR # 1 profiles
MDS # 3: VMR # 2 profiles

MDS # 6: VMR # 5 profiles
MDS # 7: Fitted continuum

& offset data

I Rccord#i -• scan #i..,,IRecord#Nscun___.scan#N~cGnr
Structure ofMDS # j

Geophysicalquantitiesof Typej
(profile&VCMdata;retrievalspecific

output parameters)
l record per elevation scan

(total: - 75 records)

Figure 1 b) Structure of a Level 2 file

4. PROCESSING STRATEGY AND DISSEMINATION

Near Real Time INRT)processing concept

As already discussed the recorded MIPAS raw data will be
'dumped' to one of two receiving ground stations, located in
Kiruna (S) and at ESRIN/Frascati (I), respectively. Co­
located with the receiving stations are the so-called Payload
Data Handling Stations, PDHS-K (Kiruna) and PDHS-E
(ESRIN). The PDHS will perform the processing the re-for­
matted instrument raw data (Level 0 data) up Level 18 & 2
data products immediately after reception of the payload data.
Since both PDHS host MIPAS processing facilities and main­
tain local archives they are capable of generating and dissem­
inating data products within approx. 3 hours after sensing.
This so-called near real time (NRT) concept allows users to
access MIPAS Level 18 and Level 2 data in a period from ca.
3 hours to 4 weeks after sensing. After that period the so­
called consolidated Level 18 products (reformatted to cover
orbit periods from ascending node to ascending node and
using refined orbit information) and off-line Level 2 data
products will be accessible. The Level 2 off-line products will
be generated at the German Processing and Archiving Center,
D-PAC1• Whereas Level 0 and Level 18 data, along with the
Level 18 auxiliary sets, will be archived in the so-called Low
Rate Reference and Archiving Center (LRAC) all Level 2
products (NRT and off-line) and corresponding auxiliary data
will be archived in the D-PAC.

Handling of auxiliary data and overall data flows

The Instrument Engineering Calibration Facility (IECF) will
perform a number of routine calibration activities, in addition
to the already discussed monitoring tasks. In general, the
IECF will process, monitor and systematically update all aux­
iliary data required by the Level 18/Lcvel 2 processing chain,
with the exception of orbit state vector information and mete­
orology forecast/analysis data. Those data sets arc provided
by the Flight Operations Segment (FOS) and by the European
Centre for Medium-Range Weather Forecasts (ECMWF),
respectively, and routed to the PDHS via dedicated interfaces.

Fig. 2 provides a simplified view of the ENVISAT Ground
Segment facilities relevant for MIPAS and indicates the pri­
mary data flows.

The Level 2 off-linealgorithmand correspondingauxiliarydata
will be implementedby the D-PAC.They are not discussedhere.
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Instrument Engineering
Calibration Facility

(IECF)

I auxiliary.____j dataPayload Data Handling
Stations [Kiruna/ESRIN]

(PDHS-K/E)

LO J I L2 (NRT), aux. data
LIB

Low Rate Reference
Archiving Centre

(LRAC)

German Processing &
Archiving Centre

( D-PAC)

_______ J _
To MIPAS Data Usersr- -----1- - - - - - - - - - - - - i- -·

LIB LlB L2 (OFL)
L2 (NRT) (consolidated)

from 3h up from2 weeks from 3-4 weeksto 4 weeks after sensing after sensingafter sensing

Figure 2 MIPAS Ground Segment facilities and primary data fiows

5. CONCLUSIONS

The MIPAS ground processing scenario foresees routine
generation, dissemination and archiving of MIPAS Level 0 I
1B I 2 products as well as the archiving of corresponding
auxiliary data sets. Detailed file formats have been defined
and implemented, for use in ongoing algorithm development
and testing activities. The formats are in line with the
generic ENVISAT product structures allowing to identify
individual data sets and data set records. The extraction of
Level 1BI 2 subsets is supported through Data Set Descrip­
tors as well as sensing time and scene geolocation parame­
ters, contained in header fields and annotation data. The
monitoring of Product Confidence Data and the systematic
updating of auxiliary data in the Instrument Engineering
Calibration Facility will ensure the correction for primary
sources of instrumental drifts and support the early detection
of performance degradation of both instrument and ground
processor components.
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l\IIPAS LEVE.L 1B ALGORITHM TECHNICAL BASELII'iE DOCUMENT:
AN OVERVIEW

Richard L. Lachance, Ph.D.t

BOMEM Inc., 4SO St-Jean-Baptiste, Quebec, Canada, G2E SSS

ABSTRACT
This paper describes the Level I B algorithms needed for the
ground segment in order to produce meaningful data meeting
all the requirements of the MIPAS instrument. Level IB data
is geolocatcd, radiornetrically and spectrally (frequency)
calibrated spectra with annotated quality indicators. The
present paper summarizes the Algorithm Technical Baseline
Document (Ref. I) intended to the user community and all
MIPAS related people.

I. INTRODUCTION
The Michelson Interferometer for Passive Atmospheric
Sounding (\11PAS) is an ESA developed instrument to be
operated on board ENYISAT-1 as part of the first Polar Orbit
Earth Observation Mission program (POEt--1-1 ).

MIPAS will perform limb sounding observations of the
atmospheric emission spectrum in the middle infrared region
in the spectral range from 4.15 to 14.6 µm (685 - 2410 crn' ).
At the core of the instrument is a Fourier transform
spectrometer that measures with one sweep the spectral
features within the entire spectral range with high spectral
resolution (less or equal than 0.035 cm" FWHM unapodized)
accuracy and throughput.

Horizon will be observed with an instantaneous field of view
that corresponds at the tangent point to 3 km in vertical
direction and 30 km in horizontal direction. ~1IPAS is
equipped with two scan mirrors that allow making
measurements in either of two pointing regimes. One regime
covers horizontally a 35 deg range in anti-flight direction
(rearward) whilst the other one covers a 30 deg wide range
sideways in anti-sun direction. The majority of measurements
will be made in rearward viewing, as the observation geometry
provides good coverage including the polar regions. For
special events monitoring. the instrument can be commanded
in both rearward and sideways viewing geometries. Vertical
pointing range covers the tangent height from 5 to 150 km.

An elevation scan sequence comprises a sequence of
interferometer sweeps (data recording for a single
interferogram) within a fixed time interval at variable elevation
and azimuth with respect to the M!PAS local normal reference
frame.

One basic elevation scan sequence will comprise sixteen high­
resolution atmospheric scene measurements (or up to 75 scene
measurements but with reduced spectral resolution (1/10)) and
will take about 75 seconds, A typical elevation scan will start
at about 50 km tangent height nnd descend in J km steps to 5
km. As the initial angles and the step sizes of the azimuth and
elevation scan mirror are programmable any other elevation
scan sequence can be realized.

The MIPAS interferometer has a dual port configuration, i.e. it
has two input ports and two output ports. Only one input port
is actually needed to acquire data from a given scene. Thus,
the second input port is designed to look at a cold target in
order to minimize its contribution to the signal. The signals
detected at both output ports are, in principle, similar and can
be combined in order to improve signal-to-noise ratio. This
setup has also the advantage of providing a certain
redundancy. If a detector fails on one output port, the
corresponJing detector of the other port still provides useful
data.

The MIPAS detectors are designed to cover the spectral range
from 685 cm-I to 2410 cm-I. Eight detectors are used and the
spectral range is split into five bands, each band being covered
by one (two) specific detector(s). The chosen detectors and
band arrangements assure redundancy and providing backup
should one or more channels be lost.

The spectral bands and contributing detectors in Nominal
Operation of the detectors are depicted in the following table:

Table 1. Spectral bands and detector arrangement

Band Detector Decimation Optical
factor Range [cm'"]

A Al &A2 21 685 - 970
AB Bl 38 1020- 1170
B 82 25 1215 - 1500
c I Cl &C2 31 1570- 1750

__ J)_j_p_1 & 02 11 1820-2410

For more details about MIPAS, consult (Ref. 3).

Essentially, the Level lB algorithms consist of calibrating the
incoming raw interferograms coming from the instrument.
Calibration, in the sense used within the ENV !SAT-! program,
is the procedure for converting instrument measurement output
data into the required physical units. For MIPAS, the output of
the ground processor is an atmospheric spectrum showing
radiance as a function of wavenumber. Calibration refers not
only to the assignment of absolute values in radiance units
(noted [r.u.] expressed in W/(cm2 sr cm-I)) to the intensity axis
(y-axis), but also to the assignment of absolute spectral values
in cm-1 to the wavenumber axis (x-axis). A third geometric
calibration is also required to assign an absolute LOS pointing
value to each atmospheric spectra. All of these three
calibrations must be performed within a specified accuracy.

Validation will also be performed, converting instrument
measurement data into a representative indicator of the quality
of the measurement.

t Further author information - lei: (418) 877-2944.fax: (418)877-2834,r ichard. lachance@bomem.com January 15, 1999
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2. GROUND PROCESSING PRINCIPLES

Generally speaking, the ground processing system has l·.,

mathematically retransform the scene interferograms from the
l\lIPAS instrument into spectral information useful to
scientists, considering ~ill relevant data from calibration
measurements, from characterization measurements for
calibration and from characterization measurements for
validation in order to yield fully calibrated spectra. All this
information will enable to retrieve atmospheric key parameters
that will be computed by the Level 2 algorithms not described
here.

2.1 Measurement principle

In order to properly calibrate the radiometric output from the
instrument, it is also necessary to acquire regularly. during the
course of the mission, two additional types of measurements
on well-defined targets. The first one is done with an internal
high-precision calibration blackbody (CBB). For the second
measurement. the instrument is simply looking at the deep
space. which represents a source of low (negligible) radiance.

Of all the measurement types. only the scene measurements
contain the desired scientitic information. i.e. spectra of the
atmosphere. All other measurements are characterization
measurements for calibration. Following the acquisition, the
ground segment has to perform a Fourier transform of the
interferograms and a calculation of the instrument response,
based on the calibration measurements, in order to recover the
original spectrum in calibrated radiance units (Section 2.3).

No dedicated measurement is taken on board for precise
spectral calibration because it is assumed that spectral
calibration will be possible using known features in nominal
scene measurements (Section 4.4).

Finally. it is necessary to perform geometric calibration
measurements to assess line-of-sight pointing errors. For that
purpose, <he instrument is operated as a simple radiometer
measuring the signal from stars crossing the instrument field of
view.

The on-board recording of MIPAS data and the data downl'nk
to different ground stations is performed independently of the
actual measurements performed. The Level I B ground
processor has therefore to cope with raw data packages
(Level 0 data) which do not start necessarily with an offset
calibration or the first sweep in a limb sequence.

2.2 Measurement modes

The default operational mode of MIPAS is in measurement
mode. In this mode either IR-radiation from the atmosphere,
from the deep space or sequentially from the deep space and
from an internal blackbody source is entering the spectrometer.
In nominal measurement mode, measurements of radial. )n
originating from the atmosphere are taken at high resolution.

2.2.1 Scene Measurements
1\1!PAS wi II tnke measut e111e11tsof the atmosphere at different
altitudes, The elevation range is scanned in discrete steps using
the elevation mirror. A single scene measurement is taken at
each elevation value.

2.2.2 Deep Space Measurements
Looking at the deep space (OS) provides a "cold" scene. i.e. a
scene with negligible IR radiance. The rnea-ured interferogram
is then related to self-emission of the instrument. This offset is
subtracted from the scene and blackbody measurement during
on-ground data radiometric calibration processing. OS
measurements are performed frequently (once every four
elevation scan) in order to account for changing instrument
self-emission due to temperature variations in the orbit. Offset
measurements are performed at reduced resolution ( l /I 0).

2.2-3 Calibration Blackbody Measurements
For radiometric (gain) calibration, the instrument is
sequentially looking at the deep space and at a well­
characterized internal blackbody source to characterize the
instrument responsivity. These measurements are also repeated
regularly because of the expected responsivity variations. Jn
order to improve the signal to noise ratio and consequently the
achievable gain calibration accuracy, many interferograms
from the deep space and the internal blackbody refc -nce
source are recorded and co-added on the ground. Radiometric
calibration measurements are performed at reduced resolution
(1110). The baseline is to perform this calibration every week.

2.3 Calibration Equation

The basic approach for determining absolute radiance
measured by a FfIR spectrometer is the same as that used for
filter radiometers and has been used successfully for many
other interferometric applications (Ref. 2). The detectors and
electronics are designed to yield in principle an output which
is linear in the incident radiance for all wavenumbers in the
optical passband of the instrument, and two reference sources
are viewed to determine the slope and offset which define the
linear instrument response at each wavenumber.

The measurement obtained by the system is proportional to the
spectral power distribution at the detector, The latter is
composed of the emission coming from each input port, along
with thermal emission of the spectrometer.

The general relationship between an interferogram and its
equivalent spectrum can be expressed as:

S(a) =_f {t(x)} (I)

where the left side of the equation (spectral domain) denotes
the spectrum as a function of wavenumber (o), and the right
side (spatial domain) denotes the Fourier transform of the
interferogram as a function of the optical path (x). As the
measured intcrfcrograrn is not symmetrical (because for
example of dispersion effects in the bcarnspliuer and
electronics), the resulting spectrum will be complex
(represented here by the tilde notation).

Measurements can be expressed as:

(2)

SM (er) is the calculated complex spectrum trom the
measurement (arbitrary units, commonly referred to
as digitalization units [d.u.]).

LM (a) is the true incident spectral radiance from the scene
(in [r.u.J).
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G(a) is the overall spectral responsivity of the instrument.
referred to as gain. it is a complex function to
include intcrferogram phase delays,

O(a) is the instrument emission, referred to as offset, it is
the stray radiance, including all modulated radiance
that docs not come from the scene (in [r.u.)).

To be more precise, we should state that the instrument line
shape (!LS) is implicitly included in these terms, as:

r;'f (a)= ~l'E (O') * /l..S(O',O'u) (3)

where the * represents the convolution operator. Moreover,
zero-mean noise is also present in this equation and its
standard deviation is given by the NESR of the instrument.

Equation (2) expresses the linear relationship betveen the true
spectral radiance and the measured, uncalibrated spectrum.
Two non-equivalent calibration observations made at cold (-;C)
and hot (7") temperatures are required in order to determine
the two unknowns. that arc the gain and the offset radiance as
defined in Equation (2). The offset is the radiance, which, if
introduced at the input of the instrument. would give the same
contribution as the actual emission from various parts of the
optical train.

For the MIPAS instrument. as the cold reference measurement
obtained by looking at the deep space corresponds to an
emission at a very low temperature (r£ = 4 K « T1), one can
safely make the approximation that the cold term has a
negligible spectral radiance (Le= 0). The calibration equation
can then be expressed in the simplified form:

(4)

where L11 is the hot calculated blackbody radiance, modeled by
the theoretical spectral radiance of the observed internal
calibration blackbody.

If no error distorts the measurement. this expression for the
calibrated radiance given in Equation (4) leads to radiance L'\1

with no imaginary part. When non-linearity is present, a
special correction must be applied on different interferograms
coming from affected detectors.

2.4 Filtering and decimation

In order to lower the size of the signals to he transmitted,
measured iruerterograms will be filtered and decimated.

Neglecting the dispersion phenomenon inducing a non-null
phase, an observed interferograrn is basically a real and
symmetrical function. The symmetry is about ZPD and, by
extension about every multiple of MPD. The Fourier transform
of such an intcrfcrcgrarn is a real and symmetrical spectrum
with symmetry about every multiple of the sampling
frequency. In other words, the full spectrum will show on one
half the true physical spectrum and on th~ olher half' the im:i~~
of this spectrum. Depending on the convention, this second
half may be displayed as negative frequencies or as
frequencies above the sampling frequency divide by 2, as
displayed in Figure 1

For a given sampling rate of a, (equal to 7692 cm' for
MlPAS, corresponding to a laser operating at 1.3 u), the
Nyquist sampling theorem states that this sampling frequency
defines a fixed spectral band of maximum width a/2. This
spectral band is quite large and can be reduced. The principle
of data compression is to sample at a lower rate by decimating
the interferogram (taking one point out of 11) already sampled
by the metrology laser system. The result is a reduced number
of interferogram data points that permits a smaller data
throughput.

Nyquist criterion: a,"= 2a_,.,

discrete signal t I
a,IH= 2Llx

Filtering of signol by complex
pass-bond filter:'r-~i

. '.\......_ .S°'(O) = S(O) x Ft.a)

= FfT{l(x)*J (x))

Neg;.itive frequencies are cut

Decimation of the ICM

l(x) x ill
S(cr)*ill

lL
l

Fourier Transform of the
filtered and decimated IGM

5(0)=FF/ ,(l(x)*f(x)) xfil)
0 N-1l """'""'"'".ing and a~-.ignmc.nt of{ correct wavenumber values to

['•,.;l...._ ab.,.cissa points

I I 1'1 I l•cr S(O)=FFT{(")e-21f'BI
0 a (j" a; ac \l••

Figure 1: Filtering and decimation scheme

When a spectrum is hand limited between a;, and a1• the
sarnping frequency can be reduced up to 2o; without any
information loss as stated by the Nyquist sampling theorem.
Reducing the sampling frequency further can produce spectral
overlap that disturbs the interesting information (aliasing
effect). However, since there is a useless spectral region from 0
to Oii. it is possible to sample at a lower rate than 2o; and still
keep all the information. For a real filtered signal, where both
the desired physical band and its image are present, the lowest
possible sampling frequency preserving the information is
twice the spectral bandwidth a.•= 2 (a1 - a0).

For MIPAS, complex tilters have been devised in such a way
that it has no image passband, by defining its imaginary part
anti-symmetrical such that it produces a compensating
negative image. After such a filtering, the only undersampling
condition is:

(5)

Thus, the decimation factor can be two times larger after
complex filtering. The integer ratio of the initial sampling
frequency tu the new one Is called the derimution fuctor, noted
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DF. Since the folding frequencies are not restricted to be out
of the band of interest, there is nu additional restriction on the
decimation factor. It is then r ssible to better optimize the
decimation factor. This is where a gain can be made with
respect to data reduction.

The shape of the apcdization function applied to the filtering
impulse response (FIR) is critical. It must produce sufficient
smoothing of the filter, but must avoid widening it to the point
of reducing too much the effective bandwidth of the pass
bands and the possible data compression. MIPAS FIR filters
respect these criteria and are defined over 256 taps using 16-
bit coefficients. The isolation of the various MIPAS filters
range from 65 to 87 dB (Ref. 4).

The processing needed for the proper recovery of the
wavenumber axis for each spectrum consists of computing a
Fourier transform of the decimated signal, unfolding of the
spectral axis (for cases where spectral limits do r.ot exactly
correspond to an integer factor of the band width), followed by
axis limit identification. Further details about this procedure
can be found in (Ref. 1 ).

3. Special Considerations
In this section, we will consider special aspects of the ground
processing. The present topics are considered because cf their
inherent complexity or criticality.

3.1 Spikes detection/correction

This function has the purpose of detecting spurious spikes in
an interferogram. The presence of spikes in an interfercgrurn
can be caused by cosmic radiation or transmission errors. The
affected points in a scene intcrferograrn arc corrected by taking
the mean between immediate non-affected points. This scene
will be flagged of having corrected for one or more spikes. If a
spike is detected in a gain or in an offset measurement, this
measurement will be discarded in order to avoid corrupting all
of the subsequent calibrated spectra (Ref. 5).

The algorithm performing spike detection scans groups of
points in the ir.rerferogram (odd number with central block
corresponding to ZPD block) in search of spikes. In each
block, except for the central ZPD region of the middle block,
the standard deviation of the interferogram values is computed,
and a spike is identified if a given point amplitude exceeds a
predefined threshold for values in the real or the imaginary
parts. To improve the accuracy of the algorithm, A second pass
is done excluding the data points identified as spikes to
calculate the final standard deviation of the group.

For each detected spike, the value at the specific wavenumber
is replaced by a mean of the two immediate points in the
interferogram vector. The real part and the imaginary part are
corrected independently.

The spike correction will always cause some distortions with
respect to the original spectrum, but it has been shown that this
distortion is within the radiometric accuracy requirement.

3.2 Fringe count errors detection and correction
The basic ground processing for MIPAS contains no explicit
phase correction or compensation. For a given interferometer
sweep direction, it is assumed that the gain and offset

calibrations and also the scene measurements have the same
phase relationship, i.e. they arc sampled at precisely the same
intervals. This sampling is determined by a metrology fringe
counting system using a reference laser source within the
interferometer subsystem, with the fringe counts forming a
"clock" signal to the ADC in the on-board signal processor
electronics (SPE). The fringes trigger the sampling of the IR
interferogram. If, for any reason, a fringe is lost, then the phase
of subsequent measurements will be affected and if these are
calibrated using a gain or offset measurement taken before the
occurrence of the fringe loss, then errors will be introduced
into the final spectrum. The ground processing scheme
includes a method for detecting and correcting fringe losses by
analyzing the residual phase of calibrated spectra, computed
from the central ZPD region of each interferograms. Hence
there is no specific measurement required as p.irt of calibration
for this aspect.

In the following. we summarize the philosophy adopted for
fringe count errors (FCE) detection and correction. The
proposed approach assumes that fringe count errors occur at
turn-around, i.e. between two measurements. Under this
assumption, the effect of a fringe count error is to shift all
measurements following the error by N points. The problem
manifests itself at calibration because all the measurements
involved may not have the same sampling positions, i.e. they
do not have the same phase relationship.

Fringe count errors occurrence within a measurement is
believed much less probable, and its effect is the same as if the
error would have been at the turn-around. Thus it will be
covered by the above assumption.

Fringe count errors can occur ;:1 all types of measurements
done by the MIPAS instrument. except of course th, LOS
calibration measurements during which the sweeping
mechanism is stopped. Depending on the type of measurement,
the effect is not the same and therefore, the detection and
correction approach will be different. Because the ph; .c is not
strictly the same for forward and reverse sweeps, the fringe
count error detection and correction will be done
independently for the two sweep directions. For all
measurements, the fringe count reference interferograrn of a
given sweep direction will be the last gain interferogram of
that sweep direction. The last gain interferogram can be either
a deep space or a blackbody interferogram, depending on the
acquisition scenario requested.
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Figure 2: Fringe Count Error handling
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3.2.1 Fringe count errors detection

The approach selected for fringe count error detection consists
in a coarse radiometric calibration of the actual measurement
at very low resolution. followed by an analysis of the residual
phase. The radiometric calibration is done using the last
available gain measurement. When the optical path difference
(OPD) axis definition of the actual measurement is the same as
the gain used for radiometric calibration, then the residual
phase should be zero. A shift will produce a phase error
increasing linearly with wavenumber.

Starting from Equation (I) relating the observed interferogram
to the corresponding complex spectrum, we ca.i re-write it for
shifted signals in the following way using the shift theorem:

S'(a) = S(a) e-11ricrk = j"{l(x-k)} (6)

The algorithm simply performs a linear regression on the
residual phase of the calibrated spectrum to reveal an integer
shift k due to a fringe count error on the observed
inierferograrn. The spectral phase is expressed as:

l/J(a)=tan-1(1m(~'(a)})
Rc(S'(a))

(7)

the shift k is extracted from the phase according to the relation:

t::.</J
2Jr k A= slope= C.a (8)

3.2.2 Fringe count errors correction
Once the OPD shift is known, the decimated interfcrogram
must be shifted by a fractional number of points corresponding
to this shift divided by the current DF. This requires some sort
of interpolation. The current approach is to perform a
multiplication of the Fourier transformed of the shifted !GM
by the phase function obtained in the detection procedure.

l(x) =y-t {s'(a) e+21r1ak} (9)

With this method. no manipulation is done on the OPD axis of
the interferogram, but each data point is corrected to represent
the value of its desired current OPD position.

II should he mentioned that fringe count errors will affect
intcrferogrnms of all bands. For the M!Pt\S instrument,
detection is done only for bands C and D.

The approach for fringe count error detection and correction
will be the same for all types of measurements. However. the
implementation will be somewhat different for the different
types. This is discussed below. The fringe count error
detection will be performed -ysternatically on all incoming
interferograrns. However, the correction procedure will be
applied only if a non-zero shift is detected.

J.2.3 FCE handling in offset measurements
Detection and correction are done with respect to the last
available gain calibration. All the offsets corresponding to one
orbit me uligned tu the fringe count phase of this last gain. If
one or more fringe count errors occur during the computation
of one orbit. the ground processing will detect the same shift
for all subsequent offset interfcrograms and will apply the
sarne (always recalculated) correction on these offsets until the
end of the processing of the orbit.

3.2.4 FCE handling in gain measurements
At the beginning of a ga 1 measurement sequence. there is no
reference against which one can check for fringe count errors.
Thus, there is no relation between the actual measurement and
the previous fringe counting reference. This is the main reason
why we start with a new gain measurement.

Fringe count errors during gain calibration are checked by
comparison with the first measurement of the sequence.
typically a blackbody measurement (either forward or reverse).
The first step is to determine the OPD shift between that
measurement and the previous gain. The same procedure as for
normal error detection and correction is then followed.

This corrected gain will then be used for detection of fringe
count errors on all subsequent interferograrns. In principle, the
calibrated spectra obtained with this corrected gain should
show no additional phase until a fringe count error occurs.
Then, all error-free measurements will be coaddcd normally.
Each time a fringe count error wi II be detected, a new
coaddition group will be formed. When the complete
calibration sequence is over. then all the coadded
measurements are corrected with respect to the last
measurement and the remaining processing of the radiometric
calibration is performed normally. Correcting the gain with
respect to the last measurement presents the advantage that all
subsequent error-free measurements need no correction.

After processing the data corresponding to one orbit, if one or
more FCE are detected, the current gain is shifted according to
the last fringe count error measured. This is done in order to
avoid correcting all the offsets and scenes in subsequent orhits.

J.2.5 FCE handling in scene measurements
When a scene is measured, its fringe count is checked against
the last available gain calibration. All the scenes
corresponding to or..~ orbit are aligned to the fringe count
phase of this last gain. If one or more fringe count errors occur
during the computation of one orhit. the ground processing
will apply the same correction on these scenes until the end of
the processing of the orbit.

After that, the gain is shifted according to the last FCE to
match the offsets and scenes of subsequent orbits. This way,
the worst that could happen is that all the scenes of only one
orbit would need lo be shifted. All the subsequent processing
of the orbits to follow would not suffer needlessly of a single
previous FCE event.

This approach also ninirnizcs the accumulating of numerical
error on gains, that can be modified only after successive
orbits. In practice, FCE are expected to occur very infrequently
during processing of one orbit; but even if this would be the
case, the fact of aligning offsets and scenes to the last available
gain calibration would limit the error accumulation on the gain
calibration vector.

This procedure will slightly increase the throughput for the
reference gains used for the ground segment computation.
There will be one each time at least one fringe count is
detected during one orbit. Out, as fringe count errurs uie
expected to occur infrequently, there would usually still only
be one gain vector per week and, should an error occur. only
the gain W(JIJ Id he modi lieu after the processing nf the
corresponding orbit. The bet of realigning gain calibration
vectors between orbits should save a lot of operations, as um:
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would otherwise be correcting every intcrferogram until the
next gain calibration (the saving occurs independently of
whether there are frequent fringe errors or not).

3.3 Non-linearity correction
The detectors Iron. the first three MIPAS bands (A, AB, and
B) are photoconductive (PC) detectors, subject to non-linearity
depending on the total photon flux falling on them. Here, the
non-linearity means that the response of the detector differs
from a linear behavior as a function of the incoming flux. This
phenomenon occurs at high fluxes.
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Figure 3: Non-linearity responsivity curve

With the l'lllPAS detectors. the non-linearity can be a source of
significant radiometric errors if it is not properly handled (as
much as 40% in band A). As explained in (Ref. 6), the non­
linearity produces a change in the effective responsivity as
well as the apparition of spectral artifacts. The present method
corrects for the decrease of rcsponsivity with DC photon flux
in the radiometric calibration. within the required radiometric
accuracy. The approach is the following:

A characterization must first be performed on ground. and then
in space at specific intervals, at instrument level. of the total
height of the unfiltered and undecimated interferogram
(ADC11"'. and ADC11;n values) with the on-board calibration
blackbody at different pre-selected temperatures. These values
will be used during the characterization phase for a
computation of the non-linear responsivity coefficients. These
values will be used to correct for the non-linearity of the
detectors by means of a specific algorithm called the Adaptive
Scaling Correction Method (ASCM).

Although they are intended to he combined in a single band,
the optical ranges of the detectors A I and A2 are not the same.
They will then exhibit a different behavior with respect to
photon flux. As a resu It, they will re :uire different non­
linearity corrections. Because of this, the signals from these
detectors are not equalized and combined on board the
instrument in the SPE. This operation is instead performed by
the ground processor following non-linearity correction. The
other two PC detectors, Bl and B2, are not combined in any
case as they produce the bands AB and B. Other than the need
to keep Al and A2 separ.ite in the baseline output set up at the
SPE, the non-linearity measurements and correction has no
impact upon the calibration scenario.

The · important effect of dctr-ctor non-linearity is on the
radiometric accuracy performance. The present radiometric
error budget allocated tQ the non-linearity in the 685 -

1500 cm-' (where the detectors are the most non-linear) shall
be better than the sum of 2 NESRr and 5% of the source
spectral radiance, using a blackbody with a maximum
temperature of 230K as source (Ref. 3).

A polynomial correction is then applied on each incoming
interferogram, at the very beginning in the processing chain,
with the purpose of compensating for the global effects of
responsivity.

For the measured responsivity curves of the MIPAS
engineering and demonstration model (EDM), the correction
of the non-linearity error due to the change of effective
responsivity and from the cubic artifacts have shown to lead to
an accuracy within the allocated budget (Ref. 7).

3.4 SPE and PAW responsivlty scaling

In practice, three scaling items need to be considered, as a
result of the pre-amplifier warm (PAW) system:

I) A scaling to account for a commanded gain change
The gains are predefined and arc commanded by an 8-bir word
sent via the instrument control unit (ICU). Since differ.nt
gains may be commanded, a data scaling in the ground
segment to equalize performance must be foreseen. The
commanded gain is available in the auxiliary data stream and
so this is a simple scaling effect based on the extracted word.

2) A temperature dependent scaling to account for changes in
responsivity of the detectors.

The detector units are specified to provide a stable response
based upon assumed knowledge of their temperature (i.e. the
responsivity may vary but it must be well characterized), For
this reason, a correction of performance with time/temperature
must be foreseen. This is made based on the measured detector
temperature (available via tl.ermistor values in the auxiliary
data) and using characterization curves generated during
characterization tests on ground.

3) A temperature dependent scaling (gain & possibly phase)
to account for the variations in the performance of the
electronics of the PAW and the SPE around the orbit.

At present, it is nor thought necessary to correct for these
effects around the orbit as predictions show the variations will
not cause the units to drift out of specification. The In-Flight
Calibration Plan (Ref. 8) foresees to make around orbit
measurements during Commissioning Phase to check whether
there are any such variations.

4. Ground Processing functions
The overall processing chain, divided into its high-level
functions, will be processed in the following order:

l- Load Data
2- Calculate Offset Calibration
3- Calculate Gain Calibration
4- Calculate Spectral Calibration
5- Cnlr.11lntcHndiam:e
6- Calculate ILS Retrieval
7- Calculate Pointing ·
8- Calculate Gcolocntion
9- Format Product
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Each of these functions is described in the following sections.
Figure 4 summarizes the control now between these various
ground processing modules. while Figure 5 summarizes the
data flow between the modules.

The Format Product function performs the packaging of all
the processed spectra, computed calibrations and diverse
processings performed on the raw incoming data into the
Level IB product. as defined in document (Ref. 9).
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Figure 4: Ground Processing Control Flowchart

Figure 5: Ground Processing Data Flowchart

The conventions used in the flowchart of this paper arc
Jescribed below.

Input/Output Products

I ,;:.:~IProcessing Data

( ';._·,";( Auxiliary, Calibration. or Intermediate Data

Data flow (Different styles of lines are to
distinguish bet ween paths)

4.1 LOAD DATA

The Load Data function performs the initial processing of all
incoming on-board instrument data. It converts data packets
into single measurements properly identified and grouped.
Auxiliary data is properly calibrated and complete
reconstructed interfcrograms are sent to the proper function
depending on the type of data.

It is assumed that incoming data have been demultiplexed and
time ordered. These operations arc normally common to all
instruments of the platform and they will not he covered in the
present document.

Specific objectives of the function arc

• Receive I\:I11 .\S data source packets from the on-board
instrument (Level 0)

• Extract data packets and form single measurements
- Perform Error Correction (transmission errors)

• Calibrate relevant auxiliary data

- UTC time computation
- CBB PRT rending conversion into Kelvin degrees

• Sort measurement data according to the type of
measurement (i.c, scene, blackbody, or deep space)

• Stack the calibration measurements into the relevant
groups

• Generate and deliver preprocessed d.ua (Level IA)

LOAD DATA
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Figure 6: Load Datu Flowchart
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-t2 CALCULATE OFFSET CALIBRATION

The main objective of the Cairn/me Offset Calibration
function is to deliver offset calibration measurement data in a
form suitable for radiometric calibration of the spectra by the
Cairn/me Radiance function. The computational sequence of
this function is illustrated by the flowchart of Figure 7.

This estimate of the instrument contribution is made by simply
pointing the instrument to deep space and performing a
measurement cycle as in the nominal case. For practical
reasons, the deep space measurement is taken at a tangential
height of around 150 km. Also, due to the potential difference
in phase between different sweep directions of the instrument,
a measurement is taken in each of the forward and reverse
directions of the interferometer. In the ground segment, the
closest in time offset measurement (in the correct sweep
direction) is simply subtracted from each interferogram during
processing.

The signals detected during offset measurements arise mainly
from noise sources in detectors/ amplifiers and from thermal
emission of the optical components within the interferometer.
Even if the spectrum wilt he weak, it is believed that fringe
count errors can be effectively determined. The scheme
applied to scene and calibration measurements will most
probably detect the occurrence of fringe errors, and the use of
all interferograms (including offsets) maximizes the chance of
detecting and correcting the errors as soon as possible after
their occurrence.

The zero offset measurements will be subtracted from the
relevant individual intcrtcrograms. Logically, these
measurements should be made at the same spectral resolution
as the scene measurements themselves. in order that the
vectors are directly comparable. However, it is not expected
that any high resolution features will be present in the offset
spectra, which means that the measurements may be made at
low resolution, with an interpolation on the ground segment.
This has the advantage of reducing the duration of the offset
measurement.

The Offset Calibration will be performed every four scans, and
use six: sweeps at low resolution (three forward and three
reverse). which must be combined to reduce the noise level to
acceptable level. The total duration of the offset measurement
is I6. I5 seconds (including transition times). and
measurements will then be made every 300.5 seconds.

For an orbit of I00 minutes. assuming all measurements are
performed with the same scan scenario, there will be about 20
offset measurements per orbit. which is well above the
necessary minimum computed by an exarnin.nion of
temperature variations.

Offset calibration will be performed such that the closest in
time available valid offset measurement is used until a new
valid offset measurement becomes available. If no offset data
are found at the beginning of the Level 0 product input data
set, then the first available offset found leading to valid
measurement shall be used for all initial scenes. If one or more
invalid offset measurements an: detected in the middle of the
input stream, then a "closest in time strategy" shall be applied,
which means that complete scans shall be calibrated with the
closest valid offset. It no valid offset al all is found in the input
data. then the offset calibration data contained in the offset
validation file shall be used.

Specific objectives of the function arc:

• Perform spikes detection
• Sort offset data according to the direction of

interferometer sweep.
• Coadd six intcrfcrograrns in each band.
• Detect and correct fringe count errors in spectr.il bands C

and D.
- Gain spectral interpolation
- Calculate coarse spectra
- Calculate calibrated spectra

• Responsivity scaling
• Correct for detector non-linearity.
• Equalize and combine interferograms in band A.
• Assess NESR performance.

- Accumulate statistics from deep space readings to
obtain the NESR of the instrument

- Check the validity of incoming readings

CALCULATE
OFFSET CALIBRATIO~
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Figure 7: Cairn/are Offset Calibration Flowchart

4.3 CALCULATE GAIN CALIBRATION

The main objective of the Ca/cu/are Gai11 Calibration function
is to deliver a file representing the radiometric gain of the
instrument, computed using gain calibration measurements, in
a form suitable for radiometric calibration of the spectra by the
Calculate Radiance function. Thi: computarional sequence of
this function is illustrated by the flowchart of Figure 8.

The radiometric gain calibration requires all deep space and
blackbody measurements of the gain calibration sequence.
Since in this case the instrument is again contributing to the
observed signal, it is also necessary to perform deep space
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measurements before the blackbody measurements in order to
subtract the appropriate instrument offset. (In this instance, the
term "Deep Space Radiometric Calibration" is used : l
distinguish the measurements from the regular Offset
Calibration made with the scan sequences. The Deep Space
(DS) Radiometric Calibrations arc used only to correct the
Calibration Blackbody (CBB) measurements and must be
explicitly commanded. In fact. several measurements of each
kind will he needed. This is because the signal to noise ratio of
a single, offset-corrected. blackbody measurement is not high
enough, particularly in band D, to achieve the required
radiometric accuracy. Therefore a single gain calibration
imp lies several successi ve measurements.

It is '·.pected that there will be no high frequency features in
either the CBB spectrum or in the instrument contribution (as
assumed also for the offset calibration). These assumptions
will be verified on the ground during instrument Assembly and
Integration Test (AlT). but the assumption is reasonable.
Therefore, each CBB or Deep Space sweep of the instrument
wi]] be made at low-spectral resolution. i.e. with a duration of
O..+ seconds. The baseline scenario uses 300 sweeps at low
resolution in both forward and reverse directions for both CBB
<indDS measurements.

Specific objectives of the function are:

• Perform spikes detection
• Sort the gain culibrarionmeasurements according to

types of measurement and sweep direction.

• Coadd intcrferograrns to increase SNR.
• Detect and correct fringe count errors in spectral bands C

and D.
- Gain spectral interpolation
- Calculate coar>e spectra
- Gain shift correction
- Calculate calibrated spectra

Rcsponsivity scaling

• Correct DS and CBB measurements for non-linearity of
each affected detector.

• Subtract offset due to contribution of the instrument.

• Equalize and combine interterograms in band A.
• Compute coarse spectra using a FIT algorithm applied

on the zero-padded interferograrns.

• Interpolate gain spectral vectors to provide the gain on a
predetined spectral axis.

• Calculate expected blackbody radiance from temperature
readings corresponding to blackbody measurements.

• Calculate the complex ratio of theoretical to calculated
spectrum.

• Gain coaddition

• Check for radiometric accuracy of the incoming data.

Radiometric gain calibration will be performed after the
instrument slides have been stopped in order to re-establish a
phase reference. The gain sequence will therefore he
commanded as the first operation in any nominal measurement
sequence. Radiometric Deep Space Calibration measurements
precede those made looking towards the CBB to cover the
worst case condition of the instrument entering measurement
mode directly after the boost heater phase of the CBB.
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Figure 8: Cairn/ate Gain Calibration Flowchart

The radiometric gain calibration has two commanded
sequences, each of 600 low-resolution sweeps. In addition to
the duration of the sweep sequences themselves, there will be
two commanded transitions followed by an automatic
transition. Each commanded sequence has a duration of 520.6
seconds. The total duration of the radiometric gain sequence
(DS and CBB) is 17.35 minutes. With this duration required
once par week, the baseline radiometric calibration easily
satisfies the requirement.

The gain data shall be processed by the Level lB processor at
the beginning before scene data. During processing, the gain
tile shall not be modified by the processor.
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-t4 CALCULATE SPECTRAL CALIll RATION

The Calculate Spectral Calibration function performs the
processing of some selected (radiornetrically) calibrated scene
measurements and generates the spectrul calibration data. The
computational sequence of this function is illustrated by the
flowchart of Figure 9.

Spectral calibration is performed in MIPAS using standard
limb measurements from the atmosphere already corrected for
the Doppler effect by the Calculate Radiance function.
Speci tic reference spectral lines will be retrieved in the
observed spectra according to the extremities of specific
microwindows listed in a reference lines database. From these
microwindows will he performed the line position
identification. with respect to a database containing the exact
known theoretical position of the reference lines. In order to
reduce noise, equivalent scenes are coadded, i.e., scenes with
altitude included in the range of the processing parameter file.
The computed known values of the reference lines positions
will be used to establish the assignment of the calibrated
wavenumber to the index of spectral data points. Following
this operation. spectral calibration will be used for the
wavenumber assignment of all subsequent measurements until
a new spectral calibration is performed.

The Calculate Spectral Calibration will be performed when it
is appropriate to update the spectral calibration. with a current
baseline of twice per day.

Because it is related to the same parameters, the spectral shift
can be considered as a part of the instrument line shape. The
disadvantage is that it is then necessary to perform a
deconvolution of the ILS from an observed spectrum to get the
proper wavenumber assignment. Herc we will assume that the
spectral shift is included in the spectral calibration. i.e. it is
calibrated out by the spectral calibration procedure without
any ILS deconvolution.

It is also assumed that the spectral calibration will be the same
throughout the spectral range, It is assumed that the definition
of the optical axis is common to all four detectors on the
output ports, for both output ports. It is also assumed that the
residual misalignment between the two output ports is low
enough so that the difference in wavenumber is negligible.

Two algorithms have been proposed to perform spectral
calibration: the Peak Finding Method (PFM) and the Cross­
Correlation Method (CC~!). The feasibility of both these
methods have been demonstrated, and both algorithms have
demonstrated strengths and weaknesses. The PFM has shown
to be a little simpler to implement and faster to execute, but the
CC:\1 presents the advantage of giving information related to
the precision of a given tit. Only the PF~1 is presented here, as
it is the current baseline for operation.

The precision of the peak identification algorithm is
proport: .mal to the number of equivalent scenes that are
coadded, as the noise affecting the signal decreases when
multiple readings are superposed. This number will probably
vary between I and 5 (to attain stability and a precision equal
or less than 0.001 cm-1 (Ref. 10)), and will be defined in
auxiliary data.

4.4.1 Fit peak
The Fit Peak subfunction consists in determing the position of
the incoming selected spectral line. The peak titting algorithm

proceeds by the minimization of the sum of square residuals
between a parametric mathematical function of the line shape
and the measured spectrum data. Initial guesses are supplied to
the mathematical function and a Simplex algorithm (Ref. 12,
13) iterates on these parameters until a minimum is reached.
The final peak position is given by the horizontal position
parameter b.

One of the mathematical modelf (a. pararns = a,b,c,d) used for
the titting is J parametric sine profile, where a represents the
radiance intensity, b the spectral position, c the HWHM of the
central peak. and d the DC offset of the signal:

(
a-b)g,(a)=asinc -c- +d (10)

4.4.2 Spectral axis definition
This subfunction calculates the basic parameters defining the
spectral axis for each band, based on the computed peaks
position. The basic parameters are the lower wavenumber, the
spectral spacing between data points, and the number of data
points. The scaling factor computed is also given as one of the
spectral calibration parameters.

Ll.o 1 the spacing between spectral data points in the band

o 0 J the starting wavenumber of the band

N '/q the number of points in the band

k sc the spectral calibration correction factor

With these parameters and the index of points 111, the numerical
vector can be generated according to the following formula:

0 =o«. +m·LlO j
(I I)

The spectral axis of a given band is defined by the spacing Ll.a

between spectral data points in the band, Oii the starting
wavenumber of the band. N the number of points in the band,
and ksc the spectral calibration correction factor

a;,j =a0j x k~c

L'.aj =Ll.ai xkic

(12)

( 13)

Once the position of a selected experimental peak is known up
to a given precision, the ratio ksc between the reference and
the retrieved position is computed, with a mean taken over
each considered reference lines (with valid fit):

The operation of taking the mean for each peak shift is based
on the assumption that the shift is linear as a function of
wavenumber. This way. a simple linear correction by the
multiplication of the spectral axis by a constant may be
applied.

If the distribution appears to be non-linear, a polynomial fit
(with zero origin) could be performed in order to correctly
evaluate the amount of stretch of the spectral axis as a function
of the wavenumber.

Spectral calibration will be performed such that the latest
available valid spectral measurement is used until a new valid
spectral measurement becomes available. If in the middle of
the input stream invalid spectral calibration are calculated,
then a "previous closest in time strategy" shall be applied,
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which means that complete scans shall be calibrated with the
previous valid spectral calibrauon. If no valid spectral
calibration at all is available. then the spectral calibration data
contained in the current ILS and spectral calibration tile shall
be used. Spectral calibration data shall be written to auxiliary
tile simultaneously with ILS retrieved data (see Section 4.6).
Otherwise the file shall not be modified by the processor.
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Figure 9: Calculate Spectral Calibration Flowchart

4.5 CALCULA 'l"ERADIANCE

The Cairn/ate Radiance function performs the processing of
the scene measurements and generates a radiornctrically
calibrated spectrum. This function assumes that gain, offset
and spectral calibrations are avail. de as soon as they are
produced, so that they can be used for the processing of all
scene measurements following these calibrations. If this is not
the case, then processing will proceed with the latest available
calibration data. The computational sequence of this function
is illustrated by the flowchart of Figure I0.

Specific objectives of the function are:

• Perform spikes detection
• Detect fringe count errors in spectral bands C and D. and

in the case of misalignment adjust the phase of the gain
and offset according to the current fringe count.

Gain spectral interpolation
Calculate coarse spectra
Calculate calibrated spectra

• Responsivity scaling
• Correct scene measurements for non-linearity of each

affected detector.
• Equalize and combine interferograms in band A.

• Subtract offset due to contribution of the instrument.
• Compute spectra using a FFT algorithm applied on the

zero-padded interfcrograrns.
• Correct spectral axis for Doppler shift and perform

spectral interpolation onto a predefined uniform spectral
axis.

• Interpolates spectrum over a pre-determined user's grid
• Radiometric calibration by a complex multiplication of

the actual scene spectrum with the actual gain.
• Perform scene measurement quality verification.
• Report of NESR

CALCULATE RADIANCE
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Figure I0: Calculate Radiance Calibration Flowchart
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4.6 CALCULATE ILS RETRIEVAL

The Calculate /LS Retrieval function performs the instrument
line shape (ILS) retrieval from radiornetrically and spectrally
calibrated spectra. The result of this operation is m.ule
available to the output data products. The computational
sequence of this function is illustrated by the flowchart of
Figure 11.

!LS retrieval has been studied extensively in the technical note
(Ref. 10). A deconvolution approach has shown to be
inadequate, but a second approach has shown to give good
enough results. The chosen !LS retrieval method is called the
· Parametric !LS Fitting Method" (PIFM). This method
proceeds with a theoretical !LS. obtained by a modelization
with a limited number of parameters, convolved with the
theoretical line and iteratively fits the results onto the
experimental data.

Appropriate peaks for spectral calibration that represent known
features of standard scene measurements have been identified
and studied in the document (Ref. I 0). The precision of the
peak identification algorithm is proportional to the number of
equivalent scenes that arc coadded, as the noise affecting the
signal decreases when multiple readings are superposed. This
number will probably vary between 2 and 10, and will be
defined in auxiliary data.

The operation of !LS retrieval is more computer intensive than
others tasks presented up until now, but this operation will be
requested only from time to time. not on a regular basis as the
computation of spectral calibration for example. Topics of the
exact frequency at which the !LS retrieval shall be done is
addressed here.

It has been chosen to extract the !LS in ec.h detector band of
the instrument on an appropriate spectral line located
anywhere inside the band. The list of reference spectral lines
will be stored in a table kept as auxiliary data.

The auxiliary data file containing retrieved !LS parameter data
and spectral calibration data shall be produced by the Level 1B
processor according to the processing parameter file. An initial
!LS and spectral calibration auxiliary file will be given as an
input to the processor at all processing stations and shall be
used until the next file will be made available. !LS and spectral
calibration data will be written to the auxiliary file
simultaneously (i.e., only ca. once per week). Otherwise the
file shall not be modified by the processor.

Specific objectives of the function are:

• Select specific microwindows containing precisely one
reference peak of well-known wavenumber.

• Obtain or generate the reference theoretical spectral line
corresponding to this microwindow.

• Fit an !LS to the incoming raw spectrum by minimizing
residuals between the reference line and the parametric
!LS.

• Store the iterated parameter set and the specific
wavenumbers as a Level IB product.

ca·~rat.on

IAalh
mcdel

,...
I

Aur11t2ry

Spect
reler

Figure 11: Ca/cu/are /LS Retrieval Flowchart

4.7 CALCULATE POINTING

The Calculate Poi111i11gfunction performs the line of sight
(LOS) pointing calibration in order to generate corrected LOS
pointing angles. The algorithms are covered in details in
document (Ref 11). The main objectives of the Calculate
Pointing function are

• Compute correction of elevation pointing angle.
• Compute corrected pointing angles of actual scene

(sweep).

111e Calculate Pointing function is based on the following
assumptions. It is assumed that commanded elevation angles are
only partially corrected with respect to known pointing errors
according to the best knowledge based on-ground
characterization and LOS calibration measurements. The
remaining elevation error, obtained from LOS calibration
measu.ernents, shall be computed in the ground segment (PDS)
and be used to correct in measurement mode the measured
elevation angles. The corrected elevation angles and the
measured azimuth angles are used to compute the geolocation
(height/longitude/latitude) of the actual scene (target).

Specific objectives of the function arc:

• Compute the actual pointing error at time of ZPD
crossing

• Compute actual azimuth pointing angle
• Compute correction of elevation angle
• Compute actual elevation pointing angle

The computational sequence of the Calculate Pointing function
is illustrated by the flowchart of Figure 12.
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Figure 12: Calculate Pointing Flowchart

4.8 CAL CU LATE GEOLOCA TION

The Calculate Geolocation function calculates the tangent
point gcolocation and related information. The function has as
input the orbit state vector and corrected pointing angles and it
makes use of the CFI softwares (Customer Furnished Items).

The main objectives of the Calculate Geolocation function arc

• Compute tangent height of actual scene,

• Compute Rl'v1Serror of tangent height of actual scene,
• Compute longitude/ latitude uf actual scene.

Specific objectives of the function arc:

• Compute orbital position of SIC at ZPD time
• Compute tangent height, longitude and latitude

• Estimate error on computed tangent height

The computational sequence of the Calculate Geolocation
function is illustrated by the flowchart of Figure 13.

5. Conclusions
This paper presented a summary of the current baseline
adopted for the Ground Segment processing aimed at the
generation of Level IB algorithms. The presented processing
scheme of fringe count handling is not definitive and still
under revision. The non-linearity algorithm was verified on the
MIPAS Engineering Demonstration Model, and its design has
proved to be valid under the expected instrument operating
conditions.

The final validation of the Level IB algorithms will be done
during Commissioning Phase, where the whole set of functions
will be put to test together, and modifications, corrections, or
refinement will be applied if necessary.

CALCULATE
GEOLOCATION, ...

(P:.r.:1ni IL t (i.Jl..!UJI)

l
I

A:.xilrJ.'}'

Figure 13: C11/rn/111c Geolocation Flowchart
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Abstract. An ESA supported study was carried out for the development of an optimized code for near real time retrieval of altitude
profiles of pressure, temperature (p, T) and volume mixing ratio (VMR) of five key species (03, H20, HN03, CH4 and N20) from
infrared limb sounding spectra recorded by MIPAS (Michelson Interferometer for Passive Atmospheric Sounding), which will be
operated on board ENVISAT-1 satellite.
The implemented model is based on the Global Fit approach, i.e. all the limb-scanning spectra are simultaneously fitted, and on the
analysis in narrow spectral intervals (microwindows).
The trade-off between run time and accuracy of the retrieval was optimized from both the physical and mathematical point of view,
with improvements in the program structure, in the radiative transfer model and in the computation of the retrieval Jacobian.
The attained performances of the retrieval code are as follows: noise error on temperature < 2 K at all the altitudes covered by the
standard MIPAS scan (8-53 km), noise error on tangent pressure< 3 %, noise error on VMR of the target species< 5 % at most of
the altitudes of scientific interest covered by the standard MIPAS scan, with a total run time of less than 6 minutes on a SUN
SPARC station 20.

1. INTRODUCTION

MIPAS (Michelson Interferometer for Passive Atmospheric
Sounding) is an ESA developed instrument to be operated on
board ENVISAT-1 as part of the first Polar Orbit Earth
Observation Mission program (POEM-I). MIPAS will
perform limb sounding observations of the atmospheric
emrssion spectrum in the middle infrared region.
Concentration profiles of numerous trace gases can be derived
from MIPAS observed spectra.
According to the current baseline, from MIPAS measurements
altitude profi lcs of atmospheric pressure and temperature
(p.T), and of volume mixing ratio (VMR) of five high
priority species (03, Hp, HN03, CH4 and Np) will be
routinely retrieved in near real time (NRT). The retrieval of
these parameters from calibrated spectra (Level lb data) is
indicated as NRT Level 2 processing.
Level 2 processing is expected to be a critical part of the
Payload Data Segment (PDS) because of both the long
computing time that may be required and the need for a
validated algorithm capable of producing accurate and reliable
results.
In the frame of the on-going ESA supported study
"Development of an Optimised Algorithm for Routine p,T and
VMR Retrievals from MIPAS Limb Emission Spectra" a
scientific code has been developed for NRT Level 2 analysis,
suitable for implementation in ENVISAT PDS and optimized
for the requirements of speed and accuracy. The scientific
code is called Optimized Retrieval Model (ORM) and
includes p,T and VMR retrieval components. It is the result of
the primary study objective, which was to optimise the overall
retrieval scheme with respect to the initial baseline, by

introducing various mathematical and physical optimisations
and by verifying the performance improvements on the basis
of simulated test scenarii. The required accuracy performances
of the retrieval code are the following:
• Temperature error< 2 K at all the altitudes covered by the

standard MIPAS scan (8-53 km)
• Tangent pressure error: < 3%
• Error on the retrieved VMR of the key species: < 5 % at

all the altitudes covered by the standard MIPAS scan.
The required run-time to perform p,T and VMR retrieval of
the five MIPAS target species from a limb-scanning sequence
of 16 limb-views should be less than I hour on a SUN
SPARCstation 20.
In order to cope with accuracy and speed requirements, even
if the MIPAS instrument is designed to measure earth limb
emission in five broad spectral channels (685 - 970 cm', l 020
- 1170 cm", 1215 - 1500 cm", 1570 - 1750 cm", and 1820 -
2410 cm"), data analysis is performed by considering only
narrow (less than 3 cm" width) spectral subintervals, called
'microwindows'. This baseline offers several advantages. It is
efficient, because data analysis can concentrate on those parts
of the entire measured spectrum, which contain most
information on the target parameters, and a large fraction of
the measured data, which contain minor or redundant
information, can be ignored. Spectral regions can be avoided
which are characterized by: uncertain spectroscopic data,
interference by non-target species, Non-Local Thermal
Equilibrium and line mixing effects. Weakly temperature­
dependent transitions can be chosen for constituents retrieval
in order to minimize mapping of temperature uncertainties on
the resulting concentration vertical profiles.

65



By analyzing the sensitivity of the radiance to changes of
target parameters, lists of appropriate microwindows have
been selected for retrieval of H10, 03, HN03, Cfu, and N20
(Ref. 1) as well as for the joint retrieval of pressure and
temperature (Ref. 2). A microwindow database has been
created and is currently being refined with respect to
minimization of retrieval errors, following the approach of
Clarmann and Echle (Ref. 3).

2. THE INVERSION METHOD

The problem of retrieving the altitude distribution of a
physical or chemical quantity from limb-scanning
observations of the atmosphere, drops within the general
class of problems that require the fitting of a theoretical
model, that describes the behavior of the observed system, to
a set of available observations. The theoretical model
describes the system through a set of parameters so that the
retrieval procedure consists in the search for the set of values
of the parameters that produce the "best" simulation of the
observations. The most commonly adopted criterion to
accomplish the objective is the minimization of the i
function (generally defined as the weighted squared
summation of the differences between observations and
simulations) with respect to the value of the parameters. This
criterion is referred as Least Squares Fit (lSF). When the
theoretical model does not depend linearly on the unknown
parameters the problem, called Non-linear Least Squares Fit
(NLSF), cannot be solved directly by using a solution
formula, and an iterative procedure must be used. Several
methods exist for the NL.SF;the one adopted for our purposes
is the Gauss Newton (GN) method modified following the
Marquardt's criterion (GNM) (Ref. 4).
In order to provide the framework of the subsequent
discussion, the general mathematical formulation of the
problem is herewith briefly reviewed.

THE DIRECT PROBLEM

The signal S that reaches the spectrometer can be modeled,
by means of the radiative transfer equation (see Sect. 3), as a
function S = Six. qz) of the observation parameters x and of
the distribution profile qz of the atmospheric quantity which
is to be retrieved. In general the radiative transfer does not
represent a linear transformation. In this case, a linear
relationship between S and qz can be obtained by operating a
Taylor expansion of the radiative transfer equation, around an
assumed profile lfz : In the hypothesis that lfz is near enough
to the true profile to drop in a linear behavior of the function
S, the Taylor expansion can be truncated to the first term to
obtain:

f
00[J

S(x, qz)] [ )Six, qz)=S(x, lfz)+ ()q qz -lfz dz (2.1)
0 z l/,

Note that the use of the integral is required in the above
equation since the profile q, is here considered as a
continuous function. Eq. (2.1) can be written as:

N(x) = f K(x, z) Yz dz

0

(2.2)

where:

N(x) = S(x,q4) - S(x,'ii:J

K(x.z) = [ as~:z) Ji,
(2.3)

(2.4)

(2.5)

Equation (2.2) is an integral equation that represents a linear
transformation of the unknown Yz leading to the observations
N(x) by way of the kernel Ktx, z).

THE GAUSS NEWTON METHOD

In the case of practical calculations, the mathematical entities
above defined are represented by discrete values. Actually,
we will deal with a finite number (n) of observations and a
finite number (m) of values to represent, in a vector q2, the
altitude distribution of the unknown quantities (these 111

values will be denoted as "parameters" from now on). As a
consequence the integral operator of Eq. (2.2) becomes a
summation and the equation itself can be expressed in matrix
notation as:

n=Ky (2.6)

In equation (2.6):

• n is a vector of dimension n. The entry ni of n is the
difference between observation j and the corresponding
simulation calculated using the assumed profile qz (Eq.
2.3).

• K is a matrix (usually denoted as Jacobian matrix)
having n rows and 111 columns. The entry kij of K is the
derivative of observation i made with respect to
parameter j (Eq. 2.4)

• y = qz -~ is a vector of dimension m. The entry y; of y
is the correction needed to the assumed value of

parameter q, in order to obtain its correct value qz. The
goal of the retrieval is the determination of this vector.

The problem is therefore that of the search for a "solution
matrix" D (having 111 rows and n columns) that, multiplied by
vector n provides y. If the vector n is characterized by the
variance-covariance matrix v· (square of dimension n), the
i function which must be minimized is defined as:

(2.7)

and matrix D that satisfies the least squares condition is
equal to:

If the inverse of V" does not exist, its generalized inverse
must be used instead (Ref. 5). If the unknown quantities are
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suitably chosen, the inverse of matrix (KT (V11 )-lK)
always exists.
If the real minimum of the i function is found and V" is a
correct estimate of the errors, the quantity defined by
equation (2.7) has an expectation value equal to (n - m) and a

standard deviation equal to -Jn - m . The value of the

quantity x2 /(11 - m) provides therefore a good estimate of

the quality of the retrieval. Values of x2 /(11 - 111) which

deviate too much from unity indicate the presence of incorrect
assumptions in the retrieval.
The unknown vector y is then computed as:

y=D n (2.9)

and the new estimate of the parameters as:

q' z = q, + y (2.10)

The errors associated with the solution of the inversion
procedure can be characterized by the variance-covariance
matrix (V'I) of q' z given by:

(2.11)

Matrix V'i permits to estimate how the experimental random
errors map into the uncertainty of the values of the retrieved
parameters. Actually, the square root of the diagonal
elements of V<I measures the root mean square (r.m.s.) error
of the corresponding parameter. The off-diagonal clement Vij
of matrix V<i, normalized to the square root of the product of
the two diagonal elements vii and vjj• provides the

correlation coefficient between parameters i and).
If the hypothesis of linearity about the behavior of function S
is satisfied, Eq. (2.10) provides the result of the retrieval
process. If the hypothesis is not satisfied, the minimum of the
i function has not been reached but only a step has been
done toward the minimum and the vector q' z computed by

Eq. (2.10) represents only a better estimate of the parameters
than q,. In this case the whole procedure must be reiterated
starting from the new estimate of the parameters.
Convergence criteria are therefore needed in order to
establish when the minimum of the i function has heen
approached enough to stop the iterations.

THE MARQUARDT METHOD

The Marquardt method (Ref. 6) introduces a modification to
the procedure described in the previous sub-section. The
modification consists in introducing in Eq. (2.8) a factor
damping the amplitude of the parameters correction vector.
Marquardt method permits a faster convergence especially in
cases of strongly non-linear problems.

CONVERGENCE CRITERIA

The convergence criteria adopted in our code must represent
a compromise between the required accuracy and speed
performances of the algorithm. To this purpose, the following
two conditions are used:

• At the current iteration the relative difference between

the actual x2 and the chi-square computed in the linear

approximation ( XI!N ) must he less than a fixed

threshold ti:

I
X2 (q, )- xiIN (q, >[....:.____:o _ __:::;:.:..;__;:__ < t l

X2(qz)
(2.12)

where XL!N is computed using the expression:

T( )-!((1-KD)n) yn ((1-KD)n) (2.13)

• The maximum relative correction that has to be applied
to the parameters for the next iteration is below a fixed
threshold t2 i.e.:

(2.14)

different thresholds are used for the different types of
parameters depending on their required accuracy.
Furthermore, whenever an absolute accuracy
requirement is present for a parameter, the absolute
variation of the parameter is checked instead of the
relative variation considered in Eq. (2.14). The non­
target parameters of the retrieval, such as continuum
and instrumental offset parameters are not included in
this check. Parameters equal to zero arc excluded from
this check as well.

The logical operation 'OR' between conditions (2.12) and
(2.14) is then used in order to establish whether the
convergence has been reached.

THE GLOBAL FIT ANALYSIS

In global fit approach (Ref. 7) the whole altitude profile is
retrieved from simultaneous analysis of all the limb-views of
a scan. The retrieval is based on the least-squares criterion
and looks for a solution profile that has a number p of
degrees of freedom smaller than or equal to the number of the
observed data points. In practice the profile is retrieved at p
discrete altitudes and at intermediate altitudes an interpolated
value is used in the radiative transfer model (see Sect. 2).
In this approach, the vector n appearing in Eq. (2.9) is the
difference between all the selected observations and the
corresponding simulations (all the spectral intervals and all
the limb-scanning measurements are included in this vector).
The unknown vector y may contain different variables
depending on the retrieval we are performing. In general it
includes an altitude distribution sampled at a number of
discrete altitudes (the tangent altitudes of the measurements,
in our case) as well as some spectroscopic and instrumental
parameters (e.g. atmospheric continuum).
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USE OF COMPLEMENTARY (NON-RADIOMETRIC)
INFORMATION IN THE INVERSION MODEL

When some complementary information on the unknown
parameters is available, the quality of retrieved parameters
can be improvedby including this information in the retrieval
process. Assuming this complementary information as
consisting of a vector DJ connected by means of the jacobian
KJ with the unknowns y, and of a variance covariance matrix
yn, relating to DJ, the combination of the MIPAS
measurements with the information DJ can be made using the
optimal estimation (Ref. 8) formula:

y =[KT (Vn)-IK+ K/ (Vn1 )-1K1 r.
[KT (Vn )-1n + K/ (Vn' )-I Di]

(2.15)

Implicitly this expression is always used in the retrieval to
combine the information provided by the different
rnicrowindows, more generally it can be used also for the
exploitation of non-radiometric information obtained from
sources external to the MIPAS interferometer.
The complementary information can either be of 'external'
type (as in the case of climatological data or model forecasts)
which do not relate to a specific MIPAS scan, or of 'specific'
type.
The exploitation of 'external' information is not
recommended because, when the same information is used
for the retrievals of several scans, the results of these
retrievals are not independent of each other and are affected
by a common bias. Therefore, this approach would prevent
the users from building averages of profiles retrieved using
the same 'external' complementary information.
Inversely, complementary information relating to the
'specific' MIPAS scan we are actually analyzing, (e.g. line of
sight data, or data relating to the same air mass actually
sounded by the considered MIPAS scan) can be profitably
included in the retrieval using Eq. (2.15) instead of Eq. (2.9).
In fact, in this case, also the complementary information is
updated at each scan and therefore the retrieved profiles do
not suffer of any bias.

INCLUSION OF LOS ENGINEERING INFORMATION
IN P,T RETRIEVAL

Engineering data defining the instrument Line Of Sight
(LOS) are updated at each scan and therefore constitute an
effective and 'specific' source of information which we
routinely use in p.T retrievals without introducing a bias in
the retrieved profiles.
The LOS engineering information consists of both a vector z
containing the tangent altitudes of the sweeps of the current
scan and of a Variance-Covariance Matrix (VCM) v' related
to the vector z; a relationship between the engineering
tangent heights and the unknowns of the retrieval (p,T) is
provided by the hydrostatic equilibrium constraint.
Hydrostatic equilibrium is a condition that applies to an ideal
atmosphere which is perfectly stratified. The differential form
of the equation that describes this condition in an
atmospheric layer within the altitudes Zi and Zi+l is:

R - i{ Pi )!J..7. =-·T· -~, Mg I Pi+]
(2.16)

where the notations are:
P! pressure at altitude z.,
M average molecular weight of the atmosphere,
R universal gas constant,
ii mean temperature of the atmospheric layer i,

.1z i thickness of the atmospheric layer i

( D,.zi = Zi+I - z.)
Now, a linear relation between (p,T) and the tangent heights
z can be obtained by locally linearizing Eq. (2.16). In this
assumption, instead of equation (2.6) we have a couple of
equations defining the retrieval problem:

n =Ky
z =Kzy

(2.17)

where the first equation is still Eq. (2.9) and the second
equation is derived from the hydrostatic equilibrium
condition. Matrix K, is the jacobian connecting the tangent
altitudes with the unknowns p, T and is obtained by deriving
Eq. (2.16) with respect top and T. The solution (optimal
estimation) formula providing the vector S which minimizes
the i function of the new inversion problem is:

3. ATMOSPHERIC MODEL

FORWARD MODEL

The purpose of the forward model is to simulate the spectra
measured by the instrument in case of known atmospheric
composition. The signal measured by the spectrometer is
determined by the atmospheric radiance which reaches the
spectrometer and by instrumental effects, arising from the
finite spectral resolution of the instrument and the finite
angular size of the input diaphragm (finite Field of View,
FOV). In general, the instrument signal S1( Zr. a) due to
atmospheric limb sounding at a given tangent altitude Zr can

be calculated convolvingthe atmospheric radiance L(z1, <J)
with the Apodized Instrument Line Shape (AILS) and with
the MIPAS FOY function (FOV(z,)):

S1(z1,a)= ff (L(a - a' .z, - zt') ·All.S(d)da' )· FOV(z/';fzt'

(3.1)

• Radiative Transfer

The atmospheric radiance which reaches the instrument when
pointing to the limb at tangent altitude z, is calculated by
means of the radiative transfer formula:
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x0 { Xo lL(a,z1) = [,[ B(cr.x)c(a,x)17(x)jex -f c(a,x')T/(x')di' dx

(3.2)

where x is some position along the line of sight of the
spectrometer between the observation point xo and the point
x; anterior to the tangent point al the furthest extend of the
limb, B(a. x) is the radiative source function, c(a.x) is the
molecular absorption coefficient, 17(x) is the number density
of absorbing molecules and the exponential term represents
the atmospheric transmittance between x and xo.
In the case of local thermal equilibrium 8(a, x) is equal to the
Planck function.
The line of sight in the atmosphere is determined by the
viewing direction of the instrument and the refractive index:
due to refraction, the ray-path is not a straight line and bends
towards the earth.

• Refraction

The refractive index is a function of both pressure and
temperature (the dependence on water vapor and frequency is
negligible for MIPAS measurements) and it is determined by
the Edlen (Ref. 9) model. Assuming a spherical earth and
spherical atmospheric layers, the optical path x is linked to
the altitude r by the following expression:

dx= · dr
n(r1 )· r1

l----
n2(r)· r2

(3.3)

with r altitude referred to the center of the earth, n(r)
refractive index and r, tangent altitude.

• Use of Curtis-Godson pressure and temperature

The curvilinear integral (3.2) is computed by dividing the
integral over x into a sum over discrete thin layers I, each
characterized by an appropriate 'equivalent' pressure and
temperature, namely the Curtis-Godson (Ref. 10) quantities,
calculated weighting the pressure and temperature along the
ray-path inside each layer with the corresponding number
density of each absorbing molecule. In particular, Curtis­
Godson parameter G (pressure and temperature) relative to
gas g, layer I and limb view t, is calculated as follows:

z,

f G(z)Xg(z)·17(p(z),T(z))· dxr -d:
dz

c;.1.1 (3.4)z,

JXg(z)·rJ(p(z~T(z))· dxr -dz
dz

z is the altitude, z1 and z1_1 are the heights on the

boundaries of the layer, X g (z) represents the Volume

Mixing Ratio of the g-tn gas, x, is the line of sight
characterized by the tangent altitude Zr. ry(p(z),T(z)) is the

air number density.

The normalization factor of these expressions represents the

column of the considered gas, layer and limb view: cotl1 .

If for each couple of 'equivalent' pressure and temperature
characterizing a layer, the value of the absorption coefficient

cf1 (P~.l.t •T:.1.r )is computed, equation (3.2) can be

written as:

where T1.r is the single layer optical depth:

,.. cont fair +
•/,t = C/,t CO l,t

Ngas
~ s sL.J C//O// ,t
g=I

(3.6)

I is the index for the layers with layer 'l' the farthest and N
the nearest layer with respect to the satellite. t is the index of
the limb view, Bu is the Planck function computed for the
equivalent temperature of the main gas of the retrieval in
layer l and limb view I. C(/""' is the absorption cross section
of the continuum (the atmospheric continuum emission is
taken into account as an additional species with VMR =l),
coli]" the partial air column of layer I and limb view t and
coif the partial column of gas g, layer I and limb view I.

INSTRUMENT MODEL

• AILS
The high resolution spectrum computed with the radiative
transfer model is convolved with the Apodized Instrument
Line Shape (AILS) function, which takes into account the
finite spectral resolution of the instrument, the asymmetries
introduced by the spectrometer and the apodization of the
measured spectra. The !LS function does not take into
account the instrument responsivity and phase error
corrections, since retrieval is performed using calibrated and
phase-error corrected spectra provided by the Level IB
processing.
Measured spectra, as well as simulated spectra, are apodized
with the Norton-Beer (Ref. 11) strong function, in order to
reduce the interference of lines outside the individual
microwindows.

• FOV
The input diaphragm of the interferometer has non-zero
angular size and light from an extended source, characterized
by a radiance gradient, is observed. These factors produce a
modification in the !LS and a modification in the 'effective'
tangent altitude of the spectrum.
The antenna pattern of the field of view is presently
represented by a spread in the altitude domain which is
assumed to be independent of tangent altitude and of shape
equal to a trapezium with the greater base of about 4 km and
the smaller base of about 3 km.
The effect of field of view is taken into account performing,
for each spectral frequency, the convolution between the
spectrum and the antenna pattern. In general, this convolution
can be performed numerically after repeating forward model
calculation for a number of lines of sight that span the
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vertical range of 4 km around the tangent altitude. In order to
reduce the number of computations, in ORM an analytical
convolution is performed using the spectrum as a function of
altitude determined interpolating spectra calculated at
contiguous tangent pressures.
Whenever interpolation between contiguous measurement
tangent pressures introduces too large approximations due to
discontinuities in the rate of change of temperature and of
molecule density with altitude, additional spectra are
simulated at intermediate tangent levels.

4. OPTIMISATIONS

In order to cope with the speed requirements of the retrieval
algorithm, several optimizations of both mathematical and
physical type have been employed. Some optimizations have
already been discussed in the previous section. These are
namely:
• Global-fit approach. Avoids repeating calculation of

quantities which are common to all the limb-views of the
considered scan.

• Use of Curtis-Godson equivalent quantities. This
technique allows to implement a coarse discretization of
the atmosphere for radiative transfer integral calculation.

• FOV convolution approach. Together with the global-fit
approach, it allows to save unnecessary computation of
several limb-views with close tangent altitudes.

• Use of LOS engineering information in p.T retrieval.
Stabilizes the retrieval and reduces the number of
iterations.

In the present section we describe further, very effective,
optimizations that have been implemented in our forward
model.

SECANT LAW APPROXIMATION FOR THE
CALCULATION OF CURTIS-GODSON QUANTITIES

In principle, Curtis-Godson pressures and temperatures have
to be computed for each gas, each layer and each limb view.
However, assuming the layers flat and the line of sight a
straight line, the secant law applies and the same values of p'
and T' are obtained independently from the angle (] between
the line of sight and the vertical direction, that is
independently from the limb-view. We have verified that the
use of secant law approximation causes very small errors at
all altitudes, except at the tangent layer.
Exploiting this result, it is sufficient to calculate the values of
p' and T' for all the layers of the lowest limb view, and only
for the lowest layer of the other limb-views, all the other
layers being characterized by the same values of p' and T' as
the lowest limb view.
This optimization is crucial, not only because less equivalent
pressures and temperatures have to be calculated, but mainly
because absorption cross-sections have to be calculated and
stored for a smaller number of paths (combination of layer
and limb-view).

CALCULATION OF THE JACOBIAN DURING THE
CALCULATION OF THE SPECTRUM

Since the developed Optimized Forward Model (OFM) is
optimized for running in the environment provided by the
retrieval algorithm, the fast determination of derivatives of

the radiance with respect to the parameters is a very
important issue besides the calculation of the spectrum. In the
following we will first present the four different types of
·derivatives which are produced and then explain the
procedure implemented for their calculation. The retrieval
parameters are: (1) volume mixing ratios of atmospheric trace
gases at tangent pressure, (2) atmospheric continuum values
at tangent pressure, (3) temperature at tangent pressure and
(4) the tangent pressure itself. While the number of
parameters in (1), (3) and (4) is equal to the number of
tangent points, the continuum (2) is assumed to be constant
in one microwindow, but variable from one microwindow to
another. Thus, the number of continuum parameters is equal
to the number of microwindows times the number of tangent
geometries at which the individual microwindows are used.
As derivatives (l) and (2) are handled in the same way, they
are described together. The aim is the calculation of the
derivatives of the spectrum L provided by Eq. (3.5) with
respect to the atmospheric retrieval parameters qn on each
tangent level n.The expression for these derivatives reads:

(4.1)

In the following we neglect the 2"<l order dependence of
equivalent temperatures on the parameters qn- Therefore, we
have to consider only the second term in the parenthesis of
Eq. (4.1). Parallel to the radiative transfer calculation the
derivative of the radiance with respect to the optical depths is
determined by:

~=Bj exp(-rj{fI exp(-Tk)J-dt .
l k=j+I

·1 f N l
~ B;(l-exp(-T;)\!Iexp(-Tk)

(4.2)

The first term is the derivative of the emission of layer j
attenuated by all layers between j and the observer, while the
second term is the derivative of the attenuation for the
radiation of each layer up to layer j. For the evaluation of the
summation appearing in Eq. (4.1), the derivative of the
optical depth of each layer with respect to the parameters
must be known. In case of continuum parameters, this
derivative reads simply:

at . N dt . dccont N . dcconi__i:= °""'--1 1_ =~ colair_I_ (4 3)
d cont L.J decant dqcont L.,; I dqcont ·
qn /=I I n l=I n

where cl?" are the continuum cross-sections for each layer
and q/0"1 the continuum parameters (the continuum cross
section values at the tangent levels). Except some layers
above and below the tangent level dcfont / dq~0"1 is equal
to zero. The formula for the derivative of the optical depth
with respect to the trace gas parameters is:
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d N [d g d g]_!_j_ =L _!_j_ dc1 +___!_j_ dco/1 =
dq~ l=l def dq~ dcolf dq~

LN [ 8 def g dcoq ]col; --+c1 --
d g d g

/=I qn qn

(4.4)

Neglecting the dependence of equivalent temperature and
pressure on the VMR parameters qng results in

def/ dq,f == 0. During the calculation of the Curtis-Godson

equivalent quantities, only the derivatives of the partial
columns of each layer with respect to the YMR at the tangent
level have to be determined.

While the procedure for the calculation of (I), (2) and (4) is
analytic (in the sense that the analytical formulas of the
derivatives are implemented in the program), the temperature
derivatives (3) are determined in a 'fast numerical' way. In
contrast with slow numerical derivatives, which are
determined by as many total reruns of the forward model as
there arc fitting parameters, in the 'fast numerical'
calculation the derivatives are computed in parallel with the
spectra, avoiding unnecessary repeated calculations. The
implemented fast numerical derivatives with respect to
tangent temperature make use of the limited influence of the
change of one temperature parameter on the overall
temperature profile: only the Curtis-Godson equivalent
temperatures are affected of the neighboring layers above and
below the tangent altitude to which the considered
temperature parameter refers. Hence, we calculate only cross­
sections and radiative transfer corresponding to the
unperturbed original temperature profile, needed for the
forward calculation; plus, cross-sections relating to the layers
affected by the current temperature parameter change and
radiative transfer as modified by the changed cross-sections.

The analytical derivative of the spectrum with respect to the
tangent pressure (4) can be very complicated, since changes
in the column, in the line-shapes and in the temperature have
to be considered when tangent pressure is perturbed. The
problem was overcome by exploiting the fact that the effect of
FOY convolution is to shift the 'effective' tangent pressure of
the spectrum. Therefore, the derivative of the spectrum with
respect to tangent pressure is calculated performing an
analytical derivative of the expression which provides the
convolution between the interpolated spectrum as a function
of tangent pressure and the FOY pattern. The accuracy of the
derivative calculated in this way is strictly connected with the
accuracy of the interpolated spectrum in the range where the
FOY pattern is defined.

The additional computing effort required for the Jacobian
calculation is only two times the effort needed for one
forward model run. This is a very interesting result,
considering that the full numerical calculation of the
derivatives would require as many forward model re-runs as
many are the fitting parameters(= 100).

CROSS-SECTION LOOK-UP TABLES AND
IRREGULAR SPECTRAL GRIDS

The most time consuming parts of the forward model are the
calculation of the absorption coefficients and the calculation
of the radiative transfer. A spectral resolution of ti.v =
0.0005 cm·1 is usually considered necessary in order to
resolve the shape of Doppler-broadened lines. To avoid
repeated line-shape and radiative transfer calculations at this
high resolution, two optimisations have been implemented:

I. Tabulating absorption coefficients ct (p, T) for a range

of (p,7) values for each absorber g,
2. Determining an 'irregular grid' containing a subset of the

spectral points used in the radiative transfer calculation
such that a rapid interpolation of the remaining values is
adequate.

Both the look-up tables and irregular grids are microwindow­
specific and are precalculated.

LOOK-VP TABLES
In principle, it is straightforward to precalculate the
absorption coefficient at each spectral grid point for a range
of (p,7) conditions. However, for a single microwindow
(typical width 0.5 cm 1), the number of data points required is
of the order of:

1000 spectral pts. x 100 pressures x 10 temperature pts. = 106
grid points (4.5)

Such a tabulated function is shown in Figure 1. Within a
retrieval, up to 100 such tables have to be stored (!Os of
microwindows with 4 or 5 absorbers per rnicrowindow),
requiring too much memory for most practical applications.
A solution suggested by Strow (Ref. J 2) is to compress this
information using 'Singular Value Decomposition'. Any
matrix K (m x n) can be decomposed as the product of three
other matrices:

K == U:EV (4.6)

where U (m x n) and V (n x n) are orthonormal matrices, and
I: is a diagonal matrix containing n singular values.
Assuming that most of the information is contained in the I
(<< n) largest singular values, the decomposition matrices
can be truncated in then dimension to give:

K ""U':E'V'==U'W' (4.7)

where the reduced matrices U' (m x /) and W' (/ x m) are
much smaller matrices than the original matrix K.

In this application, the matrix K contains !neg (v,x) where

x represents any pair of (p,7) conditions. This is decomposed
and stored as matrices U'(v, l) and W(l,x), where typically l :::;
10 singular values, giving compression factors of the order JO
- JOO.

71



3000

c
0:.g_ 2000
\...-
0
(fl
..0
0

1000

Figure 1. Plot of the CC>i absorption coefficient look-up table for the PT004A microwindow. The wavenumber axis extends from
693.45-693.725 cm', Each of the 13 (p.T) major cycles corresponds to a different temperature, and within each are 19 different -ln(p)
values varying from Lorentz to Doppler broadening.

IRREGULAR GRIDS

Limb radiance spectra contain spectral features on a range of
scales varying from the narrow, isolated, Doppler-broadened
line centers at high altitudes, to wide, overlapping, Lorentz­
broadened line wings from low altitudes.
The task is to determine the subset of spectral grid points that
are required to reconstruct full radiance spectra, applicable
over a range of tangent altitudes and atmospheres. Full
radiative transfer calculations are then only required for this
subset of points. The subset will be a function of the
microwindow boundaries, the chosen interpolation scheme
and the spectral convolution represented by the Instrument
Line Shape.
Several interpolation functions were investigated, but since
the same interpolation is also required for the calculation of
Jacobians (which, unlike the radiances, can have negative
values) logarithmic and inverse interpolations were avoided
and a simple cubic interpolation was chosen.

The procedure is to start with a set of full-resolution limb
radiance spectra for different tangent point altitudes. Then,
for each point, a 'cost' function is determined, representing
the maximum radiance error (at any altitude, following ILS
convolution) that would arise if the point were to be replaced
by an interpolated value. The point with the smallest
interpolation cost is then eliminated and the process repeated
for the remaining grid. The iteration continues until no
further points can be removed without exceeding some
maximum error criterion, chosen to be 10 % of the noise­
equivalent signal radiance.
Typically it is found that only 5-10 % of the full resolution
grid is required for reconstruction. When combined with the
use of Look-Up Tables, this also means that absorption
coefficient c only has to be reconstructed at the same fraction
of grid points, and the U' matrix only has to be stored for
these points resulting in even further compression.
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Figure 2. 44 km tangent height radiance from the PT004A microwindow.The upper plot shows the high-resolution radiance (solid
line) with the interpolation points(+), and the convolved radiance (dashed line). The lower plot shows the difference between the
original and interpolated radiances, on both the high-resolution grid (solid line, left axis) and the convolved radiances (dashed line,
right axis).

DIRECT INTERPOLATION I CONVOLUTION

Without irregular grids, the low resolution spectrum is given
by the convolution between the high resolution spectrum and
the high resolution AILS function (Safine =0.0005 cm"),

performed only in correspondence of the coarse grid points
( f:..acoarse = 0.025 cm"). When irregular grids are available,
instead of performing first the interpolation of the spectrum
in the regular fine grid and then the convolution with the
AILS in correspondence of only the coarse grid spectral
points, it is possible to save time computing both operations
at the same time.

5. ACCURACY PERFORMANCE OF THE
RETRIEVAL MODEL

The retrieved profiles accuracy is determined by the
following error sources:
I. forward model error, i.e. error due to imperfect modeling

of the atmosphere,
2. retrieval error, due to the fact that the inversion

procedure stops when the convergence criteria are

satisfied, and therefore the real minimum of the x2
function is not exactly matched,

3. noise error, due to the mapping of measurement noise in
the retrieved profiles (this error is evaluated from Eq.
(2.11)),

4. systematic error due to incorrect assumptions in the
forward model.

In our algorithm, the forward model error has been evaluated
comparing the spectra of the forward model internal to our
retrieval model with the spectra generated by a Reference
Forward Model (RFM) developed at Oxford University.
The total effect of errors type 1., 2. and 3. has been evaluated
by carrying-out test retrievals using as observations the
spectra generated with the RFM to which artificial noise was
added, and comparing the retrieved profiles with the assumed
atmospheric profiles (reference profiles).
Regarding errors of type 4., a dedicated algorithm for precise
evaluation of the systematic error components is still under
construction. However, systematic errors, such as
spectroscopic errors or errors due to imperfect knowledge of
the concentration profiles of non-target species, are already
taken into account in the algorithm for the definition of
optimized spectral microwindows (see Sect. !). We therefore

73



expect systematic errors to contribute less than the noise error
to the total error budget.

COMPARISONS WITH REFERENCE FORWARD
MODEL

To validate the approximations employed in the OFM,
comparisons were made with a line-by-line code, the
Reference Forward Model, based on GENLN2 (Ref. 13). The
analysis is described in document PO-TN-OXF-GS-0007, but
the principle results are:

Ray-Tracing For NiO, 10 km tangent-height path
(representing the most 'difficult' case involving both
large VMR gradients and refraction effects) RFM­
OFM calculations differ by <0.7% absorber mass,
<0.004% Curtis-Godson pressure and <0.002 K
Curtis-Godson temperature.

Absorption Coefficient Calculations Significant differences
were initially observed due to the RFM using the
older '92 HITRAN Total Internal Partition Sum
(TIPS) data and a different (GENLN2-like)
implementation of the CKD_21 HzO continuum.
However, when using the '96 TIPS and conventional
continuum implementation, RFM and OFM full
spectral calculations for typical microwindow regions
agree to better than 1 % near major absorption
features.

Limb Spectral Calculations Excluding FOY convolution,
RFM-OFM limb radiance calculations agree to within
NESR/4. However, at low altitudes (10 km) the
calculated radiances are sensitive to the FOY
representation, largely caused by the step-nature of
the HiO profile at the tropopause. This effect
determined the implementation (in the OFM) of the
calculation of spectra at intermediate tangent levels in
the cases of strong gradients in the atmosphere.

ESTIMATION OF THE TOTAL ERROR

The results of test retrievals carried-out starting from
observations generated with the RFM are shown in Figure 3.
From this type of retrievals it is possible to evaluate the
overall effect of forward model errors, retrieval errors and
noise errors, by just comparing retrieved profiles with the
'reference' profiles that have been assumed for the generation
of the observations.
Figure 3 reports the reference profiles with the corresponding
retrieved data points (left panels) as well as the differences
between retrieved and reference profiles and the profiles
Estimated Standard Deviation (ESD) obtained from the
measurement noise through Eq. (2.11) (right panels). From
these results it turns out that, as the differences between
retrieved and reference profiles are consistent with the ESD
for most of the target species, forward model errors and
retrieval errors are only a fraction of the noise error. The case
of tangent pressures is however an exception: in this case the
US standard atmosphere pressure profile used for generating
RFM observations does not satisfy the hydrostatic
equilibrium around 30 km. As the hydrostatic equilibrium is

an assumption of our retrieval model, this implies that a
model error biases (= 2%) the retrieved pressures above 30
km.
From Figure 3 it is also clear that the initially desired
accuracy requirements are not satisfied at all the MIPAS
altitudes and for all the target gases. However, in case the
obtained accuracy is not satisfactory, the errors affecting the
retrieved profiles can be reduced including further
microwindows in the analysis. Of course, this operation can
be made only at the expense of additional computing time.

6. RUN-TIME PERFORMANCE OF THE RETRIEVAL
MODEL

The runtime performances of the Optimized Retrieval Model
have been tested using different computers. Assuming the
following framework:
• a set of microwindows is used which provides accuracy

of the retrieved profiles as reported in Figure 3,
• the initial guess profiles of the retrieval are not 'too

different' with respect to the reference profiles, so that
convergence is reached in only one iteration,

the time required to perform p,T and five target gases
retrievals amounts to 348 seconds while using a SUN
SPARCstation 20 with 128Mb of RAMmemory. In the same
conditions, the runtime can be as short as 210 seconds when
using a 200 MHz PENTIUM PC with 256 Mb of RAM,
running LINUX Operating System or 51 seconds when using
a Digital DEC-SERVER, Mod.4100, with IGb of RAM and
600 MHz of CPU installed at Bologna University .

7. CONCLUSIONS

An Optimized Retrieval Model was developed for near real­
time MIPAS retrievals employing the following
optimizations:
• Global-fit approach
• use of Curtis-Godson equivalent quantities
• FOY convolution exploiting interpolation in pressure

domain
• use of LOS engineering information in p.T retrieval.
• secant Jaw approximation in radiative transfer
• calculation of the jacobian during the calculation of the

spectrum, using analytical derivatives whenever
convenient

• use of compressed absorption cross-section look-up
tables and use of 'irregular' frequency grids

• combined interpolation and convolution for the
calculation of the low resolution spectrum.

Test retrievals have shown that, using a realistic set of
spectral microwindows, the VMR profiles of the five MIPAS
target species can be retrieved with an accuracy within the
requirements in most of the altitude ranges of scientific
interest explored by the MIPAS scan. In these conditions, the
run-time required to perform p.T and VMR retrieval of the
five MIPAS target species from a limb-scanning sequence of
16 limb-views is only 348 seconds on a SUN SPARCstation
20.
A further reduction of the noise error on the retrieved profiles
can be attained by including in the analysis further
microwindows. However, this can be done only at the
expenses of the runtime required to perform the retrievals.
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Figure 3. Results of test retrievals carried-out starting from observations generated with the RFM. Each panel reports the reference
profiles (profiles) with the corresponding retrieved data points (left plots) as well as the deviations (dev.) of the retrieved data
points from the reference profiles (center and right plots). The Estimated Standard Deviation (ESD) of the retrieved profiles is also
reported as a solid line in the center and right plots.
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GOMOS MISSION OBJECTIVES

ABSTRACT

Jean-Loup Bertaux

On board ENVISAT, the GOMOS instrument will measure
the vertical profile of stratospheric ozone with an
unprecedented absolute accuracy , thanks to the advantages
of the technique of stellar occultations. In particular, this self­
calibrated method is protected from long term drifts, and the
study of ozone trend is therefore the major mission objective
assigned to GOMOS. The study of scintillations will bring
new data on the vertical temperature profile with a high
resolution . connected to dynamics and ultimately with
vertical mixing of minor species in the stratosphere.The
problem of ozone deficit budget at 40 km is discussed as an
example of a scientific question in which GOMOS data
would certainly contribute for the improvement of
chcmisty/transport models. necessary for a better forecast tool
for the future evolution of ozone in the stratosphere.
Simultaneous measurements of N02, NOi, HzO, 02 and
aerosols with GOMOS are also important in this respect.

I. Introduction

The presence of ozone (03) in the Earth's atmosphere is a
natural consequence of the presence of molecular oxygen
(02). itself a by-product of biological activity. In return, the
particular optical properties of ozone, namely its powerful
absorption of UV radiation, promote the atmospheric ozone
layer to the role of a protective shield for life on Earth by
preventing the harmful solar UV radiation to reach the
ground. Abiotic ultraviolet band B (wavelength 290-320
nm) and band C (200-290 nm) are strongly absorbed by the
DNA molecules of living cells. Its absorption can alter or
stop reproductive processes of these cells. A well known
example is the relation between ultraviolet B exposure and
human skin cancer ; the other biological effects are numerous ,
in particular the increase of cataracts.

This biosphere equilibrium is now threatened by the
demographic explosion and related human activities.
Stratospheric ozone content has declined worldwide since
the 1970s. Apart from the spectacular Antarctic ozone hole, at
northern mid-latitudes, above Europe and other heavily
populated areas, total ozone is declining by between 4 and
8% per decade. This decline is believed to be related to the
massive injection of chlorofluocarbons (CFCs) in the
atmosphere at ground level which ends up, many years later,
to the liberation of chlorine atoms (Cl) in the stratosphere.
There. a series of catalytic chemical reactions allow a single
chlorine atom to destroy up to 100,000 ozone molecules
before being eliminated.
The almost perfect fulfilment of the Montreal protocol is
reducing the production of CFCs and Halons, and this is in
principle expected to stop the decline in total ozone , which
shou Id reverse over the next few decades.

Although measurements suggest that most of this decline in
ozone occurs in the lower stratosphere, in agreement with
hypotheses of its detailed mechnism, these measurements of
trends in ozone profile (as oppposed to trends in total
ozozne) lack sufficient accuracy to make definitive statements.
Worse. current models of stratospheric chemistry do nut
predict the observed decline in ozone. Hence it is essential to
continue to monitor trends in ozone, and trends in its profile
but with enhanced accuracy. Only in this way can we confirm

that our hypotheses about the details of ozone depletion are
accurate and that the provision of the Montreal protocol are
having the desired effect.

Our understanding of the complex atmospheric machinery is
far from being perfect ; a big surprise came with the
unpredicted ozone hole, and many other may come later.
Clearly, model simulations, which are absolutely necessary
to project in the future, must be based on our best
understanding of this machinery, constantly improved by
comparison with measurements.

GOMOS on ENVISAT platform is one of several instruments
that the European Space Agency has selected to develop and
fly in space, in order to collect the corpus of ozone data (and
other atmospheric parameters) necessary to answer the
following questions :
- what is the time evolution of ozone in the stratosphere (the
trend) all over the world ?
- what is the effect of CFCs release limitations?
- is the measured ozone trend equal to the trend predicted by
our best simulation model predictions ?
- if not, is there anything in the data that can indicate where
are the shortcomings of our models and how can they be
improved for more reliable predictions ?
Among the three instruments devoted to atmospheric
chemistry, the particular role of GOMOS is to establish the 3-
D distribution of ozone in the stratosphere and to monitor its
trend as a function of altitude, latitude, season and longitude.
thanks to the particularly high absolute accuracy offered hy
the occultation of stars. GOMOS is the acronym of Global
Ozone Monitoring by Occultation of Stars, and was first
proposed to ESA by a group of european scientists (Bertaux
et al. , 1988). An industrial Phase A study was conducted by
MMS for CNES in 1989-1990. Then it was decided at the
ESA countries minister conference of Madrid in 1992 that
GOMOS would fly on ENVISA T platform as an ESA funded
instrument.

2. Principle and highlights of the stellar occultation
measurement.

GOMOS is implemented on ENVJSAT opposite to the
velocity vector, allowing to look near the horizon the
successive setting down of various stars while the platform is
moving along its orbit. The principle of the stellar
occultation is quite simple (figure I). When the star is high
above the horizon, the light spectrum of the star F0(A.) is
recorded by GOMOS, free of any atmospheric absorption. /\
few seconds later, the light spectrum of the same star seen
through the atmosphere (just above the horizon) is again
recorded. The spectrum F(A.,z) is modified by the absorption of
all atmospheric constituents integrated over the line of sight
from ENVISA T to the star, according to the Beer-Lambert law

F(A,z) = F0(A.) exp (-o;i.,N(z)) (I)

where A. is the wavelength, z is the altitude of the line of sight

above the horizon, N(z) (mol./cm2) is the integrated quantity
of ozone along the line of sight and 01 the cross section of
ozone. Here, only ozone absorption is considered for clarity.
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Figure I. Principle of the stellar occultation used by GOMOS on board ENVISAT The measured spectral transmission of
the atmosphere is interpreted in terms of quantities of absorbers species along the line of sight through the atmosphere
(i.e.. ozone).

From equation (I) one derive :

(2)

During one single occultation, a series of tangential column
densities are obtained at various altitudes Zj- This series can
be inverted (vertical inversion) to yield the vertical
distribution of the local density of 03 (rnol.cm'v), assuming
that the atmosphere is locally spherically symmetric. This
vertical inversion is straightforward with the so-called
onion-peeling technique.

Besides the extreme simplicity of the retrieval algorithm when
compared to other methods, the occultation technique has
one enormous advantage readily expressed from the
mathematical form of equation (2) : an absolute estimate of
Ntz) is obtained from the ratio of two measurements taken
with the same instrument at a few seconds of interval. The
method is inherently self-calibrated, and even if the spectral
sensitivity of the instrument is changing with time, the ratio
will be measured correctly and hence the column density
Ntz), This protection against long-term drift is of course ideal
for the study of trends of ozone and other constituents.

As shown on figure 2 , the weight function provided by the
occultation geometry are very much peaked, with no
contribution at all from all the region below the altitude z of
the line of sight, and a rapidly decreasing contribution of
upper layers. This ensures a well-behaved situation for the
vertical inversion.

The altitude of the measurement is entirely defined by the
direction of the star and by the position of the spacecraft.
ENVISAT position will be known with an accuracy of± 30 m
or better , ensuring the same accuracy on the knowledge of z.

The altitude accuracy is important, because an error of I00 m
would result in I% error in ozone density estimate in the
altitude region above the peak of ozone. At variance with
other limb emission techniques, the altitude of the
measurement does not depend on the attitude of the spacecraft
and instrument, therefore protecting from long term drift of the
accurate attitude knowledge (I arcsec is projected at the
distance of the limb, 3 400 km, as ~z = 20 m).

GOMOS will integrate the stellar light during 0.5 sec.,
which corresponds in the worst case (occultation in the
orbital plane ) to an interval of ~z = I. 7 km of altitude
projected at the limb, which corresponds to a quarter or a
scale height = H/4. The weight functions are accordingly
modified as is seen on figure 2. What is important however
is that, though the vertical resolution has a finite extension of
1.7 km (or less) the altitude boundaries of the integration slot
are known with an accuracy of± 30 meters.

30 -~----.-- -----.-~----------------...,

25

~..-e
2s:-;;

20

JS
0.0 J.0 J.50.5

Figure 2 : The weighting functions of tangential lines of
sight, integrated over L1z = 1.7 km of altitude.
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3. A brief description of the GOMOS instrument and its
capabilities

GOMOS is described elsewhere in greater details (Popescu,
ESAMS proceedings). Simulations of the atmospheric
transmission T(A.,z) as a function of tangent altitude z and
wavelength /...show that ozone absorbs highly in the UV,
which allows to measure it at high altitudes ; at lower
altitudes where there is no more UV light, the Chappuis hand
of ozone in the visible. showing a conspicuous "V shape"
absorption, is used to retrieve tangential column densities of
ozone. GOMOS includes two different spectrometers with
CCD detectors, A and B. Spectrometer A covers the whole
UV-visible range 250-675 nm with a resolution of I.I nm,
while two different orders of spectrometer B are used to cover
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the 02 band at 756-773 nm and the H20 band at 926-952 nm
with a resolution of 0.13 and 0.16 nm (figure 3).
The atmospheric refraction causes a loss of light by dilution
when lower parts of the atmosphere are probed (below 30
km), and the ray path is no longer a straight line; but
moreover, the fine structure of the vertical temperature profile
provokes scintillations : these fast variations of light
intensity do not occur simultaneously at all wavelengths.
and the spectrum of the star seen through the atmosphere is
not only absorbed, but also deformed by the scintillations.
This problem is taken care of by the use of two fast
photometers with bandwidth in the blue and the red which
allow to measure scintillations at IkHz sampling rate .
reconstruct the actual deformation of individual spectra. and
correct for it in the spectral inversion process.
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Figure 3. Atmospheric ozone transmission simulated at various altitudes (10-80 km) as a function of Wavelength and
domaines of GOMOS spectrometers and fast photometers.
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Geographical coverage: Simulations have shown that the
occultation of 25 to 45 stars can be observed in one single
orbit, distributed over all latitudes. It can be noted that when
a star is occulted at one orbit, it will also be occulted at the
following almost at the same latitude (figure 5). The star is
fixed in an inertial system, the orbital plane has moved only
by a small fraction of a degree (::1/15°) and the Earth has
rotated by 25 degrees. Therefore, the succession of points of

occultation of the same star are aligned along a constant
latitude circle, regularly spaced in longitude. In addition.
because of the number of orbits per day (14 and 11/35), nearly
the same longitude sampling apply three days later, and
sampling of day 2 and day 3 are interlaced with the ones of
day I. Since the correlation time of ozone is more than 3 days
(Frederik, 1984), it will be of great interest to regroup 3 days
of orbit for a more complete global coverage.

-90 ..._____.__~_....___---L_ __.___ __.____J _ __J

0 Earth Longitude 360

Figure 5. Global coverage obtained with GOMOS in 25. 3 hours (15 orbits)(after Korpela. 1991)

Ozone accuracy retrieval and trend capability:
The brightest stars are giving the best ozone retrievals. Also
the color of the star is important, hot stars being favored for
the UV and ozone at high altitudes, while cool stars are
preferred for H10 at 936 nm. Along a typical orbit, the
number of stars that can be occulted with their brightness and
corresponding ozone local density retrieval accuracy 8[03]
are listed below:

star magnitude 8[03]

I Sirius rnv= -1.44 <1%
3 stars mv<O <1%
3 stars O< mv<I 1-3%
7 stars 1<mv<2 3-10%
12 stars 2<mv<3 10-30%

An estimate of the trend capabilities was made (Bertaux et al.,
1991). During the nominal 4 years mission of GOMOS on
ENVlSAT, taking a 4% variance of ozone at 40 km, the
minimum ozone trend that can be detected by GOMOS in 9
latitudes bands of 20° each is :

llaoMos(lat) = 0.5 x 10-3 (± 0.05 % per year)
and
liGOMOS (K = 100)= 1.5 x 10-3 (± 0.15% per year)

when the world is divided in 100 geographical regions
where the ozone trend must be studied.It can be remarked that
a higher precision on integrated line densities is obtained
than on local concentrations, and all these primary data will
be archived also for trend studies.

Other measured constituents: Stratospheric water vapor
H20 is known to be one of the catalytic scavenger of ozone ;

it is therefore important to determine possible long term
trends of H10 in the stratophere, in order to interpret the
trends that will be observed for ozone. The chemistry of
ozone is also very much connected to the NOx family ; N02
absorbs in the whole visible domaine and N03, existing
only at night, can be observed around 650 nm . Therefore, the
GOMOS spectral range allows to measure the vertical
profiles at each occultation site of :
- ozone, H10, N02, N03, aerosols, 02 and temperature, as
seen below.
This will be done both on the night side and the dayside.to
check for an expected diurnal variation of ozone above = 40
km fromphotochemical models. The extent, and the altitude
distribution of this diurnal variation, when measured, would
provide a test of the photochemical models. In addition, the
ozone trend might be different on the night side and on the
dayside, and one must test this possibility with
measurements on both sides.

4.Temperature retrieval with GOMOS

There is an important wavelength domaine (310-350 nm, the
Huggins bands) where the 03 cross-section are strongly
dependent on the atmospheric temperature. Therefore, a long­
term variation of absorption in the UV as measured by
GOMOS might be due to a temperature variation and
wrongly attributed to an ozone density variation. It was felt
necessary to include a temperature measurement within
GOMOS. This is possible with the A band of 02 at 760 nm :
since 02 is a perfectly mixed gas and the air is in hydrostatic
equilibrium, its scale height H is directly connected to the
atmospheric temperature .This measurement of 02 allows also
to relate all measurements of ozone density (and other
species) to the air density to yield the mixing ratio [03]/[air],
which is often a quantity used in the models : comparison of
GOMOS measurements with models may be easier with
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mixing ratios than with absolute densities. The !LAS
instrument recently launched on ADEOS is presently
performing measurements of Oz in the A band by solar
occultation.
Another method (invented by Hauchecorne and Dalaudier)
will be to use the two photometers. Scintillation spikes
observed in the I kHz curves will not occur at the same time
for the two photometers, but with a small lag time (fig.6) , due
to chromatic refraction (the air index of refraction varies with

wavelength). Simulations have shown that the fine structure
of the temeperature profile, as well as the bulk profile, can be
retrieved with an accuracy of 2-4 K (Theodore, 1998).
Finally, these scintillations data can be also interpreted to
get an estimate of the vertical eddy diffusion coefficient K7.

which characterizes the vertical mixing of minor species.
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Figure 6 . Schematic representation of the trajectories of rays with various tangent altitudes showing the increasing divergence
of the ray tubes after crossing of the atmosphere. Refractive dilution is a consequence of energy conservation within ray tubes.
Chromatic effects are illustrated with an exaggerated refractivity ratio m = 1.50. The chromatic lag .:15 at the satellite level is

proportional to the refraction angle while the chromatic shift .:1A saturates for low altitudes (dilution q smaller than 0.5){from
Dalaudier, 1999)

5. Other mission objectives .

The natural variability of ozone is actually not very well
documented. The subset of the brightest stars, yielding high
precision vertical profiles of ozone (< 1%), can be used to
actually measure the natural variability of ozone as a function
of the altitude.

In addition to ozone, the trends on other constituents (N02,
N03. Hz 0, T, aerosols ... ) will also be measured, and
correlated with ozone trends for possible explanations of
ozone depiction mechanisms, by confrontation to models (see
sections 6 and 7).
In polar hole conditions, OCIO might be measured with
bright stars. In condition of volcanic activity, S02 might be
also detected in the lower stratosphere with its strong
spectral signature around 310 nm. Aerosols of volcanic
origin may also be characterized from their spectral signature,
different from the background aerosol loading.

Fig. 7 : Schematic of variable bending of atmospheric rays.
Regions marked min and max indicates variations of
intensities producing the scintillation effect (after
Dalaudier)

Fig. 8 Stellar scintillations observed from space.

Scintillations are representative of motions in the atmosphere
(waves, turbulence, advcction, convection,. ..). These motions.
coupled with molecular diffusion, are transporting the
various chemical species through the atmosphere. Single
wavelength scintillations during a stellar occultation have
already obtained from MIR space station (Fig. 8, Gretchko ct
al, 1997) and interpreted in terms of vertical structure
situation. They show detached layers of turbulence above 50
km. The same analysis may be applied with GOMOS at each
occultation, yielding for the first time a climatology of
atmospheric motions and transport parameters on a global
scale. During tangential occultations, occuring at 90° from
the orbital plane, the horizontal displacement of the tangent
point to the star is much larger than the vertical displacement.
Scintillations will therefore probe the horizontal structure of
turbulent regions and line densities.

In the equatorial region where the tropopause is at 17 km.
water vapor is injected from the troposphere into the
stratosphere through convection above cumulo-nimbus. The
hygrometry of the extremely dry air which penetrates the
stratosphere is controlled by the lowest temperature along
the vertical profile, - 80 to -85° In fact gravity waves
provide temperature variations along the vertical, and
hygrometry above the tropopause will depend on the history
of temperature above a given point. Due to the extreme
sensitivity of H20 abundance to atmospheric temperature at
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the hygropause, GOMOS might be able to detect trends on
this temperature based upon a potentially observed H20
trend. At mid latitudes, H20 may be injected in the
stratosphere from lateral motions of air masses along
isentropic trajectories.

Polar Stratospheric Clouds (PSCs) are high altitude clouds
encountered during very cold conditions in polar regions.
They are of several types, according to the nature of the
condensate, besides H20. It is likely that their horizontal
optical thickness is so large that the stellar signal will be
lost by the star tracker. The main information will therefore be
obtained from the very sudden loss of the signal, also
observed with the fast photometers. At least the detection of
the cloud will be ensured, allowing to make statistics of
PSCs occurence and their altitude cloud top.

Noctilucent clouds (NLC) are seen from the ground during
twilight. They are the "visible" part of the Polar Mesospheric
Clouds (PMC), most of which can be only observed from
space. It is a thin layer (2 km) of small ice particles (r<O. I mm)
at 83-85 km of altitude, which vertical optical thickness is tv

= 10-4. and tangential optical thickness around th = 10-2. It
is connected to condensation of water vapor during the cold
conditions of summer mesosphere.
In emission. they would be detected by the spectrometers,
mainly in the two background bands. The actual brightness
is about the same as Rayleigh scattering at 50 km of altitude
and should give a significant signal which could be
interpreted in terms of Mie theory and particle size and
nature. In absorption, the 1% absorption over 2 km of
altitude would be measurable very well with the fast
photometers, which would give the exact height, vertical
extent and vertical distribution. This small absorption of 1%
on the spectrometers would affect only one or two 0.5 s
sampling and might be useful only for the brightest stars
while the emission spectrum would always be significant.

PMC appear only at high latitudes during summer. This
feature is explained easily by the fact that mesospheric air is
descending during summer conditions at high latitudes, and
the temperature is at its minimum value (below 150 K, the
coldest region of the entire planet). Then water vapor
abundance becomes higher than the local saturation vapor
pressure. and icy particles condensate around condensation
nuclei. which could be either meteoritic dust particles or
large water cluster ions .

In his review ofthe subject, Thomas (1991) advocates that
the appearance of PMC is a strong evidence of Global
Change. The explanation would be that methane has been
increasing steadily since ::: 1850 (growing population and
associated development of agriculture and livestock), with a
present growth rate of I% per year. Indeed , oxydation of
methane CH4 is an important source of H20 above = 50 km,
and therefore an increase ofCH4 at ground level will reflect
some years later as an increase of H20 at mesopause level
and a higher probability to encounter frost point temperature
conditions. The saturation vapor pressure descreases by a
factor of 5 for only a decrease of 4 K for summer mesopause
conditions. Therefore, even a moderate climatic temperature
change (as induced for instance by increased C02 cooling at
these altitudes) could reflect on a larger PMC cover over the
globe. With its capability to detect the presence of PMC at
each occultation, GOMOS will allow to establish an
unprecedented corpus of data over the whole globe. Of
particular interest will be to document the North-South

asymmetry, and to monitor the evolution of PMC cloud cover
and the location of its equator boundary.
The chemistry of the mesosphere will be addressed, because
GOMOS is able to measure the ozone concentration in the
mesosphere by absorption at 250 nm, where 03 cross-sction
ismaximum.

On the dayside, the limb radiance (background) due to
Rayleigh and aerosols scattering of solar light might also be
used to retrieve ozone and other gases, with a technique used
by Sciamachy. The spectrum of the recorded light is
influenced by ozone absorption (and also other gases) and
may be analyzed in terms of ozone (and other gases) vertical
profile. This technique was used on SME spacecraft and will
be used by Sciarnachy on ENVISAT. Though the retrieval
algorithm is much more complex than the occultation one. it
will be useful to compare values of ozone retrieved by the
two techniques. Included in GOMOS is the capability to
performa "dummy"occultation, in which the tracking mirror
is no longer piloted by the image of a star in the star tracker.
but rather programmed to perform a motion as if there were a
star to be occulted, sweeping the whole range of altitudes
across the bright limb.

6. GOMOS and the problem of the ozone deficit budget

In this section we want to illustrate, with a particular
scientific question taken as an example, the high diagnostic
potential of GOMOS, related to the very high accuracy of 03
GOMOS measurements and altitude retrieval.

The question is the long standing puzzle of the stratospheric
ozone deficit ; we will rely in the following on the recent
study performed by Khosravi et al (1998), where they tried to
solve the problem by modifying a number of parameters in
their 30 model. In the upper stratosphere region (say, 35-50
km), the measured ozone is consistently more abundant than
all chemical model predictions by about I0 to 25%.
depending on altitude and latitude. This is surprising, since
in this range of altitude, ozone is in photochemical
equilibrium : the chemical lifetime of Q3 (actually, Ox =

0+03) is only 10\ (Brasseur and Solomon, 1984).
Therefore, deficiencies in the modelling of transport cannot be
blamed for this discrepancy, and the solution should
probably be found in a deficiency on the chemical part of the
modelling.

Khosravi et al (1998) have established a 20 distribution
(altitude -latitude) of ozone measured by HALOE (Halogen
Occultation Experiment) on UARS, after a zonal average over
a= one month period (from January 6 to February 13, 1992).
This distribution is then compared to a similar average in
their baseline model, containing the widely accepted
standard chemistry as defined by JPL 94. There is less ozone
in the model than in the data, by about I0-25%, the 25%
peak being found around 42-46 km. Their baseline model is
not constrained by any measurements, and produces its own
temperature field.

The first model modification was to force the temperature field
by UKMO analysis, which is cooler than the free-running
baseline model by as much as 5 K above 40 km, and cooler
below. As a result, the ozone deficit decreases as much as 8-
10%. This is due to a great sensitivity of the Chapman
destruction reaction 0 + 03 -> 2 02. The loss rate decreases
by 3% for I K reduction in temperature. While constraining
further the model by the observed NOx field does not modify
the deficit, the situation is quite different with CIO. This is
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because ozone loss is dominated by the ClO field (in
addition to T and NOx). the deficit is reduced to 10%.

By changing further the reaction rate of H02 + 0 -> OH + Oz
(reduction of 40%), the ozone deficit is further reduced to a
few percent above 40 km, within the rms errors of the Haloe
measurements, but then the deficit is enhanced below 40 km.
It is clear that the higher accuracy of GOMOS 03
measurements would be helpful to determine if there are still
systematic discrepancies that would need further changes to
the chemistry.

A similar exercise as done by Khosravi et al. could be done
with only a subset of GOMOS data, taken during one month,
for instance. We not however that , in some sense, the model
of Khosravi et al. is manipulated ·•by hand": the variables
arc changed one by one. There are possible alternate routes.
One is sequential assimilation of GOMOS data into a CTM
model, as is presently foreseen in the MSDOL project funded
by EEC. This would serve to establish a difference between
model and measurements, especially at high altitudes where
the chemical constant of ozone is short, because it is in
photo-chemical equilibium (PE). There, the model would
relax toward the PE value before a new measurement is
assimilated. At each assimilation of a new profile of ozone
taken by GOMOS, a discrepancy model-data would be noted.
If it has a systematic sign (positive or negative), then it
would be a clear sign that the chemistry included in the
model (including the abundance of some other species not
constrained by assimilation) has to be modified for
improvement. In order to estimate to which extent the
assimilated field represents the GOMOS data or is dictated
by the model chemistry (as in the regions of fast PE), a new
variable should be computed as suggested by Bertaux and
Hauchecome ( 1999): the assimilation factor, which

represents on each grid point the ratio of ozone molecules
resulting from the GOMOS measurements to the total ozone
concentration, the rest having been " fabricated ·· by the
model.
Still, there would be the problem to determine what has to be
changed in the model for a better prediction of ozone.One
possibility would be to apply a 4 D Var model to a limited
period of data, say 3 days to get a full Earth coverage. This
variational assimilation technique (Lary et al., 1996;

Fonteyn et al., this colloquium) allows to minimize the Q2
difference by varying the initial field of any species included

in the model but not forced by the data . The derivatives of Q2
w.r.t. the concentrations at each grid point and at to must be
calculated, preferably with the technique of the adjoint model
(Talagrand and Courtier , 1987) .
In fact, it could also be possible to take the reaction rates as
variables that can be optimized, in view of the uncertainties
of some reaction rate coefficients. We would also even
suggest here that new reaction schemes could be added to the
chemistry : besides the 145 reactions between the 46 species
typically included in a model, all combinations between two
species a and b (or with a third M species) could be
included, with a reaction rate Kab set to zero in the nominal
model if the reaction is unknown to exist. Then, the
optimization process would search for optimization and may
point to new reaction schemes by setting some Kab to values
different from 0. Of course a critical review with a good
knowledge of chemistry would be required to check that the
proposed value of Kab would not violate the laws of physics.
However, we see here the possibility to perform a new type of
exercise with "automatic" chemistry in the stratosphere.
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Figure 9. Trends calculated for SAGE I and II for 1979-1991. Hatched areas indicate trends not significant at 2 sigma.
Comas will improve on this situation.
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7. Study of ozone trends with GO MOS

While the polar ozone depletion is now well documented
and the underlying mechanisms identified (implying
heterogcnous chemistry on PSC particles), the situation for
the other latitudes is less clear. At tropical latitudes, there
is no evidence for a total ozone a decrease (from TOMS
measurements). At mid-latitudes, a decrease of 2 to 6% per
decade seems established. At least three types of
explanations have been proposed to explain such a
decrease:

- dilution by air migrating from polar regions to mid­
latitudes (e.g., Knudsen et al., 1998)
- heterogenous chemistry on aerosol particles, in particular
of volcanic origin (sulfate aerosols).
- modulation of ozone transport by upwelling planetary
wave activity (e.g., Fusco and Salby, 1998).
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In order to discriminate between these mechanims, or to find
still another one, it is essential to establish with G0\10S
the vertical distribution of the ozone trend. Figure 9
indicates the altitude-latitude variation of ozone as
determined between 1979 and 1991 by SAGE I and II
(solar occultation). On the whole grey area, the trend found
is not statistically significant, and GOMOS, with its high
accuracy and daily latitude coverage, would give
significant results in this region. Figure 10 indicates the
ozone trend as a function of altitude averaged over mid­
latitudes, compared with some data and one model
prediction. Below 20 km, the observations are somewhat
controversial. Sage I and II data might have been hampered
by the presence of aerosols, which spectral signature might
have been difficult to disentangle from ozone absorption, in
view of the small number of spectral channels of SAGE.
GOMOS, with its complete wavelength coverage from250
to 675 nm (and the two IR bands at 760 and 936 nm).
should be able to make this discrimination much more
easily.
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Figure JO. Zonally averaged derived ozone trends for the 80s in
the latitude band 30-50° N from SBUV (+), SAGE I and II(*),
Umkher (X). sondes (squares) (from WMO, 1995). The solid
line is the GSCF-2 model (Jackman et al., 1996).The vertical
lines bracketting zero are indicating the GOMOS trend
retrieval accuracy.

It is interesting to note that the decrease predicted by the
20 model in the range 35-50 km is larger than the
observations. Clearly, it indicates that the model, taken
fromJackman et al. (1996), is not perfect. Still, we do need
to establish solidly such trend models, since we want to be
able to predict the future evolution of ozone and make
appropriate political decisions (possibly amendments to
Montreal protocol). As an illustration, figure 11 (from
Jackman et al., 1996) indicates the past evolution of ozone
in the data and in the model, and the model prediction for
the future. The model reproduces reasonnably the data,
thanks to the inclusion of halogen variations, solar UV
variations, and the stratospheric sulphate aerosols linked
to volcanic eruptions. Still, there is not a full consensus of
the future evolution of ozone : Dameris et al. (1998) argue
that the increase of greenhouse gases would modify the
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Figure 11. Stars are representing the percentage
total ozone changes in the 65° S to 65° N
latitude range for TOMS relative to TOMS 1979
values. The solid line is the GSFC-2 model
simulation, and its projection into the futur. At
the time of ENVISAT. there should be a fast
recovery, according to this model.

temperature and therefore would slow down the ozone
recovery especially in the polar regions.
In this respect , it will be essential to correlate the measured
ozone GOMOS trends with trends observed on other
parameters, in particular the temperature vertical profile and
HiO. Needless to say that both MIPAS and SCIAMACIIY
on board ENVISAT could contribute for this correlation, in
their respective field excellence.

9.Conclusion

OOMOS will provide a large number of ozone profiles.
with an unprecedented accuracy, thanks to the self -
calibrated method of stellar occultation. Even if no linear
trend is obvious over 4 years ofENVISAT lifetime, it will
provide a solid ozone reference data base on which later



measurements will be compared to, in particular those
obtained with the same methodology, for long term
monitoring.
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ABSTRACT

GOMOS is a medium resolution spectrometer designed to measure the concentrations of, and monitor the trends in,
stratospheric ozone with very high accuracy and to observe other atmospheric trace gases. Using the star occultation
technique, GOMOS combines the features of self-calibration, high vertical resolution and good global coverage. Due to
its high sensitivity down to 250 nm, which is one of its main design drivers, GOMOS can measure ozone profiles from
15 km to 90 km. Accessible altitude ranges, accuracies and global coverage are optimum on the night side. In addition,
it can measure high accuracy temperature profiles, which are of interest for understanding the vertical exchange of energy
in the Earth's atmosphere. The main mission, instrument and the equipment requirements and performances are
presented. The GOMOS instrument development has been completed and the flight model delivered and integrated on
the ENVISAT spacecraft.

1. INTRODUCTION

The atmosphere, the land and the sea form a complex interlinked system, whose equilibrium state is essential for life on
earth. Herein the atmosphere plays an "interfacing" role with respect to energy and mass transport between the land, the
sea and outer space. During the last decades it has become increasingly apparent that the chemical composition of the
atmosphere is changing on a global scale and that human activity is partly responsible for this change. ozone plays a
central role in the atmospheric chemistry. It is largely responsible for stratospheric heating through absorption of
harmful UV radiation, it determines to a large extent the oxidative capacity of the troposphere and is an important
"greenhouse" gas. The discovery of the "ozone hole" over the Antarctic has also drawn attention to the global ozone
budget.

In order to understand the processes which determine the physical and the photochemical behavior of the atmosphere,
detailed global measurements of the amount and of the horizontal and vertical distribution of ozone and of the other
gases is necessary. Using measurements from ground-based and satellite-based instruments, ozone trends have been
analyzed from 1964 to the present. These measurements agree within their range of errors of several percent but leave a
large band of uncertainty (ozone depletion rates have been on the order of fractions of a percent per year, which is much
below the measurement accuracy of most of the existing space borne instruments). A comparison of ozone trend
measurements with simulation models still shows large discrepancies. Consequently, there is a clear need to increase our
understanding of the central processes involved in atmospheric chemistry, and it is vitally important to monitor a00
investigate global budgets of ozone and other chemically important gases. In order to fulfill this need, accurate altitude­
resolved data are necessary.

Starting with its ERS-1 satellite, the European Space Agency (ESA) has initiated a wide earth remote-sensing satellite
program. GOME (Global Ozone Measurement Experiment), the first European ozone monitoring instrument, was
launched onboard the ERS-2 satellite in 1995. The primary measurement objective of GOME is the measurement of
total column amounts and profiles of ozone and of other gases involved in ozone photo chemistry ..

The ENVISAT-1 satellite, presently under development and scheduled for launch in 2000 is after ERS-1 and ERS-2 the
next milestone of the European "Strategy for Earth Observation" established in 1988. The payload of ENVISAT-1
consists of six ESA Developed Instruments (EDI's) funded under the ENVISAT-1 Program and of three Anouncement of
Opportunity (AO's) instruments, funded nationally by the participating states.
The Global Ozone Monitoring by Occultation of Stars (GOMOS) Instrument onboard ENVISAT-1 was proposed in
1989 as a tool to provide altitude resolved global ozone mapping and trend monitoring with very high accuracy as reeded
for the understanding of ozone chemistry and for model validation.

2. THE GOMOS MEASUREMENT PRINCIPLE

The measurement principle of the GOMOS instrument is shown in Figure l. It shows schematically the instrument a00
its accommodation on board the spacecraft. The instrument line of sight can be successively oriented towards preselected
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stars and maintained whilst the star is setting behind the Earth's atmosphere observed on the horizon. During the star
occultation, the ultraviolet, visible and near-infrared spectra of the star are continuously recorded.

Star

___P.?_la~..Orbit

·,\felocityVector,...__

-~---Atmosphere Layer

Figure 1GOMOSMeasurement Principle

As the star sets through the atmosphere, its spectrum becomes more and more attenuated by the absorption of the
various gases in the atmosphere,each of which is characterizedby a known, well-defined spectral signature. Back on the
ground, these attenuatedspectra recordedby GOMOSwill be comparedwith the unattenuatedstellar spectrummeasured a
few tens of seconds earlier, outside the atmosphere, so allowing the absorption spectra to be derived very accurately.
This radiometrically self-calibrating method is protected from sensitivity drifts and is thus capable of fulfilling the
challenging requirement of reliably detecting very small trends in ozone (and other gas) profiles.

During day-side observations, the solar radiation scatteredby the atmosphere is superimposed to the star signal as the
line of sight starts crossing the atmosphere. In order to be able to retrieve the star signal transmitted through the
atmosphere without the background component, the (vertically imaging) spectrometers are recording the background
spectrumjust above and below the star too. These spectra are then used on ground for background removal.

GOMOS uses, as SAGE, the occultation measurement method, which comparedto other methods offers the advantage
of high measurement accuracy and of very good altitude profiling. However, instead of using the sun as occulting
source, GOMOS uses stars for performing the occultationmeasurements.There are more than 300 stars which are bright
enough for GOMOS to observe them as they are setting through the atmosphere Figure 2 shows a typical example of
the northern hemisphere coverage of the star occultations available over one day. Over one day/one month there are
typically 1600/48000 occultations to be chosen from. Selection criteria like coverage of specific latitudes/longitudes,
altitude ranges, etc. can be applied, while still maintaining a good global coverage.
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Figure 2: Typical one day coverage over the Northern Hemisphere (21 March)

3. THE GOMOS MISSION OBJECTIVES

The mission objective of GOMOS is to measure vertical profiles of, and monitor the long-term trends in, ozone ard
other atmospheric trace gases with very high accuracy. The instrument will operate on both the night and the day side of
the orbit, thus being able to monitor diurnal variations, and will offer global coverage. GOMOS will perform
measurements in the altitude range of 15 km to 90 km. Its altitude sampling interval will be smaller than 1.7 km.
GOMOSwill perform on the average more than 600 measurements per day over its 4-yea,rlifetime. Figures 3 show the
gases which will be measured by GOMOS versus the altitude.
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Figure 3 GOMOS Products versus altitude.
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4. INSTRUMENT REQUIREMENTS AND DESIGN

4.1 The GOMOS instrument requirements and design drivers

GOMOS is a medium resolution spectrometer covering the wavelength range from 250 nm to 950 nm. The high
sensitivity requirement down to 250 nm has been a significant design driver leading to an all reflective optical system
design for the UVVIS part of the spectrum and to functional pupil separation between the UVVIS and the NIR spectral
regions (thus no dichroic separation of UV). Due to the requirement of operating on very faint stars (down to magnitude
4 to 5) the sensitivity requirement to the instrument is very high. Consequently, a large telescope (30 cm x 20 cm
aperture) had to be used to collect sufficient signal, and detectorswith high quantum efficiency and very low noise had to
be developed to achieve the required signal to noise ratios.

In addition, in order to use the entire star signal, a slitless spectrometer design had to be chosen. The price which had to
be paid for this "light efficient" design is that a highly performant pointing system had to be used to keep the star image
fixed at the input of the spectrometers in order not to degrade the spectral resolution and the spectral stability.

To achieve a high signal-to-noise ratio when observing the very weak star signal embeddedin strong surrounding
atmospheric background and stabilizing the star image in spite of the satellite disturbances are major engineering
challenges for the GOMOS design.

The main instrument requirements and the resulting design drivers are summarizedin Table 1.
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Reauirement description Requirement
Spectrometers

Occulting stars characteristics Visual magnitude range: max. -1.6 to min. 2.4 to 4 for
stars with 30000Kand 3000K temperatureresnectivelv

Spectral range of the spectrometer: UV: 250 - 375 nm
VIS: 405 - 675 nm
IRl: 756 - 773 nm
IR2: 926 - 952 nm

Spectrometerspectral resolution 1.2 nm in UVVIS
0.2 nm in NIR

Spectrometer spectral sampling 0.3 nm in UVVIS
0.05 nm in NIR

Spectrometerspectralrejection UVIS: 85% in 4 samples monochromatic
NIR: 85% in 4.5 samples monochromatic

Spectrometerspectral stability knowledge in dark 0.07 nm in UVVIS
limb 0.015 nm in IRl

0.018 nm in IR2
Spectrometer spectral stability knowledge in 0.22 nm in UVVIS
bright limb 0.025 nm in IRI

0.030 nm in IR2
Relativespectralaccuracy 1.5 nm in UVVIS

0.3 nm in IRl
0.3 nm in IR2

Directionof spectral disoersion Tangential to earth limb within 2 degrees
Dispersion stability 0.12 nm in UVVIS

0.02 nm in IRI
0.02 nm in IR2

Relativedispersionaccuracy 1.5 nm in UVVIS
0.3 nm in IRl
0.3 nm in IR2

Spatial extent of spectra Target (star) Background Separation
UVIS 18-70arcsec 24-96arcsec 8-20arcsec
NIR 13-52arcsec 18-70 arcsec 8-20arcsec

Polarisation sensitivity < 1% (Goal)
Integration time 0.5 sec ± 0.5 msec
Dead time < 10msec
Start time ofrecord precision < 5 msec
Photometer/Spectrometersvnchronisation < 100usec

Photometers
Photometer spectralwindowsand samplingrate 470-520 nm and 650-700 nm

1kHz sampling rate
Photometer instantanous FOY > 60 arcsec vertically

> 10arcsec horisontally
Photometer Spatial rejection > 95% of spatial LSF within 26 arcsec
Short term radiometric stability (over 150s) 1%
Samplingfrequency I kHz
Dead time <0.1 msec
Start time of record precision < 5 msec
Linearity 1%

Pointina Reauirements
Pointing stability Better than40 microradians peak-peak
Number of occultations per orbit 45 on average, i.e. approximately 920000 occultations

during the 4-year mission
Loss of tracking probability < 10% in dark limb, < 20 in bright limb
Angularcoverage -10 deg. to +90 deg. with respect to the flight

direction. Thus, large instrument angular range
observability

Table 1 : Instrument requirement summary
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4.2 The overall instrument design

The block diagram of the GOMOS instrument is shown in Figure 4. It is based on a 30 cm x 20 cm telescope, whose
pupil is shared by the UVVIS and NIR spectrometersand by two redundant star trackers. This function is fulfilled by the
optical beam dispatcher. The signal collected by the NIR subpupil is subsequentlydichroically splitted between the NIR
spectrometerand two photometers (1 and 2). A two-stage steering front mechanism (SFM) moving a 30 cm x 40 cm
flat mirror is used to point the line of sight towards the selectedstar and to track it with very high accuracy as it sets
through the atmosphere. The telescope, the optics, all sensors and their associated front-end electronics are mounted on
a thermally controlled optical bench. This telescope and optical bench assembly (TOBA) and the SFMare mounted via a
GOMOS interface structure (GIFS) to the spacecraft. The entire spacecraft-externalGOMOS instrumentation (opto­
mechanical assembly: OMA) is coveredby an opto-mechanicalcover responsible for protecting the instrument from
light coming from a different direction than the defined angular range and for ensuring a stable, defined thermal
environment. The OMA is connectedto the instrument electronics consisting of the sensor detection electronics, the
redundantinstrument control unit and the redundantmechanism drive electronics in the payload equipment bay of the
satellitevia a dedicatedharness.

The main spacecraft resource requirementsof the GOMOS instrumentare:

• Instrument mass: 175kg.
• Instrument power consumption: 200W.
• Data rate to satellite: 226 kbit/s.

UVIS/IR
Spectrometer

Telescope Photometer

:·---~~~---------~:~-------------~::·······:
Drive Control Data

Electronics Unit ectronics

·············-···············.......•.•........
: PEBpanel

OBDH bus
(SIC control)

Scieooe
Data Bus

Figure 4 : GOMOS instrument block diagram
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4.3 The equipment design and performances

The spectrometer CCD

A special frame transfer CCD has been developed to meet the needs of the GOMOS mission. This is a frame-transfer.
thinned, back-side illwninated, radiation-hardened CCD. The main characteristics and performances of the flight models
are presented below.

• CCD linearity : < 0.6 %
• pixels : 20 µm x 27 µm
• image zone: 143 x 1353 pixels
• memory zone: 142 x 1353 pixels
• dark signal:< 25 pNcm- at BOL@ 20°C.
• Image zone charge capacity: 5.9xl05 e
• Register zone charge capacity : l.2x 106 e·

Figure 5 : Flight model spectrometer CCD.

The steering front mechanism
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Figure 7 : Spectrometer CCD read-out structure

The steering front mechanism (SFM) consists of a flat mirror of some 40 x 30 cm mounted on a two stage
steering mechanism. A coarse steering mechanism, in azimuth only, steers the mirror coarsely towards the
occulting stars within a 100-degree angular range, while an azimuth and elevation fine steering mechanism with a
range of approximately +/- 4 degrees is performing the acquisition, centering and tracking of the star as it sets
through the atmosphere.
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The azimuth coarse pointing mechanism is using a ball screw drive, while the fine steering stages are using voice
coil actuators. The fine steering stages together with the mirror are inertially mounted so that spacecraft
microvibrations are not transmitted to the line of sight. Additionally, electrodynamical dampers are used for
microvibration damping. The control bandwidth of the mirror is approximately 5 Hz.

The main requirements together with the resulting technological and design choices are summarized in the table
below. Figure 8 shows the steering front mechanism flight model.

Parameter Requirement Selected technolozv I desisn
Anzular ranze (optical) 1()()decrees Two stase (coarse+ fine) desisn
Open loop pointing accuracy better than +/- 0.02 degrees bias ard High resolution inductosyn

+/-0.01degrees dynamics angular sensors (1 LSB = 0.0009
desrees)

Torque (acceleration)resolution 5 micro Nm Voice-coil actuators together with
hizh linearitv electronics

Microvibration rejection 3microradiansresidual above 10Hz Three axis, frictionless mirror
mountinz

Number of anzular travel cycles > 1.5million of 70 dezrees averaze

,.

Figure 8: GOMOS steering front mechanism (flight mode)

The Science Data Electronics (SDE)

The Science Data Electronics (SDE) is the CCD sensor control and signal conditioning unit. It controls a total
of 8 CCD's (two for the UVVIS spectrometer, two for the NIR spectrometer, two for the fast photometers arr!
two for the nominal and for the redundant star tracker). This unit has a high degree of programmability.

During the star occultation measurement, three bands of the spectrometerCCD's are real out. They contain the
star, the upper and the lower backgroundspectrum. The typically 7 lines of these bands are binned out in the
output register of the CCD before reading. The position, the width and the separation of these bands are all
programmable. This gives a high degree of flexibility in optimizing the detection performance to specific
observation objectives. During specific monitoring modes, the CCD's are read-out in unbinned mode and the
integration times are programmable between 0.25 s and 10 s.
The sequencingof the star trackerCCD is adapted dynamically to the differentphases of star detection centering
and tracking as follows. In the initial phase of star detection the SDE detects the coordinates of the most
illuminated pixel of the CCD using a programable integration between 5 ms and 50 ms dependingon the star
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magnitude. As soon as the star has been detected, a lOxlO pixel window centered around the star is read-out with
programmable integration times between 5 ms and 10 ms. This window follows the star as the tracking system
centers the star in the field of view. As soon as the star is centered, the read-out window "collapses" to 8x8
pixels and the read-out frequency is set to 100 Hz with 5 ms or IO ms integration times.
The analog signal conditioning consists of low noise, programmable gain channels. The analog to digital
conversion is done with 12 bit ADC's.

The telescope

The GOMOS telescope has a rectangular aperture of 30 cm x 20 cm. It has to operate in a 0.6-degree field of
view and has to have very good transmission in the 250nm to 950 nm range. The small allowable volume
(intermirror distance < 250 mm) coupled with the high quality imaging and stability requirement and coupled
with the high stiffness requirement (first eigenmode above 180 Hz) were very challenging. A Cassagrain design
based on aspheric primary and secondarymirrors and based on a CFRP structurebas been chosen. Figure 9 shows
the layout of the telescope. The main telescope performances together with the resulting technological and design
choices are summarized in the table below. Figure 9 shows the telescope flightmodel.

Parameter Requirement Selected technology I desizn
Field of view 0.6 degrees Cassazrain design
Optical transmission > 82% between 250 nm and 500 nm Al coated UVVIS subpupil and AG

> 92 % between 500 nm and 952 nm coatedNIR subnunil
Intermirrordistance better than 10micrometers coefficientof thermalexpansion and
stability coefficient of moisture expansion

compensatedCFRP structure
Imaging quality UVVIS: 25 um @ 85 % encircled Cassagrain design with aspheric

energy primaryand secondarymirrors
NIR: 30 um @ 85% encircled energy

Figure 9: Telescope flight model

4.4 The instrument operational modes

The main mode of operation of GOMOS is the occultation mode.During this mode the instrument is, as a result
of a macrocommand, autonomously acquiring and tracking stars as they set through the atmosphere. The sensors
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are operated in binning mode for the star band and for the upper and lower background bands. Both the width anl
the separation and position of these bands can be programmed. In this way optimum alignment can be ensured
over the instrument lifetime and the signal-to-noise ratio can be optimized.

The occultation mode has a specific submode called "fictive star" submode. In this submode the instrument is
scanning the limb along a programmable trajectory as if a star were present. This submode can be used for limb
sounding under bright limb conditions.

In addition to the occultation mode the GOMOS design supports also three other modes, called monitoring
modes, which enable in orbit monitoring and recalibration of important instrument performance parameters used
in the ground processing. These monitoring modes are:

The uniformity mode: In this mode the CCD sensors are read out in a non-binned, i.e. pixel by pixel, mode.
Depending on weather, the instrument is pointed towards "dark space" or towards uniform limb, the dark t.'1JITCnt
or the photoresponse uniformity of the CCD sensors will be characterized. In this mode the tracking function is
disabled. The spectrometer integration time is programmable in the range of 0.25 s to 10 s.

The spatial spread mode: In this mode the instrument operates as in uniformity mode but with the tracking
function active. Thus, the optical transfer function of the instrument can be monitored in this mode by
observing a star outside the atmosphere.

The linearity mode: In this mode the sensors are operated in binned mode as in occultation mode but with
variable integration times (in the range 0.25 s to 10 s). This mode will be used to monitor the linearity of the
detection chains during the instrument lifetime by observing stars outside the atmosphere with variable
integration times.

5. GOMOS MISSION PLANNING

GOMOS mission planning has been optimised to maximise the scientific return from GOMOS. mission
objectives can be grouped under two general headings :

• Long Term Objectives, which are specific to the atmospheric chemistry objectives of GOMOS.

• Campaign Objectives which are needed to validate GOMOS products and to compare them with the other two
chemistry instruments on ENVISAT.

Depending on the specific mission objectives, with attached priority factors, the stars to be observed are selected
from the star catalogue. The sequencing of observations are done according to the instrument's time line
capabilities. The observing schedule will be encoded as a macro-command for uploading to the satellite.

Various simulations have been performed to determine the merit functions of the different observing strategies.
Figure 2 gives an example of a set of stars selected to observe stratospheric ozone over a period of one days near
the spring equinox (1).

The mission planning software is designed to include observation scenarios for long term observations (over days
or weeks) as well as for "targeted" short duration observation such as those related to a volcanic eruption.

6. GOMOS PAYLOAD DATA SEGMENT:

All data receivedon ground are systematically processed and the followingproducts are routinely generatedwithin
the ESA Payload Data Segment (PDS): Level 0, Level lb (transmittance), and Level 2 (profiles of ozone am
other species). These products are generatedin near real time (i.e. within three hours from sensing) and then
regeneratedoff-line using updated auxiliary data (preciseorbits insteadof predictedorbits, meteorological analysis
fields instead of meteorological predictions, etc...).

1 Since the rotation of the ENVISAT orbit plane in the inertial reference frame is of the order of 1° per day, there
is very little change in the star observing sequence over 3 days; this explains the distribution of the observation
and the annular shape of the observation pattern.
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With the exception of the quality of the auxiliary data. the algorithms used in "near real time" and "off-line"
processing are identical. All ESA processing centres (the Kiruna and ESRIN stations) for the "near real time"
products and the German processing and archiving centre (supported by the Finish Meteorological Institute) for
the "off-line" products, use the same processing algorithm, so the user will get consistent products irrespective of
the processing centre.

The ESA Level lb and Level 2 algorithms have been defined following the ENVISAT expert support laboratory
(ESL) approach where a scientific team gives support to an industrial contractor (ACRI, Sophia Antipolis, F).
This scientific team includes members of the Service d' Aeronomie (Paris, F), the Finnish Meteorological
Institute (Helsinki, SF) and the Institut d' Aeronomie Spatiale (Bruxelles, Belgium). These algorithms have been
prototyped by the ESL and then implemented, within the Payload Data Segment consortium led by ALCA 1EL
Space, by SSF Finland.

Consistency checks in the algorithms and precision estimates of data products have been performed using the
simulation tools mentioned above. During ENVISAT commissioning phase, a geophysical validation campaign
will be carried out. This will put the Level 2 data of GOMOS and its companion instruments MIP AS am
SCIAMACHY in correlation to a large manifold of independent observations by remote sensing and in situ
experiments operating on other satellites, aircraft, balloon gondolas and on the ground. The air volumes ard
observation times of these validation instruments are unlikely to coincide precisely with those of the ENVISAT
instruments; atmosphericmodels will be used to bridge the gap between the different measurements.

7. CONCLUSION

The GOMOS instrument to be carriedby ENVISAT-1 bas been deliveredand integrated on the spacecraft. The
instrument performance indicate a performance level compliant with the requirements. GOMOS will exploit for
the first time the very accurate star-occultation measuring principle for monitoring the earth annosphere. It will
deliver very accurate ozoneprofiles and trendmeasurements. In synergy with the other ENVISAT-1 instruments,
GOMOS promises to contribute significantly to environmental monitoring and to our understanding of the
mechanisms governing atmospheric chemistry.
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GOMOS mission planning

E. Kyrola and J. Tamminen

Finnish Meteorological Institute, Geophysical Research Division, P.O. Box 503, FIN-00101 Helsinki, Finland
e-mail: erkki. kyrola©fmi. fi, johanna. tamminen©fmi. f i

ABSTRACT

During each orbit of the ENVISAT-1 satellite there
are 150-300 stars that are located suitably and bright
enough to be used as the measurement targets for
the GOMOS instrument. Since the occultation times
overlap each other we have to select between different
occultations in order to create an optimum sequence
of occultations. In this paper we give an introduc­
tion to the scientific mission planning of the GOMOS
instrument.

1 INTRODUCTION

Every satellite instrument requires some kind of mis­
sion planning. This is because there is usually a
division between calibration type of measurements
and scientific measurements. In this work we con­
centrate, however, on the mission planning where we
aim to optimize the fulfillment of the scientific ob­
jectives of an instrument-in our case GOMOS. The
possibility for the scientific GOMOS mission plan­
ning arises because at a given time several possible
star targets are available (see Figs. 1-3).

Depending on the time of year, there will be 150 to
300 stars that are bright enough for GOMOS to track
and that are in its field of view at specific times dur­
ing an orbit. Since the actual occultation times often
overlap each other, they can not all be observed (see
Fig. 3). Therefore, a number of alternative occulta­
tion sequences can be generated. Each sequence has
different characteristics, for example, with respect to
the ozone retrieval. This creates an opportunity to
find an optimal sequence for a specific mission objec­
tive.

The most important properties are the shape of the
stellar spectrum and the brightness of the star. Hot
stars emit plenty of UV-radiation which penetrates
Earth's atmosphere in horizontal direction only at
high tangent altitudes. Cold stars, on the contrary,
emit a lot of visible and infrared radiation and the
atmosphere is fairly transparent down to low tangent
altitudes. Different star temperatures mean, there­
fore, that stars are probing different atmospheric re­
gions. This leads to different retrieval accuracies at

different altitudes as exemplified in the Figs. 4 and
5. The brightness of the star is directly likked to the
signal to noise ratio (see Refs. 1,2) .

The selection of a certain star to be measured by
GOMOS leads first to the determination of the geo­
graphical area that the measurement concerns. This
is dictated by the spacecraft position and the star
direction. The local coverage can be characterized
by the movement of the tangent point during the
occultation. The individual location of the occulta­
tion may be an important property in the selection of
stars if we wish to make simultaneous measurements,
for example, with ground based instruments.

Because stars are also picked out off the orbital plane
the selection of a star may also lead to the specifica­
tion of the overall altitude coverage of the measure­
ment. Some stars never set seen from the ENVISAT-
1 orbit.

The location of the occultation is also attached to
time. We can in some cases favor measurements
with different diurnal coverage. Different occulta­
tions may differ, in addition to the star involved, also
by the duration of the occultation and the brightness
of the background atmosphere.

In the GOMOS mission planning we are not only
targeting to individual stars but we are building se­
quences of stars to be measured. Different sequences
lead to different global coverage of measurements.

In this paper we introduce the main elements of
the scientific GOMOS mission planning. The results
have been obtained by using the LIMBO-simulator
(see Ref. 3). For more information on GOMOS mis­
sion planning see Refs. 4-8.

2 GOMOS MISSION PLANNING

In order to accomplish the optimization we need to
specify the GOMOS mission objectives and to define
criteria for comparing occultations and occultation
sequences with one another.

The set of possible stars changes continuously and
therefore the optimization of the selected sequence
has to be performed repeatedly during the lifetime
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FIGURE 1. An example of the available occultations on one orbit. Each red line corresponds to one occultation. The
satellite orbit is denoted with dots.(The figure was created with the LIMBO simulator).
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FIGURE 2. An example of the selected occultations on one orbit.
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FIGURE 3. On left hand side available occultations during one orbit. On right had side a three minute period of the orbit.
Complete occultations are indicated by bars. The vertical axis is proportional to the merit values of the occultations.
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and temperature. (The figure was created with the
LIMBO simulator)
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FIGURE 5. N03 column accuracy vs. tangent height and
temperature.

of the GOMOS instrument. Therefore, an automatic
mission planning tool has to be developed to select
the optimum sequence with respect to the mission
objectives.

GOMOS mission planning includes the steps shown
in Fig. 6. Any scientific objective is characterized
by a set of criteria. Each mission planning criterion
is activated by introducing the data requirements of
the criterion. Each data requirement is transformed
to a mathematical merit function. From the set of
possible occultations and the corresponding mission
planning database the mission planning optimization
algorithm selects the sequence of occultations which
fulfills the requirements in a best possible way.

The GOMOS mission planning inside the occulta­
tion mode does not only contain the mission planning
tool. An essential element in the mission planning is
the selection and updating of the mission objectives
and planning how often any single objective is en­
acted. This will take place in the GOMOS Science

MISSION
OBJECTIVE

MP
CRITERIA

MP
DATABASE

DATA
REQUIREMENTS

MERIT
FUNCTIONS

MP
OPTIMISER

AVAILABLE
OCCULTATIONS

MISSION
PLAN

FIGURE 6. Main elements of the GOMOS mission plan­
ning.

Advisory Group (SAG).

It is clear that the GOMOS mission planning can­
not be operated in isolation. It needs interfaces
to the ENVISAT-1 ground segment. Executed mis­
sion plans will provide important information about
the performance of the GOMOS instrument but also
about the already executed mission plans. This expe­
rience is fed back to the mission planning operations.

3 GOMOS MISSION OBJECTIVES

The scientific objectives of GOMOS can be divided
into three groups. The first group consists of long­
term objectives. These objectives are enacted ac­
cording to the overall GOMOS mission plan during
the whole mission lifetime in more or less regular
manner. The most important of these objectives
is the stratospheric ozone monitoring. The second
group consists of campaign type objectives. These
have more limited scope than those of the long-term
objectives. The activation of a campaign objective
is based on an agreement among the partners of the
GOMOS mission planning participants. The third
group consists of a few permanent objectives that
must be considered always when a new mission plan
is being prepared. For example, wemay be interested
in setting some basic standard occultations that ei­
ther use a set of predefined stars (for example, a few
brightest stars) or predefined occultation locations.
Once any of these is available in the current mission
scenario, it must be selected. Therefore we can also
call these overrule objectives. In the following the
three groups are listed:

1. Long-term objectives
• stratospheric ozone monitoring,
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• stratospheric chemistry,
• mesospheric ozone monitoring,
• mesospheric noctilucent clouds vari­

ation,
• stratospheric dynamics: polar vor­

tex, planetary waves, small scale
processes, small scale processes in
polar vortex.

2. Campaign type objectives
• validation of GOMOS products,
• MIPAS and SCIAMACHY valida­

tion,
• validation and calibration of ground

based sensors,
• campaigns,
• special events,
• stellar spectra.

3. Permanent objectives
• fixed region measurements,
• fixed stars measurements.

4 CRITERIA CHARACTERISING MISSION
OBJECTIVES

The scientific mission objectives of GOMOS listed
above are described in details as a set of different
criteria. The scientific criteria are divided into three
groups in order to clarify their scope. In the first
group the characteristics are defined for each star
separately. In the second group the characteristics
are defined for each occultation separately. In the
third group a sequence of occultations is charac­
terised.

1. Star specified criteria

• For each constituent:
• For each altitude range:

• Accuracy type

2. Occultation specified criteria

• Occultation condition (dark limb,
bright limb, terminator).

• Obliqueness (duration) of occulta­
tion with respect to the location.

• Local coverage.

3. Set of occultation specified criteria

• Global overage.

Each scientific mission objective is characterised by
introducing the data requirements linked to these cri­
teria. We include as an example Table 1, which
shows how the most important mission objective,
the stratospheric ozone monitoring, is characterised.

b1

0.8

- 0.6-c

~ 0.4

0.2

I b2
0

--0.2
20 30 40 50 60 70 80 90 100

duration (s)

FIGURE 7. Example of merit function for the occulta­
tion duration criterion. This merit function favours short
occultations.

The importance of each constituent is defined with a
priority value. The altitude region and the accuracy
type are defined separately for each constituent. The
accuracy criterion is specified by two values. They
define for each gas separately the accuracy limits
where the first one gives the upper limit for accu­
racies considered still good and the second the lower
limit where accuracies are still useful. The favouring
of the long lasting occultations at high latitudes is
specified as being those occultations whose latitude
is more than 70 degrees and which last more than
50 seconds. Occultations which last more than 100
seconds are considered to comply perfectly with the
long occultation label. A requirement is made for a
good global coverage.

5 MERIT FUNCTIONS

In order to automatically perform the optimisation
of the occultation sequence each data requirement
has to be defined precisely. In the GOMOS mission
planning this has been done by introducing merit
functions that are used to quantify criteria. The
purpose of merit functions is to describe in math­
ematical form the mission planning criteria. Each
criterion, except the global coverage, is characterised
by a merit function.

For simplicity we have decided to characterise each
criterion with a generic merit function with 4 free
parameters. The mathematical formulation of the
criteria requires that each of them can be defined by
a parameter x which can have real. We define here a
merit function which can be used in GOMOS mission
planning algorithm:

(1)
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Table 1. Preliminary data requirements on stratospheric
ozone monitoring.

Priority 1 2 3 3
Constituent 03 aerosol air 02
Altitude region 15-50 km 15 - 50 km 15-50 km 15-50 km
Accuracy type column column profile profile
Accuracy 2/5 % 10/20 % 2/4 % 2/4 %
Coverage global global global global
Diurnal condition not active
Occultation durat. long in polar

191 > 70° {0.1,50 s;l,lOOs)

where parameters bi, b2, x1 and x2 describe the shape
of the function:

b1 = merit function value at low values of
criterion x

b2 = merit function value at high values of
criterion x

x1 = the last value of the objective x which
still approximately gets the merit func­
tion value f(x1) ~ b1

x2 = the first value of the criterion x which
gets the merit function value f (x2) ~ oz

/ = scaling factor which depends on Jx2 -
x1J

The shape of the function is monotonic (see Fig. 7)
with maximum equal to one i.e., we put say, b1 =
1. The parameter bz defines then the lowest merit
attached to the criterion which the merit function
quantifies. For crucial criteria (for example, ozone
accuracy in the ozone layer) the lowest value is zero
whereas for low priority ctiteria it can be any value
between zero and one. The parameters x1 and x2
give the transition region width.
In Table 2 we present the parameter values which
describe the merit functions for the most important
mission objective, the stratospheric ozone monitor­
ing.

6 OCCULTATION MERITS

Assuming then that we have identified which occul­
tations are available at one specific time and that
we have defined the merit functions which describe
our requirements for the occultations. The next step
in the mission planning is to compute the merit val­
ues related to each occultations. This is done simply
by evaluating the function (1) for each requirement
separately. This gives us for each occultation a set
of merit values which describe the usefulness of the
occultation,
In the mission planning algorithm the occultations
have to be ranked. We have to decide whether one

occultation is better than another one. In order to do
this we need to combine the occultation related merit
values describing different criteria and interpret them
as one combined merit value. This combined merit
value describes the usefulness of the occultation with
respect to all the criteria and by comparing different
combined merit values of different occultations we
can optimize the occultation scenario.
We have decided to combine the merit values in a
followingway. Let m1, ..• ,mn be different merit val­
ues related to one occultation. The combinend merit
value M of occultation is defined as the nth root of
the multiplication

Note, that since the combined merit value is com­
puted by multiplication it gives very strong weight
to zero. If one merit value is zero, then the com­
bined merit value of the whole occultation is zero.
Therefore, one should be careful about setting the
minimum value of merit functions.

7 SELECTING THE OPTUv1ALSEQUENCE OF
OCCULTATIONS

An algorithm must be developed that finds the se­
quence of occultations that comes closest to fulfilling
the objectives, i.e. has the highest total merit. Since
every occultation has a combined merit value (M;,
where i refers to the occultation) corresponding to a
particular mission objective, the merit for a sequence
of occultations can be obtained simply by adding all
the merits of the occultations in the sequence by cre­
ating the merit sum:

nB='L:M;.
i=l

However, since the global coverage criterion can not
be taken into account with merit functions, the op­
timization of B only will not lead to the optimum
sequence. In the global coverage criterion he merit is
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Table 2. Merit functions for mission objective: Strato­
spheric ozonemonitoring

Criterion x-variable b1 b2 X1 X2

Os
Column accuracy
Priority 1 relative
Alt. range 15 - 50 km accuracy 1 0 2% 5%
Aerosol
Column accuracy
Priority 2 relative
Alt. range 15 - 50 km accuracy 1 0.3 10% 20%
Air (T)
Profile accuracy
priority 3 relative
alt. range 15 - 50 km accuracy 1 0.5 2% 4%
02 (T)
Profile accuracy
Priority 3 relative
Alt. range 15 - 50 km accuracy 1 0.5 2% 4%
Occultation
duration
long in polar
101 > 70° (60°) duration 0 1 50 s 100s
Diurnal condition c not active

not intrinsic to the parameters of the occultation but
rather depends on the distribution of tangent point
locations. The goal-all other things being equal-is
to seek uniform distribution of occultations over the
globe. By the nature of polar orbits, an occulta­
tion can be repeated once each orbit at the same
latitude, thus achieving uniform coverage longitudi­
nally. So the question of global coverage reduces to
seeking a uniform distribution in latitude. There are
several possibilities to measure the uniformity of the
latitudinal distribution of occultations. For example,
we have used the concept of entropy (see Ref. 7) to
characterize global coverage.

Regardless of how we characterize the global cover­
age the total merit, for every possible sequence can
be calculated by combining the sum of occultation
merits B and the global coverage S. This can be
done, for example, by defining the total merit P as

P = (1- a)B + aS.

Here a is a user-defined trade-off parameter that tells
how important are occultation merits compared to
the global coverage.

\Ve now can calculate a total merit for every possi­
ble sequence. Note that the process presented here,
while nominally aimed at one orbit, is equally appli­
cable to more orbits. A sequence could consist of,
say, two or three consecutive orbits, not necessarily

repeating the same occultations on each orbit, but
the sequence would be repeated after two (or three)
orbits.
An example how the use of an optimising algorithm
may lead to a more efficient measurement program
is demonstrated by the Figs. 8-12. In this example
the mission objective is the stratospheric ozone mon­
itoring (with some exeptions, namely, the 02 data
requirement has not been implemented and the air
data requirement was modified by defining x1 = 5%
and x2 = 20%, see Ref. 8). In Fig. 8 we present the
latitudinal and merit value distribution of all the 182
available occultations during one orbit in March and
in Figs. 9-12 weshow the corresponding distribution
of the selected occultations, based on different meth­
ods. We have also indicated in the figures the total
number of occultations selected and the merit sum,
which describes the goodness of the occultations with
respect to the stratospheric ozonemonitoring.
In Fig. 9 the occultations were selected in time or­
der, i.e. the stars are selected according to their en­
trance into instruments field of view as the satellites
progresses along the orbit. In Fig. 10 only the merit
sum wasoptimized whereas in Fig. 11only the global
coverage was optimized. 12 the selection was based
on using the mission planning algorithm and opti­
mizing both the global coverage and the merit sum.
We can see that by using the algorithm we get the
optimal selection of stars. The global coverage is
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FIGURE 8. An example of the latitudinal coverage and merit values of the available occultations on one orbit m
March.(The figure was created with the LIMBO simulator).
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FIGURE 9. An example of the latitudinal coverage and merit values of the selected occultations on one orbit in March.
The sequence was created by selecting the occultations in time order.
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FIGURE 10. An example of the latitudinal coverageand merit values of the selected occultations on one orbit in March.
The selection was based on optimizing the total merit sum.
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Selected occultations by optimizing global coverage
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FIGURE 11. An example of the latitudinal coverage and merit values of the selected occultations on one orbit in March.
The selection was based on optimizing the global coverage.
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FIGURE 12. An example of the latitudinal coverage and merit values of the selected occultations on one orbit in March.
The selection was based on using the mission plannig algorithm and optimizing both the global coverage and the merit
values.
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FIGURE 13. Global coverage of the occultations on one day in March. The selection was based on using the missio
planning algorithm and optimising both the coverage and the merit sum.(The figure was created with the LIMBO
simulator).

very good and the merit sum is almost as good as in
the case where we optimized only the merit sum.

During one day the satellite orbits the Earth about
15 times. By repeating the same occultation se­
quence 15 times we can study the global coverage
of GOMOS measurements during one day. This is
demonstrated in Fig. 13 where we show the global
coverage of the selected occultations in one day. The
selection was based on using the mission planning
algorithm and optimizing both the global coverage
and the merit sum.

8 DISCUSSION

The procedure being developed for the GOMOS mis­
sion planning combines a set of merit functions for
each occultation with a mechanism for evaluating an
overall merit function for any particular combination
of occultations, or sequence. The main points of the
process are:

1. Set the objectives of the particular mission, ei­
ther a campaign or a general observation period

2. Identify the relative importance to that mission
of the different criteria,

3. Determine the relative merit of each occultation

4. Pick the combination of occultations that has
the highest total merit, i.e. best meets the re­
quirements of the particular mission.

We have shown that this process leads to a more
effective use of the GOMOS instrument and a better
a chievement of the GOMOS mission objectives.
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The GOMOS Data Products

Alexandro F. Popescu and Torgeir Paulsen
European Space Agency ESA/ESTEC - The Netherlands

I. Overall product structure

The GOMOS instrument has two modes of operation; the occultation mode and the monitoring modes.
In the occultation mode the scientific relevant products are generated, while the monitoring modes
products are used for the monitoring of the instrument engineering performances and for the update of
the calibration database.

The GOMOS products are organised on an occultation by occultation basis. The products are grouped
in four levels, namely:
• Level 0
• Level IB
• Level 2
• Auxiliary
All the products have the same format as presented below:

i\IPH Identification ofproduct and of its main characteristics.
Fixed format and length for all ENVISAT products.

SPH General information w.r.t. an occultatio n, identification otauxiliarx
data used during processing. Fixed format and size for a product.
e.g. occularion start/stop time. latitude/longitude. star, duration.

DSD Indicates the location of the data set in the product: 280 bytes

G.-\OS Contains auxiliary data applicable to the \\hole product.
e.g. wavelength assignment. star spectrum .

.\DS Auxiliarv data applicable to one measurement only.

i\IDS Contain the measurements (length 1s a function otoccultauon
duration.

i\cronvms:
MP! I: Main Product I leader
DSD: Data Set Descriptor
ADS: Annotation Data Set

S l'I I: Specific Product I leader
G:\DS: Global Annotation Data Set

\1 DS: Measurement Data Set

2. Level 0 product

The Level 0 product consists of the direct GOMOS spectral measurements geolocated and time tagged
using satellite data. These annotations allow for a precise determination of the atmosphere region
where the observation is performed and for the precise determination of the observation time.

Level 0 products are going to be produced for the two operation modes of the GOMOS instrument
namely for the occultation mode as well as for the calibration operational mode serving the monitoring
of the instrument performance and for the in-flight update of the instrument parameters required for the
instrumentdata correction.
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3. Level I b product

The objective of the Level I B processing is to estimate the set of horizontal transmissions using the
spectra measured by the instrument during the occultation. This so-called full transmission functions
serve as input data for the Level 2 processing where the atmospheric constituents are being derived.

Although the GOMOS measurement principle is radiometrically self-calibrating, several data
corrections are undertaken to ensure maximum data accuracy. The main corrections concern:

The wavelength assignment. Due to long-term optomechanical drifts of the equipment and due to
the pointing evolution shifts of the spectra on the detectors may occur. If not corrected for, these
shifts will degrade the correlation of the measured transmission with the known absorption
crossection of the atmospheric constituents. In order to minimise this effect the spectral assignment
of the detector pixel to wavelength is will be monitored at regular intervals. These monitored shifts
together with the monitoring of the instrument pointing performance will be used for reassigning
the measured spectra to absolute wavelength.

Dark charge correction. In addition to the star signal generated photoelectrons, the detector will
add dark charge to the measurements. This dark charge is going to be measured using
measurements outside of the atmosphere and using the detector temperature information available
for subtracting this parasitic signal.

Background estimation and correction. When the instrument is operating in bright limb condition,
i.e. the dayside of the orbit, the limb will also generate photoelectrons which will be added to the
star spectrum. This limb spectrum is measured in parallel to the star spectrum and a background
estimation and correction is carried out within the Level I B processing.

Flat-filed correction. This corrects for slight variations of the sensitivity of the different pixels of
the CCD's, which if uncorrected would degrade the background correction performance of the star
spectrum.

In order to arrive at the Level I B products the following auxiliary products are being used:

The Instrument physical characteristics database.
The instrument calibration database.
The reference atmospheric density profile (from ECMWF), used for geolocation.

At the end of the Level IB processing the following time-tagged and geolocated products will be
available:

The full transmission spectra and associated error estimation( at 2 Hz).
The background, i.e. the limb spectra and associated error estimation (at 2 Hz).
The reference star spectra outside of the atmosphere and associated error estimation (once per
occultation).
The photometer data and associated error estimation (at 1000 Hz).
The pointing data and associated error estimation (at 100 Hz).
The geolocation and associated error estimation (at 4 Hz).
The reference atmospheric profile (at 2 Hz).
The line of sight direction (at 5 Hz).
The wavelength assignment and error (at 2 Hz).

4. Level 2 product

In the Level 2 processing the data products which have a direct applicability for atmospheric analysis
are generated. The most important are the vertical profiles of the various constituents like Ozone,N02,
N03, OClo, H20 and aerosols. Intermediate, but not less valuable products are the horizontal column
densities of the same constituents. The analysis of the photometer data will produce a high resolution
profile for the temperature filed.
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The main Level 2 processing steps involve:
The dilution and chromatic refraction correction. On its path through the atmosphere, the light rays
are refracted, wavelength dependent, and "fanned out", which will produce a dilution of the signal.
This processing step estimates and corrects for this effect.
The spectral inversion. This step deals with the determination of the quantity of the atmospheric
constituents starting from the atmospheric model and using the crossection database of the
different gases. At the output of this step the line densities of the different gases will be available.
The vertical inversion. This last processing step deals with the derivation of the vertical profiles
starting from the horizontal line densities.
High resolution temperature profiles. The photometer data is the relevant data for the
determination of the temperature profiles. The computation of the time delay between the signal
seen by the "red" photometer and by the "blue" photometer is used for the determination of the
"bending" of the rays induced by temperature related fluctuations of the refractive index of the
atmosphere. Starting from this time delay and using the Abel integral the high resolution
temperature profiles in the atmosphere can be computed.

At the end of the Level 2 processing the following time-tagged and geolocated products will be
available:

The line density profiles. These are the integrated line densities of Ozone, N02, N03, 02, H20
and air.
The local density profiles (see above). These are the results of the vertical inversion.
The aerosol product i.e. extinction coefficient and spectral parameters of the extinction coefficient.
The turbulence product. The tangent altitude of the line of sight, the temperature and the density
vertical profiles are retrieved at high resolution.
The geolocation product. The geolocation data is the same as for Level 1B.
The accuracy product. This consists of the 12x12 covariance matrix corresponding to 6 gas
species, 5 aerosol parameters and one spare.
The residual extinction product. It was felt necessary to produce the spectral transmission
corrected for scintillation and dilution effects, together with the result of the forward model of the
transmission with the best-fit values of the parameters.

5. Product size

The product size depends on the occultation duration. The majority (more than 90 %) of the
occultations will last less than 75 s. The graph below shows the Level 0, Level 1band Level 2 products
size as a function of the occultation duration

Product size [MBy1e]

25
20
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MByte 10

5
0

30 50 75
Occultation duration [s]

255

-+--Level 0
-----*--- Level2

-•-Level 1b
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Limb

Product size ;iil 75s
occu!tat1on duration

l.evel 0 I 8 Mbyte
Lirnb 4 3 Mbyte
Extinct 9 6 MByte

Level 1b 6 7 Mbyte
Level 2 O2 MByte
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6. Auxiliary products

The auxiliary products and their size are summarized below

Instrument physical characteristics
Calibration database
Level 1b processing configuration
Star catalogue
Stellar spectra database
Level 2 processing contiguration
Cross-section database

10 kByte
7237 kByte

2 kByte
212 k llyte

6268 kBvte
23 kByte

11626 kByte
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ABSTRACT

The GOMOS instrument, placed on hoard ENVISA T. is
probing the atmosphere by the technique of stellar
occultation, in order to map the vertical distribution of
ozone and other constituents (N02. H20, N03. T,
aerosols ...). and to determine accurately their trend over a
period of 5 years or longer, when compared to past or future
measurements. GOMOS is measuring the atmospheric
transmission in the UY-visible-near IR between 250 and
956 nm, and this is the basic product of Level Ib
processing. This processing includes the correction of
instrumental effects (CCD Dark Charge. cosmic rays, non­
linearity. stray-light), the separation of stellar light from the
limb light, and a precise geolocation of the line-of-sight
with a ray-tracing calculation of the refraction. The limb
emission spectrum is also produced as a Limb product,
which would allow to compare two different methods of
ozone retrieval: direct absorption and more complex solar
light scattering by aerosols and Rayleigh diffusion.

I. INTRODUCTION

The principle of stellar occultation is quite simple and
straightforward. The spectrum of one star I0(A.) is measured
when the line of sight star to spacecraft is well above the
atmosphere absorption. Due to the orbiting motion of the
spacecraft. the line of sight will go deeper and deeper in the
atmosphere (during a star set), and the atmospheric
absorption will modify the spectrum of the star as observed
from the spacecraft according to the composition of the
atmosphere along the line of sight :

1(1..,p)= 10(/..)exp(-I:i cri(A)Ni(P)) (I)

where p is the impact parameter of the line of sight (the
distance to Earth's center of the nearest point to the surface
of the Earth along the line of sight), cri(A) is the wavelength
dependence of the absorption cross-section gaseous
species i and Ni(P) is the integrated line density of this

gaseous species i along the line of sight. The product crN =
t is the optical thickness, a dimensionless number
depending on wavelength.

GOMOS is therefore an instrument which measures the
transparency of the atmosphere as a function of wavelength
A..defined by the atmospheric transmission T(A.,p):

T(A.,p)= l(A.,p)I 10(/..) (2)

related to the integrated line densities:

-log T(A., p) =Li CTi(A) Ni(P) (3)

The great advantage of such a method is that an
absolute quantity Ni(P) is derived from a relative
measurement, the comparison of measurements made with
the same instrument at a very small interval of time ( a few

tens of seconds at most). This self calibrated method is
therefore protected from instrumental aging and long term
drifts, ideally suited when one wants to study variations of
the atmospheric compositions (trends) over several years.
The Level 2 contains :

- first, along each line of sight the quantities
Ni(Pj) are derived from the measured spectral transmission

Tm (A,pj) (so-called spectral inversion).
- second, independently for each species i, all

quantities N i(Pj) are directly inverted to yield the vertical
profile of local densities ni(Zj) (so-called vertical
inversion).
Kyrola ( Ref. I) is describing in more details the various
steps of Level 2 processing, complicated by scintillations.
refraction dilution, chromatic effects of refraction and other
complications.
In a very natural way, the data processing of GOMOS
includes the extraction ofthe atmospheric transmission as
the intermediate product, defining the output of the process
which conducts from raw measurements (Level 0) to Level
Ib (transmission). Quite obviously also, the data flow of
GOMOS is divided into individual occultations, since
each of them can be analyzed indepentently of the others.
The estimate of the GOMOS measured transmission from the
recorded signal must take into account several instrumental
effects (described in Section 5 with more details ) and some
atmospheric effects : the most important being the
subtraction of the limb emission (referred also as
"background") from the total signal star + limb, particularly
during bright limb daylight conditions.
Another effect is atmospheric refraction, which bends the
light path through the atmosphere. Therefore, the exact
geolocation of the measurements requires the calculation of
the bent ray path (ray tracing), also a major feature of Level
Ib. Refraction manifests itself also by dilution and
scintillations. The actually measured transmission Tm(A.z)
contains therefore the average dilution, the scintillations.
and the absorption Ta (A,z) described by eq.(2):

Tm(A..,z)=Ts (A..,z)Td(A..,z)Ta (A..,z) (4)

in which: Ts(A,z) is the scintillation part

Td(A,z) is the dilution part

Ta(A,z) is the absorption part.

The dilution part Td(A..,z)is due to refraction from the
smooth atmospheric profile , while the scintillation part
Ts(A..,z)results from the fine structure in the temperature
profile. At the end of Level lb, no distinction is made
between the three factors: only the product of the factors
(actual transmission measurement) is given.

2. INSTRUMENT CHARACTERISTICS

GOMOS is an imaging spectrograph, which
records the light from a star in occultation by the Earth (see
Popescu, Ref.2, for a more detailed description). As the star
sets, GOMOS records successive spectra of the star's light
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that has gone through the atmosphere. thus acqumng a set
of spectra containing features reflecting the absorption by
various molecules at successively lower trajectories
through the atmosphere. The spectrometer grating is
oriented so that the spectral dispersion is horizontal.
yielding a spectrum on the CCD detectors in the horizontal
direction. and imaging in the vertical direction. The image
of the star is kept inside the slit (I0 pixels wide) thanks to
a plane mirror in front of the telescope, actively controlled
by a Star Acquisition and Tracking Unit (SATU). Residual
motions of the star image inside the slit result in
displacements of the stellar spectrum on the CCDs both in
the spectral (horizontal) direction. and in the vertical
direction. The stellar spectrum is distributed over a small
number of lines. A larger number of lines (nominally 5 lines,
adjustable) • defining the stellar band, are binned together
to get the stellar spectrum(SB).
In addition to the star light, there is a contribution from
other sources of light. the most intense being the limb
hrightness on the day side bright limb, integrated on the
FOY defined horizontally by the spectrometer slit width,
and vertically by the number of lines in the band.
In order to disentangle the stellar light from the sky
background, two other blocks of lines (nominally 7 lines,
also adjustable) for each CCD are respectively devoted to
the limb background above the star (at a higher altitude
than the star ray path), and the limb background below the
star.
The three bands of CCD lines are producing three spectra,
in each spectrometer CCD. which are measured
simultaneously and designated in the following by

- background above the star
- star spectrum + background
- background below the star

BA
SB
BB

While the wavelength assignment of the stellar spectrum on
the pixels depends of the pointing and particular position
of the star within the slit, for the bakground it does not.
Also, the spectral resolution of the Background is
degraded, by the IO pixels wide entrance slit.
The GOMOS instrument consists of four parts:

- a UV-visible spectrograph (250-675 nm),
- an IR spectrograph with two channels (756-773

and 926-952 nm),
- a fast photometer with two channels (470-520

and 650- 700 nm),
- a Star Acquisition and Tracking Unit (SATU),

controlling a plane mirror to acquire and track the star to
keep it in the FOY slit.

The primary function of the two spectrographs is
to record spectra which contain absorption features of
ozone. N02, N03, 02, H10, and aerosols.

The history of the SATU during each exposure is
used to calculate the mean offset (leading to a wavelength
correction) and the distribution of the pointing in time
(leading to a correction to the point spread function, PSF).

In addition to the spectrometers, GOMOS is equipped with
two fast photometers sampling the stellar signal at I kHz in
two bandwidths, one in the blue, and one in the red. These
data are used to correct for effects of scintillation/refraction
in the retrieval processing (Level 2), as well as for studies
of atmospheric turbulence. Indeed, because the temperature
profile of the atmosphere is not a perfectly smooth function
of altitude, the air refractivity experiences small scale
tluctuations, and the bending of light rays is not a smooth

function of altitude. As a result. the light coming to
GOMOS present a series of defocusing and focusing.
which are the scintillations. In addition. since the index of
refraction is varying with wavelength. the focusing­
defocusing pattern is wavelength dependant at GOMOS.
The "blue •· pattern of scintillations is similar to the
"red" pattern, but displaced in altitude (and time) in a
deterministic manner.

3. FROM LEVEL 0 TO LEVEL
SPECTROMETERS

lb FOR

The data processing to reach Level Ib spectrometers
products consists basically of :
- correction of instrumental effects
- separation of stellar light from limb background light and
calculation of total transmission
- geolocation of each measurement
The data processing requires a good orbit knowledge. and a
good knowledge of instrument characteristics (dark charge.
wavelength calibration, wavelength resolution, ... ), based
on ground calibration and in-flight additional
measurements (with special monitoring modes ofGOMOS).
In addition is needed an atmospheric vertical profile. in
order to account for atmospheric refraction of the ray path
for a more precise geolocation of the transmission
measurement.

Level lb Data Products
The Level Ib data products are listed in Table I, with their
sampling rate. They are grouped occultation by occultation
(30 to 50 per orbit). Some comments on these data products
are listed below, while details on the data processing are
given later.

Reference star spectrum : It is obtained by averaging the
5 first spectra obtained during the occultation : the
averaging is done to minimize the noise.
Reference atmospheric profile : This profile is extracted
from a meteorological field analysis ( ECMWF) combined
with a climatological model ( MSIS 90). It is used to
compute during Level Ib the refraction of the LOS, by full
ray-tracing computation.
Full transmission spectra and covariance : This spectrum
is obtained by dividing each spectrum by the reference star
spectrum. It is said " full " because it is the actually
measured transmission, not corrected from refraction effects
(dilution, scintillation, chromatic refraction) nor from
variable PSF. The covariance (here, in fact, the variance of
each pixel signal) is computed from analysis of SIN ratio.
Central Background estimate: This is the estimated
background contribution to the total signal in the central
band, which is subtracted to yield the pure stellar signal.
Photometers data : Correction to raw data includes the
subtraction of background in the bandwidth of the
photometers.
SATU data : This is the position of the centroid of star
image in the SATU CCD (Stellar Tracking Unit), which
allows to know where to find each wavelength in the series
of pixel.
Wavelength assignment : This is the wavelength of the
center of each pixel, for the given measurement of
transmission (it may change during one occultation owing
to unperfect tracking).
Geolocation : This includes both the position of
ENVISAT spacecraft and the position of the tangent point
of LOS.
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Limb products : This product includes the background
actually measured with the two external bands of CCD

spectrometers, uncorrected and corrected from straylight
and other factors.

TABLE J.:LEVELlbDATAPRODUCTS
(For each single occultation)

Reference star spectrum
Reference atmospheric profile
Full transmission spectra and covariance
Central Background estimate and error
Photometers data and error
SATU data
SFA angle measurements
Wavelength assignment of the spectra
Geolocation and error

Limb products
Upper and Lower Background Spectra and error

4. GEOLOCATION AND ATMOSPHERIC MODEL

In the absence of refraction, the GOMOS line-of-sight
(LOS) is defined by the direction of the star and the
location of ENVISA T. From the altitude of 850 km , the
L.O.S. is = 28° below the horizontal. As a result , a
positionning error t.L "along track" (along the ENVISAT
orbit) will reflect immediately in an error t.z for the altitude
of the LOS tangent height :

f.z = f.L cos 28°::: 0.5 f.L

Therefore GOMOS retrieval accuracy calls for a good
accuracy of the orbit knowledge (::: 50 m), absolute timing
of measurements and direction to the star, which must take
into account the star proper motion, parallax effect (small),
and the aberration of light, which depends on the time of
the year, because of the orbital velocity of the Earth along
its orbit : 30 krn/s, giving a maximum aberration angle of

..·· ,...· ,.. ,
: ,
: '..... r

: '~ '
',

SIC !
Velocity .

'I.
I

'.

once per occultation
100 sample per occultation
2Hz
2Hz

IkHz
100 Hz

5Hz
2Hz
2Hz

2Hz

Io-4 radian, which projected on the limb, would yield an
error altitude of= 300 m if not accounted for.

Because of atmospheric refraction, the LOS is not a straight
line, and the exact path must be computed, in particular to
geolocate precisely the point along the LOS in altitude.
latitude and longitude. The refraction computation (ray
tracing) is an important part of Level Ib; it must take into
account the Earth's oblateness, characterized by the
reference ellipsotd (fig. I). Then, the atmospheric profile at
the time and place of the measurement must be defined. Data
processing algorithms of GOMOS are very sensitive to the
vertical profile of density and temperature. The ray path from
the occulted star to the instrument is very sensitive to the
vertical gradient of the index of refraction of air and several
phenomena of importance for GOMOS data processing arc
strongly dependent on the atmospheric profile:
- Rayleigh absorption,
- dilution and scintillations.
- chromatic effects,
- true tangent latitude.

Sm direction.

' .........
'.

Atmosphere

''.
Figure I. Geometry of the line-ofsight with refraction (from DPM, Ref 3).
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It is then of prime importance to use in the inversion
algorithms an atmospheric model of pressure . density and
temperature as close as possible to the true state of the
atmosphere at the time of the measurement.

For the near real time processing , done within 3 hours after
the measurements (for the production of Fast Delivery
Products), the atmospheric profile will be computed from
the ECMWF 24 hours forecast made the day before for
levels up to I0 hPa (or up to I hPa if ECMWF is extended)
and MSIS90 model above (a climatological model).
The final processing will use ECMWF analysis up to I0
hPa or I hPa if extended, and MSIS 90 above. In both cases,
a continuous density profile is constructed, verifying the
hydrostatic law. Also. the geopotential height (the
reference for models) is converted into a geometric altitude,
necessary for GOMOS geolocation. The altitude difference
between 2 consecutive measurements is 1.7 km at most.

5. FROM RAW DATA (LEVEL 0) TO TRANSMISSION
SPECTRA (LEVEL lb): CORRECTION OF
INSTRUMENTAL EFFECTS

Cosmic Rays/Spurious points
It is assumed that Level 0 data contains no TM errors.
Saturated samples (ADU=4095) are flagged. Also,
permanently "bad pixels" (known from the calibration Data
Base) have been eliminated or flagged as such. Still, the
CCD detectors are sensitive to high energy particles, which
may come from the Earth's radiation belts, the
interplanetary/interstellar medium, or even may be
generated by radioactive decay of impurities in the
spacecraft and GOMOS materials. It will produce an
additional charge in one single pixel, or several pixels,
when the angle of incidence with respect to the face of the
CCO is small. This phenomena is seen in all space flying
CCDs. Best proxys to the GOMOS/ENVISA T situation are:

I) the canadian-french instrument WINDII on board
UARS.
2) The WFPC/2 instrument on board HST (though the orbit
is 500 km, lower than ENVISAT, and therefore
encountering less cosmic hits).
3) the LASCO instrument on board SOHO (less relevant,
since it is out of the magnetosphere).
The easiest way to identify a cosmic hit on a CCD is to take
two images of the same scenery at a short time interval, and
to compare them (by subtraction). A hit will appear , above
the noise level, either in positive or negative, if it belonged
to the first or the second image (cosmic hits are always
positive, producing more electrons in one or several
contiguous pixels). When only one single image is
acquired (full 2D CCD image), the standard way to identify
automatically the cosmic hits is to pass a median filter (i.e.,
3X3 pixels) on the image and to compare the content of each
pixel to the median value of the window centered on this
pixel.
For GOMOS, it should be recognized that we do not get a
2D CCD image ; rather, we have several blocks of lines
electronically binned together (three per CCD), at each
exposure of 0.5 s. Therefore, a pseudo-image is reconstituted
for each measuring band of CCDs : the top line of the image
being the first measurement in the band, the second line
being the second measurement, and so one for a whole
occultation. This is because if there is a cosmic hit during
one exposure affecting one or several contiguous pixels the

same pixels have a large probability not to have been
affected by another hit during the preceding and the
following exposure, making it easier to recognize its
presence than if all exposures were treated independently.
In a sense. we are using both standard methods at the same
time (comparison of two nearby exposures. reduced here to a
single line per CCD band). Of course, one cosmic hit cannot
be distinguihed from noise if it is smaller than k=I to 5
times the noise level.
Implementation: k and the size of the median window (both
vertical/spatial and spectral/horizontal) arc read from the
Level Ib processing configuration. A theoretical noise
level Thr is computed from the known read-out noise and
from the shot noise associated with the value of the median
on the window. A cosmic ray is detected when the
difference between one sample and the median value exceeds
k xThr. Caution should be taken with regions of strong
gradients in the pseudo-image (both in spectral and
vertical/spatial direction). The outlier pixel is flagged.

Instrumental units : ADU versus electrons/pixel
All calculations on the GOMOS data may be made either in
ADU (which is actually what comes out of the TM channel)
or in electrons per pixel per read-out. This alternative has
been extensively debated during DPAD meetings. The use
of electrons implies that one knows the conversion factor :
number of electrons per ADU (which is the so-called gain
of the CCD chain). However, if ADU are used instead, the
computation of shot-noise errors will require such a
knowledge also ; or if a curve SIN = f(ADU) is used. then
an analysis of the curve will also give a value of the gain.
Also, accurate computations will call for decimal numbers
of ADU while the primary output are integer numbers. After
long discussions and hot debates it was decided to use
electrons rather than ADU. It should also be recognized
that, since GOMOS can be operated with at least two
different CCD gains, the comparison of signals taken with
different gains can be made only when the ADU outputs are
converted into electrons with the proper gains.

Electronic Offset or bias
In order to ensure that the output of each pixel readout be
included in the range of the Analog to Digital converter, an
electronic bias is included, which appears as a minimum
digital level. This offset (often called also bias) is
subtracted from all measurements. The bias will be different
for each CCD chain and will be stored in the Calbration
Data Base. It should not be confused with the Dark Current.
which is highly temperature dependent and has a variance
associated with it, while the offset has none.

Dark Charge correction
In order to simplify the thermal design of GOMOS, the
CCDs are not cooled ; rather, they are used in the MPP
mode, which reduces very much the build up of Dark
Charge (DC), except during the read-out while the content
of the pixels are clocked to the CCD output. Therefore the
DC is not vanishingly small and should be subtracted from
each measurement. Therefore, it must be estimated very
accurately. Apparently this problem was very important in
the UARS/WINDll data analysis (Ref.4). The estimate of the
DC (which will be different for each pixel, in particular
because the clocking-time to the output is different for each
of them) may be done from several sources of information t '

- from other pixels which do not receive light
(beware of straylight, though, which should not he
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confused with DC) during the same exposure (i.e., in the UV
for red stars).

- from other pixels which do not receive light later
during the occultation.

- from a temperature measurement of the CCD and
the Calibration Data Base.
Actually. three options are implemented in the Level Ib
processing:

Option I: the dark charge correction is not activated.

Option 2: the dark charge is estimated from a calibration
dark charge map, provided (in electrons) for each pixel in
the Calibration Data Base for a reference thermistor
tcmperture and for an integration of 0.5 s. The temperature
dependence of the dark charge is taken into account by a
modification of the nominal dark charge map before
correction from a parameter giving the temperature variation
which doubles the dark charge.

Option 3: the dark charge is estimated from the samples of
the background bands of the first frames of an occultation
(assumed to be outside the atmosphere). The dark charge of
the central band is estimated by scaling the pattern of the
dark charge map stored in the calibration auxiliary product,
assumed to be independent of the temperature. The scaling
factor is obtained by averaging the upper and the lower
observed sealing factors.

Stray light (external, internal)
Modules for the correction of both external and internal
stray light are implemented in the Level lb processing
chain. However, the level of such a correction is unknown,
and the exact way to correct for it will certainly be clarified
in flight , during the commissioning phase. External stray
light will depend drastically on the solar zenith angle and
possibly front mirror angle, while internal stray light,
generated inside the spectrometers, will depend on the
light entering in the spectrometer (both from the star and
from the limb).

Flat Fielding (PRNU)
The specification for GOMOS CCDs is that their response
should not vary by more than 5% (pixel-to-pixel, Pixel
Response Non Uniformity, PRNU). Actually, flight model
CCOs have PRNU of the order of 1.5% or better. Still, a
correction for such inhomogeneous response should be
taken into account. The difficulty comes from the fact that
the various lines inside a band are not uniformly
illuminated (particularly the stellar signal which should
cover 2 to 3 lines out of 5), and that the GOMOS data
output is only a sum of all the lines within a band. In order
to make a sensible Flat Field correction, one should use the
Star Tracker data (SATU), which tells how was distributed
the stellar light among the various lines of the band
during one single 0.5 s exposure, and also the Fast
Photometer data which tells what was the intensity of the
star during each slice of time corresponding to one SATU
sample.

Star signal computation
This is done in two steps:
Step 1: Subtraction of the background from central band to
get the stellar signal
Step 2: Flat-field correction (PRNU) of the star spectra.

The first step is particularly critical on the bright
limb (including dawn/dusk conditions). While the central

band of each CCD contains the star spectrum + the limb
spectrum, the upper and lower Background (BKG) bands
contain only the limb spectrum, but at different altitudes (±
765 m from centre of central background band). Three
options are implemented:
Option 1 : no correction (might be valid during the deep
night)
Option 2: a linear interpolation in apparent altitude at the
limb (or angle) is performed between the two upper and
lower background bands BA and BB bands to get an
estimate of the background contained in the central band
and to subtract it from the total signal of the central band
SB to get the star spectrum alone.
Option 3: an exponential interpolation is performed.
Another option was considered , but not implemented yet.
The reason to consider it was that when the limb intensity
varies rapidly with projected altitude at the limb, all the
three bands arc containing quite different levels of limb
radiance contribution. This more sophisticated variant can
be described as follows :

- first, establish an estimate of the altitude vanation of the
limb emission from the measurements of the backgrounds ( a
curve of light). It should be recognized that the
determination of the altitude of the FOV of background
bands can only be made with the help of the knowledge of
the star position in the GOMOS FOV from SATU data,
because it is the only absolute angular reference to
GOMOS . However, when refraction becomes non­
negligible, the star is seen deviated from its absolute
direction. One must know this deviation angle accurately.
and this is only possible through a refraction calculation
through the actual atmosphere at the limb. This
computation, as well as the exact geolocation , necessitates
as input the ECMWF model (prediction for Fast Delivery.
analysis for final Ib processing), during the Level 1b
processing.

- then, for each measurement, find the altitude of the central
band and the corresponding limb radiance for
subtraction.The finite FOV and integration time must be
taken into account in this exercise. Also, this should be
done for groups of pixels, to improve the signal to noise
ratio. Testing this variant will be done preferably with real
data, during commissioning.

It should be noted that the spectral limb radiance obtained
from upper and lower bands, once documented with the
altitude, can be analyzed in terms of ozone distribution
(and other constituents) since this scattered solar light
bears the imprint of gaseous absorption, and aerosols
characteristics. Therefore, the limb radiance is a part of the
Level 1b data products.

Step 2: Flat-field correction of the star spectra.

There are two options:
Option 1: no correction is performed
Option 2: the correction is performed, taking into account
the actual PSF (Point Spread Function) which dynamic part
can be retrieved from the SATU data. There are two sub­
options, one which considers the time variation (due to
scintillations) of the light during the 0.5 s exposure, thanks
to FP data, and one which ignores it.

Calculation of transmission Tm= Sm/S0
As an output of level lb, the atmospheric transmission Tm
is the one actually measured by GOMOS: the ratio of the
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stellar spectrum Sm measured at each altitude to the
spectrum measured outside the atmosphere. the so-called
"reference spectrum" S0. without any correction for
scintillations and dilution.
The building of a reference spectrum S0 for each occ_ultation
is done by considering the first n spectra (nominal n=5);
then to resample them on the common nominal wavelength
grid, to compensate for pointing variations which displace
the spectrum on the pixels, and average them together.
Sm is computed by resampling all spectra of the occultation
(after the first n) on the same nominal wavelength grid, and
the transmission is obtained by ratioing Tm= Sm/S0 .

One instrumental effect is ignored: the dynamic spectral
rsr: may have changed from S0 to Sm. because of star
pointing variations. Flight data will tell if this effect is
important or not. The variance of Tm is computed from the
variances of Sm and S0 for each nominal pixel grid, and
included in the Level 1b. It takes into account all errors
associated to the measurements and their corrections.
Limits on Tm= In principle the atmospheric transmission is
a number between 0 and I. However, owing to
scintillations, the measured transmission Tm might be Tm> I
occasionally, and still being perfectly correct. Since it was
decided that Tm would not be corrected from
dilution/scintillation at Level Ib , and rather be the
actually measured transmissions. then all values above I
should be kept. For negative values, a large discussion
within DPAD was open to decide what to do with them.
Inasmuch as they lie within ± a few o of 0, (o being the
associated error), they represent "good" values. If they are
significantly below zero, it means that perhaps the
Background subtraction was in error. One possible
solution is to keep these values in the Level lb product,
and to treat them appropriately in the level 2 processing.
Also. negative values might be produced at several points
in Level 2 processing : transmission, tangential column
densities Ni, densities n], If considered individually, one
negative value has no physical meaning. On the contrary
on a statistical point of view, it is quite meaningful. About
65% of negative values should have their Io error bar
which includes zero ; otherwise, there is a clear
shortcoming revealed in the inversion process. In addition,
when cumulating a large number of measurements, for which
the lo error bar includes zero. one will be able to derive a
non-zero average, with the error bar shrinked by a factor
J/,lnb (nb number of measurements). Obviously, if one has
discarded all negative values before averaging, then the
resulting average will be totally biased, and this is not
acceptable. particularly for trend analysis.

6. BACKGROUND SERIES AND LIMB PRODUCT

On the night side, there may be several sources of light
superimposed on the light of the star :

- Celestial sources
- zodiacal light
- diffuse galactic light
- extra galactic light
- minor stars falling in the FOY of the slit
- planets

These sources have a fixed distribution with
respect to the star (neglecting spatial differential refraction).

- Terrestrial sources :
- Rayleigh scattering + Mie scattering of

moonlight
- aeronomical emissions
- noctiluccnt clouds (near the terminator)
- aurorae (can be considered as sporadic

aeronomical emissions at high latitude. linked to solar
activity)

- the recently discovered "sprites". designating
intense flashes of light extending from the top of anvil
clouds where storms are present up to the ionosphere).

All these terrestrial emissions are altitude-dependent
some are distributed in such a way that they may actually
decrease in intensity during the occultation.

On the day side, all these emissions still exist. but they an:
dominated (below about 35 km) by solar light scattered
either by molecules (Rayleigh scattering) or by aerosols
(Mie scattering). Actually, below 20 km the limb is fully
bright, and stellar measurements are no longer possible on
the dayside below a limiting altitude which depends on the
star brightness, somewhere between 20 and 30 km.

In addition, there is some stray-light. One component is the
internal straylight generated inside the spectrometer (and
should have a weak spectral signature), the other is the
external stray light ( for instance, bright limb light scattered
by the flat entrance mirror). This last component may he
derived from measurements in the background bands at high
altitude on the day side, for instance.

The processing of the background has several purposes:
- to estimate the contribution of the non-star

signal to the total signal recorded in the central hand
(noted also SB), and to subtract it in order to access the
"pure" stellar spectrum.

- to estimate, and to correct for, the contribution of
the background to the signal of the fast photometers.

- to establish a distribution of the background
emission as a function of altitude.

- to correct for stray-light.
- to disentangle geophysical contribution from

possible celestial contribution in the background.
- to extract from the geophysical contribution the

solar light scattered by air and aerosols, the limb
brightness. From the vertical distribution of this limb
brightness it is possible to derive also an ozone vertical
profile which absorption is imprinted on the scattered solar
light. Because ofthe complicated geometry and associated
radiative transfer, algorithms are more complicated than for
the retrieval by occultation. However, they will be
developed for SCIAMACHY and OSIRIS/ODIN
instruments and could also be applied to GOMOS data.
with some modifications. Therefore these background
measurements could help to validate the standard retrieval
schemes of GOMOS. They are particularly valid in this
respect, since the measurements are taken simultaneously in
absorption and emission. It can be noted that it requires an
absolute calibration of GOMOS, and that it can give also
independent estimates of both Rayleigh and aerosols
scatterings. With a radiance calibration curve accessed from
the Calibration Data Base (established from ground
measurements and stellar observations), the background
measurements in engineering units can be converted in
radiance units (watt/m2 sr nm) as a function of wavelength.
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There arc two series of measurements from one single
occultation (background bands BA and 1313).which are
kept. after correction of stray-light. as a Level Ib product,
grouped under the name Limb product. It should be noted
however that disentangling geophysical from celestial
emission, and discriminating aerosol/rayleigh from other
sources (like aurorae) are not performed during Level I b
processing, and would necessitate a dedicated variant of
Level 2 which is not yet implemented. But all relevant
informations are included in Level 1b product (including
Limb product).

7. FROM LEVEL 0 TO LEVEL lb FOR FAST
Pl IOTOMETERS

Each I kHz intensity measurement is corrected from Dark
Charge contribution and from background contribution

Level1b
processing
configuration

estimated from the hands of the spectrometers convoluted
by the finite bandwidth of the fast photometers. At Level Ib
the sampling is still I kHz for these corrected
measurements. During Level 2 processing. besides the
manipulation of Fast Photometers data made to correct the
stellar spectra, these FP data are also used to derive a high­
resolution temperature product, from the time delay between
the red and the blue photometer. Other than that. the FP
data are not kept at the end of Level 2 and one has to rely
on Level lb to make higher level treatments of Fast
Photometers. Higher level of data analysis will be used in
order to extract turbulence information form these FP data.
Also, at high altitude the signal might be occulted h)
Mesospheric Clouds . A signal drop should be clearly seen.
correlated on both photometers. In addition, at lower
altitude Polar Stratospheric Clouds (PSC) should also
signal themselves by a strong attenuation of the signal.

':(~~~1cf . .·
·monitoririg··~o~es'
~--..:·-~ ·---.:.~ ...,,__•..;.......-.4_~;._.. ··~- ... _
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Calibration
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Cross-section
database

Level2
processing
configuration

Figure 2. links between GOMOSproducts and associated data bases (from DPM, Re/3).

8. DATA BASES ASSOC IATED TO LEVEL Ib
PROCESSING

There are several data bases associated to the Level Ib
processing (figure 2).

The Level lb processing configuration data base contains
all the configuration parameters and the thresholds used by
the different algorithms of Level Ib processing chain as
well as the parameters needed in the atmosphere model.
The Instrument physical characteristics data base
contains the characteristics of the instrument which should
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not vary during its lifetime: CCD size. static spatial and
spectral PSF. and other parameters.
The Star catalogue contains for each of the 960 stars which
could be occulted by GOMOS a number of informations:
name. identification number in various catalogues, visual
magnitude. position, parallax. proper motion (from
Hipparcos catalogue), radial velocity, rotational velocity
(which determines the Fraunhofer linewidths), spectral
type. effective temperature. multiplicity , index describing
the proximity of other nearby bright stars and other
parameters.
The Stellar Data Base contains, for each star of the star
catalogue , the spectrum of the star, in absolute units, and in
electrons in CCD detectors. It should be used as a back-up
of the reference spectrum computed outside of the
atmosphere, if for any reason it is not possible to get it for
one particular occultation. Remember that a star occulted at
one orbit might be occultable for several weeks in a row.
Before launch, the stellar spectra has been produced from
existing data (JUE data for the UV, Gunn-Stryker Catalog
otherwise). either for the star itself. or for a good proxy (a
star with the same spectral type, scaled according to the
visual magnitude of the GOMOS star). During the flight,
each measured reference spectrum will be compared to the
spectrum of the star from the Stellar data base to insure
proper identification.
The Calibration Data Base must contain (non-exhaustive
list):
- the absolute sensitivity of spectrometers and photometers
chains. both for a point source and an extended source, as a
function of A..
- their detailed spectral bandwidths.
- the gain factors of the CCD chains (number of electrons per
ADU) and the read-out noise.
- Flat Fields of CCDs
- linearity curves of CDDs chains and bias levels
- Matrices representing the DC for each pixel, as a function
of temperature.
- Calibration factors to allow SATU data interpretation'
- housekeeping engineering calibration curves (i.e., for
mirror angles).

All these data may be extracted from the
Characterization measurements (on the ground) and from in­
tlight data, perfomed either with the standard mode of
GOMOS operation (occultation) or with the dedicated
Monitoring modes. Some of the standard occultations may
be analyzed for monitoring the instrument (for instance, the
sensitivity may be monitored with the signal delivered by
stab le stars).

In addition to the standard occultation mode,
GOMOS may be activated in one of several observation
modes (Monitoring modes) dedicated to the monitoring of
the instrument. There is the possibility to follow a
fictitious star , and a data format identical to the standard
mode. In another mode, 33 lines of the CCD are transmitted
each 6 sec., allowing to check the response of all individual
pixels (which otherwise are merged together to form one
spectrum). These Monitoring modes are activated on
request for checking the instrument quality and refresh the
Calibration data base, on a regular basis. These modes need
a special data processing which will be performed off-line.

9. OVERVIEW OF THE GOMOS GROUND SEGMENT

GOMOS Data processing (up to Level 2) is done twice :
the first time, in near real time (NRT) with the objective of
delivering the data products within 3 hours after reception

at the ground (fast delivery products). This processing will
be performed at LRAC • in ENVISA T TM reception center
(Kiruna). The second processing, for delivery of products
within 2 weeks, is performed at several places : Level Ib
"Tinal " at LRAC, and Level 2 in the GOMOS P/\C
(Processing and Archiving Center) located in Finland. The
GOMOS data products are then channeled to a
"Chemistry" PAC located in Germany. where the data of
the 3 chemistry instruments (GOMOS. MIPAS. and
SCIAMACHY) are regrouped and made available to the
user's community.

The main differences between the two types of processing (3
hours and 2 weeks) are :

- orbit and attitude of ENVISAT are " predicted" during
the first processing, while the second processing is made
with " definitive " orbit and attitude.

- the description of the atmosphere and related ray-tracing
of line-of-sight is based on meteorological predictions of
ECMWF during the first processing, while the " final ..
processing is made with an " actual " description of the
state of the atmosphere (also from ECMWF data).
An industrial consortium lead by Thomson was selected by
ESA to implement both hardware and software of ENVISA T
ground segment In the case of GOMOS, the operational
software is developed by Space System Finland (a member
of the Thomson consortium). This development is based on
a software prototype, GOPR, which was developed by
ACRI (Sofia-Antipolis, France) together with the
appropriate documentation and description (Detailed
Processing Model, DPM).

As for the other ESA funded Instruments of ENVISA T. the
development of GOMOS algorithms was conducted under
the responsability of ESA with the Expert Support
Laboratory concept. For GOMOS, the ESL selected by
ESA includes :

- one industrial company specialised in software
development (ACRI, Sofia-Antipolis).

- three laboratories deeply involved in GOMOS Science :
- Service d' Aeronornie du CNRS (Paris area)
- Finnish Meteorological Institute (Helsinki)
- Belgian Institute for Space Aeronomie (Bruxelles).

The algorithm development was done in the following
way. The various options were discussed within the Data
Processing and Algorithm Development (DPAD, Ref.5). a
subgroup of GOMOS SAG (Scientific Advisory Group).
The general architecture was first defined, and " sofware
boxes " identified and discussed with ACRI . Then
algorithms were developed and tested at the three scientific
laboratories ; most of time, the algorithm was coded there
(under the form of bread board). ACRI had the task to re­
code under a unified protocol, link together the various
boxes, run the whole code, and write the necessary
documentation (Detailed Processing Model, Ref.3).
Finally, the software was validated with the support of
ESL involved scientists.
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ABSTRACT

GOMOS is an ozone monitoring instrument onboard
ENVISAT-1. GOMOS uses stellar occultations to
measure 03, N02, N03, 02, H20, aerosol extinction,
neutral density, and temperature in the stratosphere
on a global scale. In this paper a review of the GO­
MOS Level 2 retrieval algorithms will be presented.
We will show the physical principles behind the re­
trieval and explain the main algorithms developed.

1 INTRODUCTION

GOMOS will use the occultation measurement prin­
ciple in monitoring of ozone and other trace gases
in the stratosphere (for references and reviews, see
Refs. 1-5). It will use specifically stars as source of
light. The benefit of the occultation principle is that
it is a self-calibrating measurement concept. The
reference stellar spectrum is first measured when the
star can be seen above the atmosphere. During the
occultation measurements through the atmosphere
provide spectra with absorption features from the
passage through the atmosphere. When these oc­
culted spectra are divided by the reference spectrum,
nearly calibration-free horizontal transmission spec­
tra are obtained. These transmissions provide the
basis for retrieval of atmospheric constituent densi­
ties.

The other advantages of the stellar occultation
method are the good global coverage provided by the
multitude of stars and the good vertical resolution
provided by the point source character of stars. On
the other hand, stars are weak sources of light and
this makes the retrieval effort a challenging task.

GOMOS is an ESA developed instrument which
means that ESA has not only developed the instru­
ment but it has also developed the ground segment
scheme. The ground processing is divided to the
near-real time processing and the off-line processing
and the processing levels are lb and 2. For GOMOS
the division between the Level 1b and the Level 2 is
the transmission function.

ESA will take charge the near-real time processing of
Levels 1b and 2 and the off-line processing of Level
1b. The off-line processing centre for Level 2 will
be located at Finnish Meteorological Institute's So­
dankyla observatory (the FIN-CoPAC facility). The
dissemination of off-line data will be through DLR's
D-PAC in Oberpfaffenhofen. The overall ground pro­
cessing scheme for ENVISAT-1 is presented in Ref. 6.

The GOMOS data processing algorithms have been
developed in the contract between ESA and the
ACRI company in Sophia Antipolis France. The
scientific institutes, Finnish Meteorological Institute,
Service d'Aeronomie and Institut d'Spatiale de Bel­
gique, form the GOMOS Expert Support Labora­
tory which has supported the algorithm develop­
ment. The algorithms will be transformed to the pro­
cessing software by Space Systems Finland-company.

The GOMOS level lb and Level 2 algorithms have
been written down in great detail in the Detailed
Processing Model-document (Ref. 7). The theoreti­
cal justifications and the higher level presentation of
the algorithms is presented in the Algorithms The­
oretical Basis Document (Ref. 8). In this paper we
present highlights from the GOl\'IOS ATBD concern­
ing the Level 2 processing. The Level 1b ATBD
is presented in Ref. 9. The GOMOS mission ob­
jectives are presented in Ref 10, the GOMOS mis­
sion planning in Ref. 11, the GOMOS instrument
in Refs. 12,13, and the GOMOS data products in
Ref. 14.

The paper is structured as follows. In section 2 we
present the basic measurement physics and empha­
size the features which are specific to the GOMOS
measurements. In section 3 we outline the inver­
sion strategy. According to this strategy we will first
eliminate the modifications from refractive effects on
transmissions in section 4. Sections 5-7 explain our
data retrieval strategy and explain the transmission
model developments. Sections 8-12 detail the spec­
tral and vertical inversion approaches. Finally in
Sec.13 we present how fast photometer data can be
converted to a high resolution temperature profiles.
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FIGURE 1. Refractive dilution and the central flash.

2 MEASUREMENT PHYSICS

An occultation measurement can be thought to be
a measurement of the atmospheric transmission be­
tween the source and the instrument. The trans­
mission cannot be directly observed but it can be
calculated by using the measurements through and
above the atmosphere.

The transmission can be modelled by using Beer's
law

(1)

where the optical depth is given by

r(>.) =Laj(>.) j Pi(f(s))ds (2)
J

Here Pi are the constituent densities depending on
the position f and ai are the absorption or scatter­
ing cross sections. The integration is along the line
of sight joining the instrument and the source. The
modelled transmission gives the desired coupling be­
tween measurements and the geophysically interest­
ing constituent profiles.

In the case where the source is point-like, the
straightforward connection of Eqs. (1)-(2) fails. The
parallel ray bundle from the star will be strongly
disturbed by the refractive effects of the Earth's at­
mosphere.

The first effect is related to the density gradient in
the atmosphere. The density gradient will cause a
larger deflection to the grazing rays compared to the
rays with larger impact parameters. This is shown
schematically in Fig. 1. The change of the propa­
gation direction in the atmosphere will result to di­
lution of the related intensity. We call this attenua­
tion as the refractive dilution. Notice that the rays
from different sides of the Earth limb will eventually
converge and cause a so-called central flash at large
distances from the Earth.

FIGURE 2. Strong and weak scintillations.

A closely related effect is the scintillation effect.
In explaining the dilution we assumed that the at­
mospheric density decreases monotonically from the
ground upwards. If there are fluctuations added to
this decrease the ray deviations will also show inho­
mogeneity. A spacecraft crossing this inhomogeneous
light field will record a fluctuating intensity. This is
shown schematically in Fig. 2.
The last effect caused by refraction is the chromatic
refraction which leads to the spatial separation of
different colors. A multi-wavelength measurement of
a stellar spectrum through the atmosphere cannot
therefore be attached with an unique ray which con­
nects the satellite and the star. If we describe rays
by their tangent heights, we see that at a given time
the measurement will be characterized by a range of
tangent heights. If we want to attach one tangent
height we have to combine data from measurements
at different tangent heights. This is shown in Fig. 3.

The refractive effects discussed above are not re­
stricted to the stellar occultations in the Earth's at­
mosphere. In fact they all have been detected and
exploited in the data retrieval in stellar occultations
of planetary atmospheres (see Refs. 1,5).
In addition to the refractive effects there are two ad­
ditional measurement features which must be taken
into account in the data retrieval. The first one is
the finite measurement time (0.5 seconds) of GO­
MOS. During this time the tangent point altitude
can change 1.7 km. This amount is true for occulta­
tions in the orbital plane. For off-plane occultations
this movement is smaller leading to a better verti­
cal resolution. The movement of the tangent height
can, anyhow, be large enough that it must be consid­
ered in the inversion. The second item is the finite
spectral resolution of the instrument. This means
that we cannot simply use the cross sections as such
in the inversion but we must take the instrumental
resolution into account.
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FIGURE 3. Chromatic refraction

3 DATA AND RETRJEVAL STRATEGY

The different GOMOS Level 1 products that are used
in GOMOS Level 2 are

• Transmission data (T0b•)

• Photometer data (!;~~)

• Geolocational data (£(>., t))
• A priori atmospheric data (Pair(f), T(r))

The main data are the transmission spectra at differ­
ent tangent heights. Photometric data from the two
fast photometers are used to correct the transmis­
sions from the scintillation effects. But photomet­
ric data are also used to retrieve a high resolution
temperature profile of the atmosphere. The geoloca­
tional and the a priori atmospheric data are neces­
sary information in dealing with the refractive effects
and in initializing the inversion. These data will be
partly replaced by new data from GOMOS Level 2
processing.

In the present GOMOS ground processing wewill not
use limb spectra from Level lb. There is some hope
that also these spectra could be used for retrieval
(see Ref. 15).

The geophysical retrieval strategy in the GOMOS
Level data processing assumes that the measured
transmission (produced by the GOMOS Level lb)
can be taken as the product of two transmissions:

(3)

The transmission Tref is due to refractive effects and
the transmission Text is due to absorption and scat­
tering processes in the atmosphere. The Level 2 pro­
cessing aims first to estimate the refractive part us­
ing the fast photometer data and the geolocational
data and then remove it from the measured trans­
mission. The remaining transmission could then be
connected to the atmospheric constituent densities,
the retrieval of which is the main mission objective
of the GOMOS instrument.
In the GOMOS Level 2 processing the data set pro­
cessed at a time are the measurements from one
star occultation. Even if some occultations would
probe the same atmospheric region at successive or­
bits these occultations are treated separately. There­
fore, the possibility to carry out some kind of atmo­
spheric tomography by GotvIOS will not be consid­
ered in the Level 2 processing.

4 REFRACTION CORRECTIONS

As already explained refraction affects GOMOS mea­
surements in various ways. The most obvious is the
change in the geolocation of the light path connect­
ing the satellite and a star. This can be taken into
account by performing ray tracing calculations but it
is further complicated by the chromaticity of the re­
fraction. The ray tracing will need some atmospheric
data that will be eventually also generated by GO­
MOS itself. The other effects a.re generated by the
variation of the air temperature and therefore also
the index of refraction in the spatial domain. This
ca.uses differential bending of the light rays in the
atmosphere which will result in modulation of the
intensity detected by GOMOS. In the GOMOS level
2 data processing a distinction is made between the
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smooth and the fast variations of the index of refrac­
tion. The smooth variation can be calculated ana­
lytically whereas the fast variation is best described
using GOMOS fast photometer data.

The objective of the refraction corrections is to pro­
vide a simple scheme which can be used to estimate
the part connected to scintillations and dilution ef­
fects.

4.1 Dilution and scintillations

The scintillation and dilution correction process is
based on the assumption that the modulation due to
dilution and scintillation may be split in two inde­
pendent terms

(4)
where Tdil represents the dilution component and
Tsci represents the effect of scintillation, assumed to
be free of direct chromatic effect.
The following approach is assumed: Tsci will be es­
timated using the signal (provided in the level 1b
product) of the fast photometer which has the high­
est signal to noise ratio. The principle is to minimize
extinction effects in the photometer bands (the less
extinct one is generally the red photometer). The
estimation of this term is made with the assumption
that all high frequency fluctuations in the photome­
ter signal (if we except noise fluctuations) are due
to scintillations and that fluctuations due to struc­
tures in vertical profiles of absorbing constituents af­
fect only the low frequency part of the signal. This
assumption is justified by the fact that the absorp­
tion depends on the integrated density along the line
of sight, while the dilution is sensitive to the verti­
cal second derivative of the integrated density. As
a matter of fact high frequencies are enhanced by
the derivation. Tdil is computed using a vertical pro­
file of atmospheric density coming from an external
atmospheric model.
The mean dilution is approximated by using the so­
called phase screen approximation. Instead of a 3D
-atmosphere we assume that it can be replaced by a
screen located at the tangent point. The refractive
bending takes place at the screen. With this approx­
imation the mean dilution can be written simply as

1
Tdit(z, >.) = dc5(z, >.)

1+L dz
(5)

where L is the distance from the tangent point
(screen) to the satellite and c5 is the deviation an­
gle of the ray. In the GOMOS level 2 processing the
deviation angle is taken from the ray tracing calcu­
lation. If the mean deviation is computed for the

first time, the ray tracing calculation is the one per­
formed in Level lb. For subsequent calls (see Level 2
loops) the ray tracing may be performed again using
the GOMOS generated atmosphere.

The scintillation transmission is calculated by

Tsci(t) = !_ph(t)
lph(t) (6)

where the numerator is the photometer signal and
the denominator is the smoothed photometer sig­
nal. The smoothing is performed by the Hanning
filter (see Ref. 16) over an adjustable time interval
(in vertical distance the default value is about 3 km).
The combined effect due to dilution and scintillations
during one integration time of the spectrum is now
given by

_ 1 J 1 rTref =flt Tref(t) dt =flt ls. Tdil(t)Tsci(t) dt
(7)

The transmission due to absorption and scattering
can now be calculated dividing the observed trans­
mission by the estimated refractive part:

robs robs
ext==-­

Tref
(8)

It is important to note that, at this stage, we have
transmission corresponding to tangent altitudes de­
pending on wavelength. The chromatic effect is
taken into account in the mean dilution term. The
chromatic effect which is neglected in scintillation
correction is the intensity normalization resulting
from difference in "duration" of the same struc­
ture when viewed at different wavelengths. In other
words, the integration time in Eq. (7) is also wave­
length dependent.

Notice also that this algorithm assumes that the
absorption does not contain high frequency compo­
nents. This algorithm does not check either the con­
sistency between the atmospheric model (dilution)
and the Rayleigh attenuation.

4.2 Chromatic refraction correction

During its path through the atmosphere, a light ray
is refracted by the gradient of the index of refrac­
tion. This bending is dependent on wavelength. The
smaller the wavelength, the greater the bending. It
means that there is no single path through the atmo­
sphere that could be attached to a light field detected
at any given time by GOMOS.

The goal of this algorithm is to correct the atmo­
spheric transmission for the chromatic refraction.
We calculate the tangent points corresponding to
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FIGURE4. Strategyfor the spectral and vertical inversion.Seetext for explanations.

each pixel of each spectrum and then calculate trans­
mission for given tangent altitudes by doing linear
interpolations between two acquisitions.

f;;l(z1,>-.) = (1-r)T;!t(z1,>-.)+rr;;t(z1-1,>-.) (10)

The first alternative is applied for wavelengths >.
smaller or equal to the fixed reference wavelength
and the second alternative to the rest. The coeffi­
cient r is the interpolation coefficient:

(11)

This module represents the first alternative method
to correct the chromatic refraction effects. The sec­
ond alternative is presented in connection to the
transmission modelling.

5 ATMOSPHERJC TRANSMISSION

In the previous section we derived from Level 1b
transmission reduced transmissions Eq. (8) or Eqs.
(9)-10) which should now be connected to the con­
stituent densities of the atmosphere. Notice that the
transmission is measured in the horizontal direction
and it bears no simple relationship to the vertical
transmission which is the relevant quantity in discus­
sions of UV-radiation threats. However, these hor­
izontal transmissions constitute an invaluable data
set for the monitoring of the state of the stratosphere.

Unfortunately there are still effectswhich make nec­
essary some analysis before the connection between

transmissions and the profiles can be worked on.
These effectsare related to the finite integration time
of the instrument and to the finite spectral resolution
of the imaging system and the combined effect of ef­
fects from these two.
For a point source and with nearly ideal imaging we
can write the model transmission as the following
two-dimensional integral:

T(>-.,t) = ~t j j Text(>-.',e(t, >-.'))W(>-., s; t) dtd>-.'
(12)

Here vV is the instrument point spread function. It is
time dependent because pointing movements during
the integration time stellar image in the slit plane
wanders and its image on the CCD plane does the
same. This will cause some spectral smearing. The
extinction transmission can be written as

Text(>.,t'(t,>-.))= e-r(>-.,£) (13)

where the optical depth is given by

r(>-.,£)= ~ 1p3(s)a1(>-.,T(s))ds (14)
J

Equation (12) will be the starting point in the Level
2 inversion. From these formulas wecan see that the
there is still not a very simple connection between
the measured transmissions and the constituent pro­
files in the atmosphere. First, the spectral and tem­
poral integration cause some averaging in the cor­
responding directions. Second, all the temperature
dependent cross sections cause coupling of the spec­
tral and vertical direction in the problem. Both these
problems should be considered.
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6 INVERSION STRATEGY

There is no obstacle to an inversion strategy where
we use Eqs. (12), (13), and (14) to retrieve the con­
stituent profiles. This approach can be called one­
step inversion. In the case of GOMOS it leads to
a quite large and heavy inversion problem because
every model calculation involve three integrals (over
time and wavelength, and along the line of sight)
and the size of the input data is about 3000 spectral
points (2 spectrometers) at about 50 altitudes. In
the GOMOS Level 2 data processing strategy three
essential simplifications have been adopted in order
to bring the inversion problem into a more manage­
able form (see Ref. 17). They are

1. Separate UVIS and IR spectrometer data anal­
ysis

2. Modify the model function Eq. (12) in order
to eliminate the need for repetitive spectral and
temporal integrations

3. Decouple spectral and vertical problems so far
as possible

The simplifications allowus to perform the inversion
in a sequential way. Wehave still to decide ifwecarry
out the spectral or vertical inversionfirst. In the first
alternative the spectral inversion is performed first
and as an intermediate result we produce horizontal
column densities of different constituents N1(z). In
the second alternative the vertical inversion is per­
formed first and as intermediate products we pro­
duce profiles of the absorption coefficients k(>.., z).
In the GOMOS ground segment the first alternative
is chosen because it leads to a rapid compression in
the data volumes processed. The simplifications dis­
cussed above lead to some inaccuracies in the mod­
elling but they will be counteracted by performing
iteration loops. After performing spectral and verti­
cal inversion we perform the sequence again and so
on. The different possibilities are shown in Fig. 4
(see also Ref. 4). We have also shown some further
possibilities in the GOMOS data processing.

7 MODEL DEVELOPMENTS

In this section we show how the model transmission
is developed so that it can be used effectivelyin the
data inversion (see Ref. 17).

7.1 Effective cross section method

The temperature dependent cross sections cause cou­
pling between the spectral and spatial dimension in
the problem. According to our strategy we aim to

factorize the problem into spectral and vertical prob­
lems as far as possible. This can bP achievedby using
the effectivecross section method. 'Ve write

r(>... £) =LJ P1(s)aJ(>..,T(s))ds
]

=Laj11(>..,l)NJ
j

(15)

where N1 is the line density of the species j

N1 =1PJ(z(s)) ds (16)

and 1a1(>..,T(s))p1(s) ds
ajff (>.., £) = £ 1\!

J

is the effective cross-section of species j. The use
of the effectivecross-section has formally separated
the inversion problem into two parts. The spectral
inversionpart is given by Eq. (16) with the line den­
sities N1 as unknowns. The vertical inversion part
is given by Eq. (17) with PJ(z) as the unknowns.
The two parts are, however, coupled together by the
unknown effective cross sections. An iterative loop
over spectral and vertical inversion is needed to take
this into account. Initially we can use the tangent
point temperature in Eq. (17).

(17)

7.2 Spectral and temporal integration

The other model simplification aims to eliminate the
need for the spectral and temporal integrations in
the model function Eq. (12). With the perturba­
tion technique we are able to recover the exponential
form of the model transmission. The detailed calcu­
lations are not shown here (see Refs. 7,17) but the
final result is

(18)

where the modified optical extinction is (h's a.rethe
tangent heights)

""' - 1""' - -f(.X) = - ~aj(>..)N1 - '2 ~Bi1(.X)NiNJ
j ij

+(h()..) - h(Aref))LUj(A) d::
j

_ (~h)2 ("°'a·(>..) dRj )2
24 c: ] dh

J

(19)

Here ~h is the vertical coverage of the measurement
at the tangent point. The convoluted cross sections
a.redefined by
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Table 1. Different spectral inversion approaches with some
advantages and drawbacks.

Method Advantages Drawbacks

Spectrally global
Spectral windows

Absolute cross sections
Differential cross sections

Linearize problem
Non-linear problem
A priori information

No a priori information

All data
Avoids species interferences

Also air and aerosols retrieved
Aerosols uncertainties not important

Easy linear inverse
Original noise
More stability

No contamination from a priori

Interfering species
Reduced data. no clean windows

Aerosol uncertainties may harm other retrievals
No air and aerosols

Noise deformation, data must be filtered
Nonlinear inversion

Need to control a priori contamination
Very noisy cases difficult to handle

and the coefficients Bij are coming from the convo­
lution of cross-section correlations:

Bi1(>.) = J W(>.' - >.)O"i(>.1)0"1(>.')d>.' - O'i(>.)0"1(>.)
(21)

Notice that the cross sections here are effective cross
sections.
The unknown instantaneous line densities are now
replaced by the averaged line densities

- 1 JN· = - N(t)dt
J D..t J

The derivates of the line densities are calculated dur­
ing the iteration loop only.
The transmission model (18)-(19) includes the chro­
matic refraction effect, the spectral convolution by
the instrument and the time integration effect. Ob­
viously all effects are taken into account in an ap­
proximate way only.

(22)

7.3 Cross sections

The final ingredient in the model calculation are the
cross sections. The cross-sections are taken from the
GOMOS cross-section database where they are or­
dered through species, temperature, and wavelength.
The cross sections are obtained from laboratory mea­
surements. There are no cross sections measured by
the GOMOS instrument.
The scattering cross-sections can also be approached
analytically (for absorbing species the cross-sections
are too complex to be derived from first principles).
The Rayleigh cross-section needed for scattering by
air has the following form:

(>.) = 1 06327r3(n(>.) - 1)2
O'R • 3 )..4N2

stp
(23)

The factor 1.06 is the depolarization factor for air.
The index of refraction n(>.) follows the Edlen's law.
Nstp is the air number density at sea level.
The specification of the aerosol scattering cross sec­
tion is in principle almost impossible. The aerosol
content varies all the time in the atmosphere and
so varies the effective aerosol cross section. In the
retrieval we can either fix a certain best guess cross
section or we can try to define a flexible aerosol cross
section (actually aerosol extinction) with unknown
model parameters. In the latter case the retrieval
will hopefully fix the unknown parameters. Both
these approaches are possible in the GOMOS Level
2.
Instead of guessing the best cross section we have
used in the development a simple Angstrom's for-
rnula

(24)

A more realistic description of the aerosol extinc­
tion will include a more elaborate wavelength depen­
dence. A simple polynomial expression will be used
and for the horizontally integrated extinction profile
one gets

r(>.) = J (3(z(s)), >.)ds = C{) + c1D..>.+ ... (25)
LOS

where the coefficients Ci are unknowns to be deter­
mined and D..>.= >. - Aref.

8 SPECTRAL INVERSION

We are now prepared to start the spectral inver­
sion. We have the experimental transmission func­
tion and we have the corresponding model transmis­
sion Eq, (19) where the line densities are the un­
knowns. There are still alternatives how the column

131



densities are inverted from this comparison. They
are listed in Table 1.
In the following we concentrate on the method which
is spectrally global, uses absolute cross sections,
takes a non-linear approach and assumes no a pri­
ori information (see.Refs. 4,17). The other cases will
also be available in the GOMOS Level 2 and the best
approach will be decided during the actual operation
ofGOMOS.
The estimations of column densities is based on the
standard likelihood method (for a more complete but
also computationally more expensive method, see
Ref. 18). We aim to minimize of the so-called objec­
tive function between the data and the model. We
assume that the noise in data is nearly Gaussian (see
Ref. 4) and therefore the suitable objective function
is the quadratic form

S(N) = (Text(N) -T~!tf c-1(Text(N) -T~!t)
(26)

The matrix (in spectral direction) notation is im­
plied. The observed transmission is given by Eq. (8)
or by Eqs. (9)-(10). The matrix C is the covariance
matrix of the transmission data.
The minimization is done by using the. Levenberg­
Marquardt algorithm (see Ref. 16). This algorithm
tries to find a minimum starting from a pre-set val­
ues. The algorithm also produces an estimate for
the covariance matrix. The input covariance for
the spectral inversion comes from two sources. The
first, the most important one, is the data covari­
ance. If there has been no data operations destroying
stochastic independence of data, this covariance is di­
agonal i.e., it is the variance vector of the data. The
second source is the modelling errors. If the data
statistics and the model error are Gaussian we can
simply add these two error sources

C =Cobs+ Cmod (27)

The specification of all the modelling errors in still
an ongoing activity in the GOMOS project.

9 IR SPECTROMETER SPECTRAL INVER­
SION

The IR spectrometer will measure the densities of
two different constituents 02 and H20 in two bands:
756- 773 nm and 926-952 nm respectively. Due to
the physics of the problem, the individual lines are
very thin and saturated, the apparent cross sections
change with the integrated densities, and they can
no longer be considered as only wavelength depen­
dent. The calculation of the transmission function
is computationally very demanding. Therefore, it is
difficult to use the same direct inversion method as
for the UVIS spectrometer data.

FIGURE 5. IR fitting.

A new algorithm has been developed. The method
uses reference transmission spectra (Tmod(>.,N))
which are calculated for different integrated densities
of 02 or H20. These reference transmissions depend
slightly on pressure. To take into account this de­
pendency, calculations of transmission are performed
using a direct model with a standard atmospheric
profile. Several such calculations are done for differ­
ent atmospheric models in order to have the response
for different conditions such as tropical, mid-latitude
and subarctic profiles. The method fits a function

b
y = alog(Tmod(>., .N)) + >: + c (28)

to the data set formed by the observed transmission.
The last two terms in Eq, (29) are for the fitting
of the background. Varying the model function or
varying the altitude where the model function is cal­
culated we aim to minimize the difference a - 1. Due
to its nature, this method has been called "compar­
ative method ". An illustrative example is shown in
Fig. 6.

10 SMOOTHING

A line density retrieved by the spectral inversion is
a statistical quantity. If the spectral inversion is at­
tempted for a constituent which is unretrievable the
result cannot be relied on. This happens, for exam­
ple, at very high altitudes where densities decrease
rapidly. It may also be the case when data is cor­
rupted (with respect to retrieval). Due to the mea­
surement technique and geometry the measured line
densities are integrated along horizontal paths and
averaged over 0.5 seconds. Therefore, they should
originally be quite smooth quantities. By exploit­
ing this property we can smooth the line densities in
the vertical direction. The routine used is CUBGCV

132



from Ref. 19. The smoothing is an optional step in
the GOMOS processing.

11 VERTICAL INVERSION

The vertical inversion problem is to find the vertical
profile p( z) that fulfills:

N(zt) = J p(z(s))ds (29)

where N is any of the line densities inverted in the
spectral inversion.

The normal approach to the under-determined in­
version problem (29) is to make it even-determined
by discretizing the atmosphere into layers. The re­
sulting problem is a readily solvable linear inversion
problem. By the triangular nature of the kernel ma­
trix the inversion can be simply done using the so­
called onion peeling method.

The vertical inversion met.hod used in the GOMOS
data processing makes an attempt to create continu­
ous profiles instead of the layer structure of the onion
peel technique. We approximate the local densities
to be linear as a function of altitude between two
successive GOMOS measurements:

p(z) = (zj-1 - z)p(zj) + (z - zj)Pi 1

Zj-1 - Zj
(30)

Other approaches have been discussed in Ref. 17
and 20. After a tedious algebra the problem (29)
is transformed to a matrix equation

Ap=N (31)

where A is a relatively complicated kernel matrix.

As already mentioned the line density we are using
as inputs are the result of an integration in time and
then should be adapted to the "instantaneous" ex­
pression that has been derived (i.e. the linear system
is only valid for instantaneous line densities). To pass
from integrated to instantaneous data we use an ex­
pression derived from Taylor expansion:

NJ= N + (..6.t)2 82N.
J -- J

24 8t2 (32)

Then if we summarize these contributions into a ma­
trix form, the vertical inversion consists of solving
the following linear system:

N=Kp (33)

This matrix equation is solved by standard methods.
The covariance matrix will also be produced.
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FIGURE 6. An example of the retrieved ozone profile
(circles). The original profile is given by the red, contin­
uous curve. The target star visual magnitude is mv = 1
and temperature is T = 6400 K
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12 LEVEL 2 LOOPS

After the vertical inversion we have produced density
profiles and a new temperature profile Initially tem­
perature profile is given by the MSIS90 model and
ECMWF data. There are several possible sources
for the new temperature profile but the most obvi­
ous ones are the Rayleigh scattering from the UVIS­
spectrometer and the 02 data from IR-spectrometer.
From Rayleigh scattering we can derive neutral den­
sity and by using the ideal gas law and by assuming
the hydrostatic equilibrium the temperature. From
02 we can similarly derive neutral density assum­
ing a constant mixing ratio and again temperature
from ideal gas law. These two estimates must be
assimilated together with weights according to their
reliabilities (covariances). If the variance of the new
temperature field is smaller than the one attached to
the initial a priori temperature field, a new GOMOS
atmosphere can be accepted.

These new data are injected to the calculation of the
effective cross-sections and the spectral and vertical
inversion are carried out again. It has been shown
that this iterative process over spectral and verti­
cal inversions significantly improves the final results.
Therefore it is routinely applied (at least once and
twice most) to reach best results.

Another first estimate has been done to derive the
ray geometry. This geometry is computed during the
level 1b processing by using a priori information (at­
mosphere density and temperature profiles) based on
the best available information (ECMWF forecast or
analysis and MSIS90). As already mentioned a new
GOMOS produced temperature profile will emerge
after the first vertical inversion. Therefore, a sec­
ond ray path computation may be activated and the
overall loop is launched once again. This requires
a combination of the GOMOS retrieved air density
with a priori information used from the atmospheric
model.

Sample results from the simulation of the GOMOS
ground processing is shown in Figs. 6-7. They have
been produced by the GOSS- and GOPR-simulators
developed by ACRI. The overall Level 2 architecture
is shown in Fig. 8.

13 PHOTOMETER DATA ANALYSIS

Besides the manipulation of fast photometer data
made to correct the stellar spectra, the photome­
ters signals can be used to detect small structures
in the atmosphere. Specifically we can derive high
resolution temperature profiles.

The algorithm to derive the high resolution temper­
ature profile is based on the computation of the time
delay between the signal of the two photometers.

Due to the variation of the index of refraction of air
with wavelength, the light beam of an occulted star
is more bent in the blue part of the spectrum than
in the red part. For a given tangent altitude, the red
beam will reach GOMOS before the blue beam. The
computation of the time delay gives information on
the bending angle which is related to the density and
temperature profile in the atmosphere. This method
allows us to derive an high resolution temperature
profile with a vertical resolution of 100-200 meters.
The algorithm is divided in three main parts:

1. Computation of the chromatic time delay be­
tween two photometers

2. Determination of the deviation angle

3. Determination of the atmospheric profile.

The time delay is computed at 40 Hz, correspond­
ing to a vertical sampling of 85 m at the most. This
means that 20 time delay values are computed dur­
ing each 0.5 sec spectrometer measurement. Taking
into account the lOOOHzacquisition rate of the pho­
tometers, the time delay is computed at intervals of
25 photometer measurements.
The time delay is computed by searching the time
shift between the blue and the red signal which gives
the largest correlation coefficient between the two
signals taken in a time window corresponding to a
vertical change of the tangent altitude of 250 m.
The difference of deviation angle between the central
wavelengths of the blue and the red photometers is
obtained from the time delay 6..t (not to be confused
with the integration time 0.5 sec):

c5blue- c5red= Vz6..t
L

(34)

where L is the distance from GOMOS to the limb
and Vz the projection of the satellite velocity on the
vertical axis at tangent point.
The total deviation is directly proportional to the
index of refraction n and is obtained with a linear
extrapolation:

s _ (c5blue- c5red)nblue _ c5blue- c5red (35)
Ublue - ( ) - Ll.nnblue - nred (n)

The coefficient 6..n/n=0.011 depends on the exact
band pass of the photometers.
Once the deviation angle as a function of the im­
pact parameter is obtained (at 40 Hz) , the profile of
index of refraction, directly proportional to the at­
mospheric density, is obtained by inverting an Abel
integral

(h ) _ ~loo c5blue(h) dhn blue -
7r h&Lue J(R + h)2 - (R + hblue)2

(36)

134



GO MOS
Level lb
products

Dilution
correction

Scintillation
correction

Chromatic
refraction
correction

Ray
tracing

IR spectrometer
spectral inversion

uvrs spectrometer
spectral inversion

Vertical
inversion

Rapid
fluctuations
processing

ross
section
database

New
cross­
sections

computation

GOMOS
products
generation

GOMOS
level 2
products

FIGURE 8. GOMOS Level 2 processing architecture.

135



30
-- True profile
-- Retrieved

f
25

~
E~•.....•
~ 20

~
<i:

15

218 220 222
Temperolure (K)

10 -
216 2224 -1 0 1

tiT (K)

FIGURE 9. High resolution temperature profile and the error (from Ref. 21).

where hblue is the impact parameter and R the Earth
radius.

The inversion is done downwards, starting at the top
of the high resolution profile (around 35-40 km) and
using the model atmospheric profile at the tangent
point above this altitude. Once the density profile
is obtained, the temperature profile is computed us­
ing the hydrostatic equation. An example of the re­
trieved temperature profile is provided in Fig. 9.

14 DISCUSSION

In this paper we have discussed the ESA GOMOS
Level 2 processing main features. The details of
Level lb and 2 algorithms occupy 500 documenta­
tion pages and it is quite impossible to go through all
this information in this kind of short report. There
are still ongoing development work on the following
topics:

• Enhanced aerosol modelling

• Inclusion of a priori data

• Error analysis

The GOMOS measurement and the related data re­
trieval problems looked quite straightforward at the
time GOMOS was proposed (1988) but they have
turned out to involve quite complicated questions.
It is, therefore, perhaps understandable that some

theoretical modelling developments and their coun­
terparts in the data processing are not yet at the final
mature level where they could be for some more stan­
dard instrument. The situation will certainly im­
prove quickly when real data will start to flow from
GOMOS.
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ABSTRACT
SCIAMACHY (SCanning Imaging Absorption

spectroMeter for Atmospheric CHartographY) is a
spectrometer designed to measure sunlight transmitted,
reflected and scattered by the Earth's atmosphere or surface in
the ultraviolet, visible and near infrared wavelength region
(240 nm - 2380 nm) at moderate spectral resolution (0.2 nm -
1.5 nm). Atmospheric measurements will be performed in
nadir, limh, and solar/lunar occultation mode. In addition the
extra-terrestrial solar irradiance and lunar radiance will be
determined from observations of the sun and the moon above
the atmosphere. Inversion of the ratio of earthshine radiance
and solar irradiance yields information about the amounts and
distribution of important atmospheric constituents and the
spectral reflectance (or albedo) of the Earth's surface.

SCIAMACHY was conceived to improve our knowledge
and understanding of a variety of issues of importance for the
chemistry and physics of the Earth's atmosphere (troposphere,
stratosphere and mesosphere) and potential changes resulting
from either increasing anthropogenic activity or the variability
of natural phenomena.

Inversion of the SCIAMACHY data will provide
information on the amounts and distribution of the
atmospheric constituents 03, 02, 02cid), 04, BrO, OCIO,
(ClO), S02. H1CO, NO, N02. N03, CO, C02. CH4, HiO. N10.
and aerosol, as well as the parameters pressure p, temperature
T, radiation field, cloud cover, cloud top height and surface
spectral reflectance. One unique feature of SCIAMACHY will
be the detection of tropospheric column amounts of 03, N02,
BrO, CO, CH4, H20, N20, S02 and H2CO by the combination
of near simultaneous limb and nadir observations.

I. Introduction
The Earth and its atmosphere combine to form a complex

hiogeochemical system. Within this system conditions, which
are essential for life on earth "as we know it", have been
maintained for approximately 400 Million years. Recently the
growth in the population and its standard of living have
resulted in changes in atmospheric composition. It is therefore
essential to assess accurately the significance and
environmental impact of man's activity.

The potential importance of pollution for global
atmospheric change has been recognised in the last 30 years.
This has been in large part a result of the knowledge gained
from atmospheric measurements. The techniques developed in
the post war period have enabled atmospheric parameters,
(e.g, temperature, pressure, density, wind speed and direction
etc.) and constituents (gases, aerosols and clouds) to be
accurately measured for the first time. Passive remote sensing
of the atmosphere from orbiting satellites has heen and is
going to be increasingly exploited in this context.

The changing nature of the atmosphere on a global scale
has become a matter of public concern and much scientific
debate. Many environmental issues which have been
recognised to be of regional and global importance and are
and will be the motivation for much scientific research e.g.:

i) Global Warming
Although discussed over I00 years ago, global warming

resulting from anthropogenic activity remains a matter of great
significance. This is because of the increasing tropospheric
abundances of the so-called greenhouse gases and constituents
(e.g. C02, CH4, N20, Chlorotluorcarbon compounds, CFCs
and their substitutes HCFCs, aerosols etc.) and their influence
on atmospheric radiative balance ([I) and references therein).
The recent Kyoto and Buenos Aires Environmental Summits
have developed plans to limit the emission of greenhouse
gases

ii) Stratospheric Ozone Depletion
Large depletions of ozone, O" have been observed above

the poles in spring (better known ,,ozone holes"). Significant
depletions have also been observed at mid-latitudes. These
depletions are now known to result from the tropospheric
release of long lived halocarbon compounds (CFCs, halons,
methyl bromide, CH3Br) which enter the stratosphere and
release species which catalytically remove 03 (2). The
Montreal Protocol and its amendments are having success in
limiting the release of CFCs but the medium term
consequences for the atmosphere remains uncertain.

iii) The Coupling of Glohal Warming and
Stratospheric Ozone Depletion
Recently it has been recognised that the coupling of global

warming and the mechanism by which stratospheric 03 is
catalytically depleted is poorly understood but of global
significance [3,4).

iv) Industrial Pollution, Oxidising Capacity of the
Troposphere and Air Quality
Two types of smog have been identified in the early post

war period: in London and Los Angeles. The former is a
reducing smog, characterised by high acidity, which results
from the reduction sulphur dioxide, 502 to sulphuric acid,
H2S04 and oxides of nitrogen (NO and N02) to nitric acid
HN03• The latter is a photochemically accelerated oxidation
of trace gases, which results in the production of copious
amounts of 03. The background level of tropospheric 03 is
believed to have increased by about a factor of two in the last
century. The increasing industrial activity, relying on energy
production from fossil fuel combustion and the changing
pattern of land usage have increased the anthropogenic
emissions to the atmosphere which is expected to have a
variety of consequences
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v) Increasing of Acid Deposition
The combustion of fossil fuels results in the release of

large amounts of nitrogen oxide, NO. and nitrogen dioxide,
N02• (together denoted as NO,) and sulphur dioxide. S02. into
the planetary boundary layer and the free troposphere. With
reliance on fossil fuels as an the dominating energy source
since the birth of the industrial revolution there has been a
corresponding increase of the amount of acid deposition.
Acidification was first recognised as an important global
ecological issue in the 1970's. Public interest in the
consequences of acid deposition peaked in the middle of the
1980's with the concern over forest die-back caused by
acidification. This remains an important environmental issue
and research area [5].

vi) Biomass Burning
Biomass burning has now been identified as a significant

source of many atmospheric trace gases and aerosols [6]. The
practice of biomass burning is increasing with growing human
population, particularly in the tropics, and it has become a
major global environmental issue in its own right [7].

Natural phenomena such as volcanic explosions or the El
Nino Southern Oscillation (ENSO) also significantly influence
the amounts and distributions of atmospheric constituents. In
order to assess accurately the impact of anthropogenic activity
on the earth atmosphere biogeochemical system, a detailed
knowledge of the physical and chemical processes, which
control the atmosphere is required. Knowledge about these
processes is obtained from global measurements of the
atmospheric constituents. In addition and very importantly
such measurements enable the accuracy and predictive power
of current models of atmospheric behaviour to be tested.

For long lived atmospheric constituents such as oxygen
02, carbon dioxide, C02, an adequate understanding of their
global tropospheric behaviour can be obtained from
measurements made at a suitable selected network of ground
based stations.

However for shorter lived and highly variable atmospheric
species the only feasible approach for obtaining their global
distributions is to make regular measurements from space­
based platforms. Provided they have sufficient accuracy,
global space-based measurements of species with relatively
long atmospheric lifetimes can be used to determine source
and sink regions and possibly to infer trends.

SCIAMACHY was conceived to improve our knowledge
and understanding of a variety of issues of importance for the
chemistry and physics of the Earth atmosphere (troposphere,
stratosphere and mesosphere) and to investigate potential
changes resulting from either anthropogenic behaviour or
natural phenomena.

The Scanning Imaging Absorption spectroMcter for
Atmospheric ChartographY (SCIAMACHY) was proposed in
July 1988 by an international group of scientists in response to
the ESA Announcement of Opportunity for the Polar Platform
[8]. The latter is now known as ENVJSAT and is planned for
launch in 2000. SCIAMACHY is intended to exploit the
opportunity provided by ENVISAT for atmospheric research
and to provide data of significance for scientific and
operational users.

2. Measurement Principle
The overall SClAMACHY mission goal is to be achieved

by making passive remotes sounding measurements of the
extra terrestrial solar irradiancc and the back scattered
ultraviolet, visible and infrared radiation.

The heritage of SCIAMACHY [SJ lies in both the ground
based measurements using Differential Optical Absorption
Spectroscopy (DOAS) [9-11] and previous satellite
atmospheric remote sensing missions. SClAMACHY
combines and extends the measurement principles and
observational modes of the nadir scattered sunlight measuring
instruments SBUV and TOMS [12], the solar occultation
instrument SAGE [13, 14] and the limb scattered sunlight
measuring instrument Solar Mesospheric Explorer SME [15]
within one instrument. SCIAMACHY measures in the
wavelength range from 240 nm to 2380 nm the following:
• the scattered and reflected spectral radiance in nadir and

limb geometry,
• the spectral radiance transmitted through the atmosphere

in solar and lunar occultation geometry,
• the extraterrestrial solar irradiance and the lunar radiance.

Figure 1 shows the wavelength range to be observed by
SCIAMACHY and the position of spectral windows where
atmospheric constituents are to be retrieved.
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Figure 1: Atmospheric constituents with absorption features
in the spectral range covered by GOME and SCIAMACHY.

The SCIAMACHY instrument is a space-based double­
spectrometer designed to measure with high sensitivity and
accuracy in the ultraviolet, visible and near infrared
wavelength region (240 nm - 2380 nm) at moderate spectral
resolution (0.2 nm - 1.5 nm). Details about the instrument and
the mission are described elsewhere ([16] and references
therein). The absorption, reflection and scattering
characteristics of the atmosphere are determined by measuring
the extraterrestrial solar irradiance and the upwelling radiance
observed in nadir, limb, and occultation viewing geometry.
During its passage through the earth's atmosphere the
electromagnetic radiation emitted by the sun is modified by
absorption, scattering and emission processes. SCIAMACHY
measures these changes in the different viewing geometries.
The ratio of extraterrestrial irradiance and the upwelling
radiance will be inverted to provide information about the
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amounts and distrihution of important atmospheric
constituents, which absorb or scatter light, and the spectral
reflectance of the Earth's surface. Inversion of the
measurements will enable total column amounts and vertical
pro Iiles of the targeted atmospheric constituents and
parameters to be derived. These retrieved data products are
then to be used in combination with simulations of
atmospheric behaviour to test our knowledge of atmospheric
physics and chemistry. An important focus and unique
capability of SCIAMACHY is the retrieval of tropospheric
and stratospheric species and parameters.

3. Mission Objectives, Targeted Constituents and
Applications

The overall mission objective of SCIAMACHY is to
determine globally the amounts and distributions atmospheric
constituents and thereby improve our knowledge of the
mechanisms, which determine the behaviour of the
atmosphere, and the predictive power of our models of the
atmosphere. More specifically, SCIAMACHY will be able to
detect the atmospheric constituents in the height ranges
depicted in figure 2.
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Figure 2: Altitude ranges of atmospheric constituents targeted
bv SCIAMACHY.

Some of the scientific studies and areas of applications to
be pursued using SCIAMACHY data are described below.

i) Tropospheric Chemistry
SCIAMACHY will measure the backscattered sunlight

which reaches the Earth surface (A~ 280 nm). The retrieval of
tropospheric constituents is influenced and limited by clouds.
SCIAMACHY is the only atmospheric chemistry sensor on
ENVISAT capable of determining trace gases and aerosol
abundances in the lower troposphere including the planetary
boundary layer under cloud free conditions. From the
SCIAMACHY nadir and limb measurements tropospheric
columns of 03, N02, BrO, CO, CH4• H20, N20, S02 and
H2CO (compare figure 2) will be retrieved. In addition,
surface spectral reflectance, aerosol and cloud parameters
(cover and cloud top height) and the tropospheric flux from
280 nm to 2380 nm will be retrieved. These data are required
for studies of the oxidising capacity of the troposphere,
photochemical 03 production and destruction, and
tropospheric pollution (biomass burning, industrial activities,
aircraft emissions etc.).

ii) Stratosphere-Troposphere Exchange
For the investigation of stratosphere-troposphere exchange

[17) SCIAMACHY measurements of the height resolved
profiles of the tracers O,. H20, N20, CH4, and aerosol will be

of primary significance. These measurements enable
investigations of the downward transport of stratospheric 0.1
and upward transport of important species (c.g. aerosol. CH4,

H10. and N10). The CH4 and N20 molecules are emitted into
the planetary boundary layer. Their long tropospheric lifetime
results in their being transported to the stratosphere. where
they are the dominant source of the ozone-destroying HO, and
NO, radicals. Studies of relatively small scale features such as
tropopause folding at mid-latitudes require a high spatial
resolution and are unlikely to be unambiguously observed by
SCI AMACHY. However larger scale stratosphere-troposphere
exchange as envisaged in [ 17) will he readily observed.

In the neighbourhood of the tropopause the measurement
modes of SCIAMACHY will have different vertical and
horizontal resolutions. Solar and lunar occultation modes yield
measurements with a vertical resolution of 2.5 km and a
horizontal resolution of 30 km across track. determined by the
solar diameter, and extending roughly 400 km along track. For
the limb measurements the geometrical spatial resolution is
approximately 3 km vertically and typically 240 km
horizontally across track, determined by scan speed and
integration time, and extending roughly 400 km along track.

iii) Stratospheric Chemistry and Dynamics
The study of the stratospheric chemistry and dynamics

will utilise the simultaneous retrieval of total columns from
nadir measurements and vertical stratospheric profiles from
limb and occultation measurements of O" N02, BrO, H10,
CO, CH4, N20 (OCIO and possibly CIO under ozone hole
conditions), as well as aerosol and stratospheric cloud
information. Temperature and pressure profiles can be
determined from limb and occultation observations of the well
mixed gases C02 and 02 assuming local thermal equilibrium.

SCIAMACHY will be making measurements when
halogen loading of the stratosphere maximises around the tum
of the century [2). It has recently been pointed out in [ J 8] that
the springtime polar lower stratospheric 03. specifically the
layer from J 2 - 20 km, will be the first region to show a
response to the international control measures on
chlorofluorocarbon compounds (CFCs) defined in the
Montreal Protocol 1987 and its Copenhagen and London
amendments. SCIAMACHY will enable this preposition to be
studied in detail.

In general SCIAMACHY measurements will yield
detailed information about the development of stratospheric
03 above the Arctic and Antarctica, the global stratospheric
active halogen species (8r0, (CIO). OCIO). and the global 03
budget as a function of the height in the atmosphere. As
SCIAMACHY measures simultaneously the backscattered
radiation field and constituent profiles, an important objective
is to test the accuracy of current stratospheric photochemical
models and their predictive capability.

iv) Mesospheric Chemistry and Dynamics
In the upper stratosphere and lower mesosphere

SCIAMACHY measurements yield profiles of 03, H20, N20,
NO. 02, and 02('t1). These measurements will be used to
study the distribution of H20 and 03 and their global
circulation. There has recently been much discussion of upper
stratospheric and mesospheric chemistry in the context of the
"ozone deficit problem" [19, 20]. It has also been suggested
that monitoring of H20 in the lower mesosphere may offer an
opportunity for the early detection of climate change (21). The
03 destruction by mesospheric and upper stratospheric NO
will be investigated. Finally the mesospherie source of
stratospheric NO, will be quantified.
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v) Climate Research
For use in climate research. SCIAMACHY measurements

will provide the distributions of several important
"greenhouse" gases (03• H20. CH4, N10. and C02). aerosol
and cloud data, surface spectral reflectance (280 nm - 2380
nm), the incoming solar spectral irradiance and the outgoing
spectral radiance (240 nm - 2380 nm), and profiles of p and T
(via O, and CO,) As it is intended that SCIAMACHY- -
observations are to be made for many years. Together with
other relevant data sets. for example from UARS, a longer
term data set will provide much unique information useful for
the study of the Earth - atmosphere system and variations of
the solar output and its impact on climate change.

To provide continuity in the long term record of species
such as 03 determined from measurements by other
spectrometers such as SBUV or GOME, it is foreseen to
calibrate SCIAMACHY with methods similar to those used
for GOME or SBUV calibration [22).

4. SCIAMACHY and GOME
SCIAMACHY and GOME ([23) and references therein),

which is a small scale version of SCIAMACHY, represent a
new generation of space based remote sounding sensors,
which rely on and utilise the simultaneous spectrally resolved
measurement of light upwelling from the atmosphere to
determine amounts of atmospheric constituents.

Using data from GOME, which was launched on board the
European Remote Sensing satellite ERS-2 in April 1995, the
feasibility of the instrument and retrieval concepts has been
successfully demonstrated for nadir observations. The trace
gases 03, N02, BrO, OClO, S02 and H2CO have been
observed as predicted (Burrows et al. 1999, and references
therein), and studies of N03, CIO, NO, and aerosol retrieval
are proceeding. The determination of 03 profile information,
including tropospheric 03, from GOME measurements [23,
24] has a large number of potential applications. In addition
the retrieval of tropospheric column information of S02,
H2CO, N02. and BrO from GOME measurements was
demonstrated [23].

There are two main advantages of SCIAMACHY with
respect to GOME: its enhanced spectral range and additional
atmospheric observation geometries. Whereas GOME
concentrates on measurements in the UV and visible
wavelength range (240 nm - 785 nm) [23), SCIAMACHY also
measures the solar part of the infrared spectral region.
SCIAMACHY measures light continuously from 240 nm up
to 1750 nm and in two spectral windows in the NIR (1940 nm
- 2040 nm and 2265 nm - 2380 nm). This enables
SCIAMACHY to detect important atmospheric trace gases
with absorption features in the IR, most notably CO, C01,
CH4, and N20. Pressure, temperature, water vapour and
aerosol information can also be obtained from this spectral
region.

A second significant advantage of SCIAMACHY is that in
addition to the nadir viewing geometry SCIAMACHY will
observe the atmosphere in limb and solar and lunar occultation
geometry. Limb and occultation measurements will provide
height-resolved information about atmospheric constituents on
a regular basis. The combination of nadir and limb
measurements will be used to derive tropospheric

concentrations of several atmospheric trace constituents on a
global scale.

5. Viewing Geometries and Typical Orbit
Atmospheric measurements will he performed in nadir.

limb and occultation geometry. In nadir mode. the
atmospheric volume directly beneath the spacecraft will be
observed. Across track scans will be performed covering an
area of up to about 480 km left and right of the ground track.
In limb mode the instrument observes the edge of the
atmosphere. Horizontal scans over a width of approximately
960 km will be performed at tangent altitudes from the ground
to about JOO km. Jn occultation mode the observational
geometry is the same as in limb mode, but measurements are
performed at times where the sun or the moon are in the
instrument's field of view. An alternating limb and nadir
measurement sequence will be performed for must time of the
sunlit part of the orbit (see figures 3 and 4).

Figure 3: Typical sequence of scientific measurements
during one orbit. The orbit starts witli limb measurements
prior to sunrise; during sunrise solar occultation
measurements are performed. Most of the sunlit part of the
orbit consists of alternating limb/nadir measurements. When
the moon is visible for SCIAMACHY (which is the case for
about one week per month) moon occultation measurements
are performed every second orbit on the southern hemisphere;
the orbital position of these moon occultation measurements
varies strongly over the year. The eclipse phase is dedicated to
calibration measurements (mainly dark current measurements
and measurements with the internal lamps).

Similar to ERS-2, ENVlSAT-1 will fly in a polar, sun­
synchronous orbit with an orbital period of about 100 min.
The eclipse part of the orbit is mainly used for calibration
measurements, i.e. dark current measurements and
measurements using the on-board lamps. During each sunrise
solar occultation measurements will be performed over the
northern hemisphere. Depending on season, these
measurements will cover a latitudinal range at the tangent
points from the north pole to 65°N. The moon will be visible
for SCIAMACHY for about one week per month over the
southern hemisphere. During these times lunar occultation
measurements will be performed every second orbit. Lunar
occultation measurements provide a challenge for mission
planning because the time and place of the visibility of the
moon show a large variability over the mission time. Moon
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occultation measurements will cover tangent latitudes between
30"S and 90"S over the year.

The spatial resolution of the measurements depends in
general on the sensitivity of the instrument to the intensity of
the incoming light. Therefore the spatial resolution shows a
spectral characteristic. For SCIAMACHY, the available data
rate is an important additional factor in this context. Due LO the
data rate limitations it is necessary to co-add data on board of
the spacecraft which essentially reduces the spatial resolution.
However, the flexible operational concept of SCIAMACHY
enables the definition of special spectral windows with
reduced (or even no) co-adding. A typical nadir spatial
resolution of about 30 km 60 km (along/across track) will be
achieved for all major atmospheric constituents. The vertical
resolution for limb and occultation measurements will be
about 3 km.

6. . Tropospheric Column Information from Combined
Limb-Nadir Measurements

A special feature of SCIAMACHY data analysis will be
the ability to combine alternating limb and nadir
measurements (see figure 4) which enables the tropospheric
column amounts of several trace gases to be determined. The
approach taken to determine the tropospheric column is to
subtract the stratospheric/mesospheric column derived from
limb measurements from the total nadir column.

Figure 4: Tropospheric columns from alternating limb
and nadir measurements.

This residual technique was developed by Fishman et
al.[25, 26] who derived tropospheric ozone columns from the
combination of TOMS total nadir columns with SAGE II
occultation profiles or SBUV nadir profiles. To reduce
possible error sources, SCIAMACHY limb and nadir
measurements are carefully matched such that effectively the
same atmospheric volume will be observed first in limb and
then 8 min later in nadir mode. From the combination of the
alternating limb and nadir measurements it will be possible to
derive tropospheric columns not only for 03 but also for N02,
CO, CH4, H20, N20, S02, H2CO, and BrO down to the
surface or the cloud top. This information will be available on
a global scale. At the equator global coverage will be achieved
within 6 days.

7. Summary

The study of the mechanisms which control stratospheric
ozone, determine the impact of tropospheric pollution arising
from industrial activity and biomass burning, enable the
troposphere-stratosphere exchange to understood as a global
perspective as well as the investigations of special events such

as volcanic eruptions. solar proton events. and other related
regional and global phenomena arc the scientific objectives of
the SCI AMACHY mission. SClAMACHY measurements will
yield the amounts and distribution of 0). 02• Oitil. 04. BrO.
OCIO. (CIO). S02. H1CO, NO. NO> NO,, CO, C02. CH4.
H20, N20. pressure, temperature. aerosol, radiation. cloud
cover and cloud top height. A special feature of
SCIAMACHY is the combined limb/nadir measurement
mode, by which tropospheric information is derived.
SCIAMACHY is thereby able to detect tropospheric column
amounts of O» N02, CO, CH4, H,O. N20, S02, H2CO, and
BrO down to the planetary boundary layer under cloud free
conditions or to the cloud top. Depending on the type of
measurements to be performed during the orbit, global
coverage is achieved within 3 or 6 days at the equator.

SClAMACHY will provide information of unique
importance for the environmental issues described above.
Provided measurements are made for a sufficient length of
time the dataset to be generated by SCIAMACHY will met
requirements for assessing the impact of anthropogenic
emissions on the atmosphere. Because of its wide range of
applications SCIAMACHY is a good candidate instrument for
any future global monitoring system. SCIAMACHY must also
be recognised as a voyage of scientific discovery. It will
survey the atmosphere in a manner previously not possible,
thus enabling new effects or atmospheric mechanisms to be
discovered.
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ABSTRACT

The SCIAMACHY instrument concept is that of a broadband
UV-visible-Near Infrared spectrometer at medium spectral
resolution designed for atmospheric tracegas studies. This paper
focuses on the enhancements of SCIAMACHY in comparison
with GOME, presently in operation on the ESA ERS-2 satellite.
These enhancements include the limb-viewing mode for
atmospheric profile studies and the extension of the spectral
range into the near-infrared for greenhouse gas/climate and
dynamic transport studies. From an instrument development
point of view, the novel near-infrared lnGaAs detectors and
read-out multiplexers form the most challenging part. Figures are
presented on the performance of these detectors and the
instrument as a whole.

1. INTRODUCTION

SCIAMACHY (Scanning Imaging Absorption Spectrometer for
Atmospheric Cartography) is an advanced UV-vis-NIR
spectrometer covering a wide spectral range (240 nm to 2380
nm) at moderate spectral resolution (0.2 to 1.4 nm), which
allows for the measurement of a large number of atmospheric
tracegases, including those relevant for ozone chemistry and
greenhouse radiation studies (Ref. I and J.P. Burrows, this
conference). SCIAMACHY will form part of the atmospheric
chemistry instrument complement on the ESA ENVISAT
scheduled for launch in the second half of the year 2000. It is an
Announcement of Opportunity instrument provided to ESA by
the national space agencies DLR (Germany), NIVR (the
Netherlands) and BUSOC (Belgium). Delivery is due in April
1999.

SCIAMACHY will observe the Earth atmosphere in alternate
(forward) limb and nadir view sampling the same air volume
with a spatial resolution of approximately 3 km in the vertical
direction and typically 30x60 km2 to 30x240 km2 in the
horizontal direction. At this spatial resolution the entire globe is
mapped in 3 to 6 days periods. In addition to the nadir and limb
observation modes the instrument can observe the sun and the
moon for occultation and calibration measurements.

The SCIAMACHY instrument system is composed of the
following sub-systems:
- the Optical Assembly containing scan mirrors, telescope,
spectrometer and detectors, including polarisation detectors
- the Electronic Assembly containing the science data processing
unit, the power, mechanism and thermal control unit, and the
instrument control unit
- the Thermal Assembly containing the radiant reflector unit
connected to the detectors via a (cryo-heatpipe) thermal bus unit,
and a flat radiator unit for cooling of the spectrometer. Also
decontamination heaters are available.
These sub-systems are mounted on three faces of the ENVISAT
satellite, as is shown in Figure 1. The main instrument data are
also given in Figure 1 (courtesy DLR, Cologne, I998, Ref.2).

In this paper I shall concentrate on the Optical Assembly, in
particular the enhancements of SCIAMACHY with respect to
GOME, presently in operation on the ESA ERS-2 satellite
(launched 1995). These enhancements include the limb viewing
mode. In combination with the nadir mode this mode enables
SCIAMACHY to retrieve global vertical profiles of tracegases
and aerosols as well as total column values. GOME has already
demonstrated the capability to probe the troposphere.
SCIAMACHY will extend this capability by discriminating
between lower stratosphere and upper troposphere. Under
cloudfree conditions SCIAMACHY will be able to detect
tropospheric constituents down to the planetary boundary layer.
It will be the only atmospheric chemistry instrument on
ENVISAT to do so.

A second enhancement on GOME is the extension of the spectral
range into the near infra-red, which contains the spectral
signatures of the greenhouse gases C02 (CO), Np, CH4 and
H20. From an instrument development point of view these near
infrared (NIR) detectors form the most challenging part of the
SCIAMACHY instrument. The detectors are based on novel
(extended wavelength) lnGaAs technology which in combination
with a novel multiplexer read-out system achieves low noise at
relatively high operating temperature of 150 K. For the first time
InGaAs detector arrays have become space qualified.

2. OPTICAL UNIT

The optical concept is shown in Figure 2. Light from the
atmosphere passes the limb and nadir viewing scan mirrors to be
collected by an off-axis parabolic telescope and projected into
the entrance slit of the spectrometer. This spectrometer is based
on predispersion by a prism and subsequent splitting of the
lightbeam into 8 spectral channels for final dispersion by
individual gratings. This concept allows light dispersion over a
wide spectral range with no overlapping orders and with low
straylight level, important to cover the large dynamic range of
atmospheric light (Ref.3). A compact and modular design was
established by stacking the individual channels in two layers
with all detectors located at one side of the instrument. The
generic design of individual channels consists of optical beam
folding and collimation onto a reflecting grating (or echelle for
the NIR) and a Petzval type imaging on the detectors. The focal
plane in which the detectors are placed is slightly tilted with
respect to the optical axis so as to avoid the need for chromatic
correction in the imaging objective. Integrated with the housing
of the NIR detectors a close coupled cylindrical lens is placed in
order to lower the f-number. With the instantaneous field of view
(IFOV) and the detector pixel geometry fixed, the optical
throughput of the instrument is determined by this f-number. For
the UV and visible channels the f# ranges between 2 and 3. For
the NIR channels it is nearing I in the cross-dispersion direction.

Because light from the atmosphere, in general, is polarised
additional information is gained by measuring the polarisation
state. This is accomplished by tapping linear p-polarised (parallel
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to the entrance slit) light from the pre-dispersed prism under the
Brewster angle which suppresses the s-polariscd light. This p­
polarised light is subsequently dispersed into 6 broadband
channels corresponding to spectral channels 2 to 8. Thus
information on the first two polarisation Stokes parameters can
be obtained. The third Stokes parameter is measured by aA5 u

polarisation detector. This is necessary because of the fact that
the limb-scan mirror is out-of-plane with the optical bench
which leads to polarisation mixing of incoming polarised light.
The fourth circular polarisation Stokes vector is not measured.
Atmospheric light is not assumed to be circularly polarised.
Additional information on the polarisation state is obtained at
the channel overlap regions with different polarisation sensitivity
in adjacent channels. Measurements with the GOME breadboard
model from the ground have revealed a distinct fine-structure in
the polarisation spectrum of the zenith sky light (Ref.4). This
line structure cannot be detected by SCIAMACHY (nor GOME)
and has to be corrected for by appropriate modelling. Ongoing
research at the Ring effect near the Fraunhofer lines (400 nm)
and aerosol scattering near the oxygen band (770 nm) could
explain this polarisation structure (see Helderman, this
conference).

On-board calibration is established via the nadir scanmirror
positioned at the entrance of the instrument, oriented such as to
view either the on-board spectral line source (Pt/Cr hollow
cathode Ne-discharge), the white light source (UV enhanced
quartz tungsten halogen lamp), or the sun via the diffuser plate
(Al), fixed at the back of the scanmirror. Further details are
given in chapter 4.

In addition to the 8 high-resolution spectral channels, and the 7
broadband polarisation channels, a sun/moon following quadrant
Si-detector is mounted next to the spectrometer slit. This
detector is used for pointing of the scan mirrors during
occultation/calibration measurements. Relevant data on the field
of view of the instrument and the spatial resolution for the
various observation modes are given in Table I.

3. DETECTORS

The spectrum produced by the double spectrometer is
simultaneously recorded by the 8 detector modules. The channel
definition of the detectors is given in Table 2. A detector module
consists of a solid-state diode detector array of 1024 pixel
elements, a support structure and frontend electronics. The
salient part of the detector support structure is a stainless steel
labyrinth consisting of three nested concentric cylinders (0.1 mm
wall thickness) suspending a cold finger for cooling of the
detector. This construction combines good thermal insulation,
good mechanical stability and good electro-magnetic shielding.
The electronics contain amplification, digitisation and data
formatting. It also forms the interface with the Science Data
Processing Unit. The type of detector employed is given in Table
2 along with their nominal operating temperatures.

For spectral channels I to 5 the space-qualified EG&G Reticon
RL I024 SR detector is employed (Ref.5). This device contains
1024 pixels of dimension 25*2500 µm2• The light-sensitive
material consists of p-type Si with n-type regions defining the
pixels. Dark current is low for these devices and is further
reduced by lowering the operating temperature to 200 K (Ch 1
and 2) and 235 K (Ch 3 to 5). Quantum efficiencies range from
35% at 240 nm up to 85% at 700 nm, dropping to zero above

I050 nm. TI1e cut-off wavelength shifts to shorter wavelengths
upon cooling. The linearity is measured to be in the order of
99.8% or better. The noise in these devices is determined by
reset or "kTC" noise. The noise-reduction technique of
Correlated Double Sampling (CDS) is employed to eliminate the
kTC noise of the video line. The kTC noise of the detector-diode
capacitor, however, remains. This CDS feature is not present on
GOME.

The individual pixels of the RL 1024 SR can be randomly
accessed, making it possible to create "virtual channels", i.e., the
possibility to have different integration times for two parts of the
array. This feature is employed in channels 1 and 2, where there
is a large dynamic range of the atmospheric signal.

A further difference with the Reticon detectors employed for
GOME is the faster multiplexer (MUX) read-out time of the
detector pixels in 29 msec instead of 97 mscc total. This is an
improvement which reduces the error introduced by the
registration mismatch of different wavelengths observing a
different ground pixel during detector read-out while the scan
mirror and satellite move to a different position, the so-called
spectral aliasing effect.

For channels 6 to 8 the novel lnGaAs composite material is used
to record the spectrum above I000 nm where the electronic
bandgap of silicon (-I.I eV) becomes too large to detect the
lower energy photons corresponding to 0.5 cV at 2400 nm. The
composition of InGaAs can be tuned to match the wavelength
response. Detectors using this material have been custom built
for SCIAMACHY by Epitaxx Inc., NJ, USA under technical
direction of SRON (Ref .5).

The InGaAs material is epitaxially grown on an lnP substrate.
The main difficulty of In,Ga1-.As lies in the fact that with
changing composition for wavelength tuning, also the lattice
constant changes which then does not match with the lattice
constant of the InP substrate. For channel 6 (ln53Ga_47As) a
perfect match with the InP substrate exists. It yields the best
detector performance in terms of dark current and responsivity.
However, at longer wavelength, higher In content is required,
which results in lattice mismatch. This causes dislocations which
are a source for dark current noise.The practical approach here
is to grow the required InGaAs on the InP substrate in such a
way that the minimum amount of lattice dislocations are
generated. This is achieved by growing intermediate layers of
JnAsP. This material has a larger bandgap and therefore
produces less thermally-activated electron-hole pairs. It has been
found experimentally that the best detector performance is
obtained if the lattice adjustment by lnAsP is performed with
discrete stepped layers, with sharp interfaces between the layers.
In this case, the lattice dislocations are bent into the plane of
growth, rather than extending into the active layer (Refs. 6-8).

On top of the stepped layers the active layer of InGaAs is grown,
with the required Indium contents. This is covered by a layer of
InAsP equal to the last graded layer for balancing lateral stress.
A SiN coating caps the device, which also acts as an anti­
retlection coating. Individual pixels are created by Zn diffusion.
One detector array consists of 1024 pixels of dimension 500 * 13
µm2, on a 25 µm grid spacing. The height of the pixels is smaller
than that for the Si detectors. A cylindrical lens close-coupled to
the detectors compresses the light and adapts for the smaller
pixel height. This geometry results in lower dark current at
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higher radiance, i.e. better SIN.

The impact of dark current on detector performance is twofold:
Firstly. during measurement the full well capacity of the diode
is filledwith dark signal, reducingthe dynamicrange. Secondly,
dark current increases the noise of the system (shot noise): Both
effects can be reduced by reducing detector temperature, bias
voltage and integration time.

Operation of the InGaAs detectors at near-zero bias voltage
required the development of a custom built charge
integrator/multiplexer (MUX) for the SCIAMACHY
programme. The features of this MUX are:

Capacitive Trans Impedance Amplifier (CTIA) for every
pixel (2 sets, interleaved at both sides of the array)
Simultaneous read-out of all pixels (same ground pixel
observed at all wavelengths).
Low noise (Correlated Double Sampling)
High linearity Iz 99.9 %)
Built-in address generators
Two-directional read-out (count up and count down)
Integration times from 31.25 ms up to 10minutes
Short integration times (28µs < t;0, < 32 ms), the so-called
hot mode

The detector/multiplexer packaging is shown in Figure 3.

For the most demanding InGaAsdetectorof channel 8, sensitive
to 2400 nm, dark current levels have been achieved as low as
20-100 fA per detector pixel area A of 1.25·l0·4 cm2

(R A=2.5- l2.5 MQ·cm2) at an operating temperature of 150 K
and a bias voltage of 2 mV. Lower temperatures further reduce
the dark current, but also decrease the quantumefficiencyat long
wavelengths,yieldingno net gain in performance.Per degree K
cooling the cut-off wavelength shifts approx 2 nm to shorter
wavelengths. During operation the bias voltage setpoint can be
adjusted individually to near-zero values to lower dark current
values.

In order to understand and optimise the performance of the
InGaAsdetectors measurements of dark current and noise have
been made as a function of temperature and bias voltage. A
theoreticalmodel was developed to explain these measurements
(Ref.9). Dark (or leakage) current is the result of thermally
generated electron-hole pairs in the solid-state diode in the
absence of illumination and is inversely dependent on
temperaturethrough the Boltzmannfactorexp (-E6J2kn, where
E~"I'is the electronic bandgapenergy [cV]. Four componentscan
be identified: interface current, diffusion current, generation­
recombination current and tunneling current. From the voltage
and temperature dependence these components could be
separated out. Results for channel 8 for a typical "good" pixel
are shown in Figure 4. It shows that lowering the temperature
below 140K does not further reduce the dark current very much
because the tunneling component with weak temperature
dependence takes over from the recombination-generation
current. The diffusion current component is negligible at these
temperatures, whilst the interface current produces a constant
offset, independent of bias voltage. Results of a typical "bad"
pixel are also shown. The temperature/voltage- behaviour
suggests tunnelingcurrent to be the cause for large dark current.
It is proposed that large dislocations in the active layer cause
distorted diffusion of p+ doping producing a higher tunneling
current. It was concluded (Ref.9) that doping levels should be
made high, such as to reduce depletion width (and hence

generation/recombination current), but not as high as to cause
tunnelingto becomedominant (at reduceddepletion width). The
optimum doping concentration was found to be just under I017

cm",

Similar to dark current, the Planck black-body radiation of the
instrumentat roomtemperatureproved to be a significant source
of darksignal and noise for channel 8 (Ref. I0). The instrument
thereforeis cooled to approximately -20°C. Small variations in
this temperature produce a noise over the integration time, in
particular over the sunlit part of the orbit. This is overcome by
active thermal control of the optical unit to within 0.25 K. The
temperature variation of the NIR detectors themselves is also
controlled in order to reduce dark current noise. The thermal
stabilityof theNIRdetectors is within a few times I0"2 K at 150
K during integration and over an orbit.

The detector noise consists of the following contributions:
electronic noise, Johnson noise and shot-noise contributions of
the signal, the dark current and the thermal background
radiation.Sincethe detector is operated at a low bias voltage the
noise canbe describedin terms of detector resistance. The noise
can be calculated using the expression for the Johnson noise:

where, i1 is the Johnson noise expressed as a noise current, k is
Boltzmann's constant, T the detector temperature in Kelvin, B
the electrical bandwidth, and R the detector resistance. For
charge-integrating read-out electronics, the noise expressed in
electronsper read-outbecomes n, == q' v'(2kTt;0/R),where t;0,is
the integrationtime and q the charge of an electron. In addition
to Johnson noise the most important electronic noise sources are
the preamplifiernoise, ADC noise, power-supply noise and the
thermal noise of the reset amplifier and the sample circuit. The
results of calculations are shown in Table 3a and 3b. These are
compared with measured values in Table 4. Improvements are
possible on the power supply rejection ratio applying better
shielding and filtering. Agreement between theory and
measurement is good. Further details can be found in Ref.9.

4. CALIBRATION

Calibration accuracy is at the basis of the quality of the
SCIAMACHYdata products.This refersnot only to photometric
and spectral calibration which are both essential for the
identification and quantification of the concentration distribu­
tions of the target tracegases. It also refers to instrument
characteristicssuch as signal to noise ratio (SIN), instrument line
shape (!LS) as well as the field of view (FOY) and the pointing
accuracy of the instrument. The SCIAMACHY instrument
contains a large number of diffraction gratings, reflecting
surfaces and a prism that introduce a polarisation of the
incoming light. Since the incoming light is polarised by itself
through atmosphericprocesses,the instrument response not only
depends on the magnitude but also on the polarisation state of
the signalto be measured.In order to correct for the polarisation
sensitivity,SCIAMACHYhas been equipped with detectors that
can determine the (linear) polarisation state of the light beam
entering the instrument.

In order to achieve good calibration accuracy several, partly
complementary, calibration modes arc available on SCIA­
MACHY:
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Table I Spatial resolution a111J :o.Jlilli<il coverage of SClt\Mt\CHY observation modes

Gcouctricn Covcr.igc I Typ. spatial resolution
I FOY (scan mirrors)

Nadir I along trnck 25 km conunuous .10 km

across track 0.6 km '160 km .1010 240 km

Limb I azimuth 110 km 960km 240 km

I
elevation 2.5 km 0-150 km 3 km vcn

Solar I azimuth 40km NA 30 km (tangent point)
Occultntion I

elevation 2.5 km 0-150 km 25kmven

Table 2 SCIAMACHY Channel definition. resolution, light-sensing material and nominal detector temperature

Ch.# Wavelength Resolution Light-sensing material T"',
[nm] [nm] [K]

I 240- 314 0.24 Silicon 200
2 309 - 405 0.26 Silicon 200
3 394 - 620 0.44 Silicon 235
4 604 - 805 048 Silicon 235
5 785 - 1050 0.54 Silicon 235
616+ 1000 - 1750 148 ln._nG::i..nAs+ln ,,,1Ga,.0As 200
7 1940 - 2040 0.22 In.1Ga1,,As 150
8 2265 - 2380 0.26 InR1Ga11As 150

PMD# Spectral range Resolution Light-sensing material T.•,
[nm] [nm] [K]

I 310-377 broadband Silicon 253
2 450-525 broadband Silicon 253
3 617-705 broadband Silicon 253
4 805-900 broadband Silicon 253
5 1508-1645 broadband lnHGa.nAS 253
6 2265-2380 broadband In11Ga17As 253

45 deg 802-905 broadband Silicon 253

Table Ja Calculated electronic noise (electron rms) at 31.25 ms integration nrre

ch 6/6+ ch 7/8

Electronic thermal noise 341 118
Preamplifier noise 79 203
ADC noise 269 90
Power-supply noise 1300 435

Electronic noise 1373 502

Table 3b Diode noise (electron rrns) for a reverse bias voltage of 2 mV and an integration time of 31.25 ms.
Nole the significant contribution of thermal background noise in channel 8

Channel 6@ 200K 7@ 150K 8@ 150K

Johnson diode noise 301 355
Thermal back. noise II 44 198
Dark current noise I 84 99

Table 4 Total noise (electron rms) of the SCIAMACHY NIR channels (imegration lime 3 I .25 ms)

Channel Modeled value Measured value

6 1.173 1132
6+ 1404 1488
7 593 636
R 653 668
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Fig. 5 Simulated detector signal (upper panel) and noise (lower panel) for the nominal instrument in nadir observation for northern
hemispheresummer,albedo 30%, solar zenith angle 33°5. In the upper panel the main contributions to the signal (instrumental thermal
background,detectordark current, and earthshinespectrum)are indicated separatelyand in a cumulative fashion. The lower panel shows
the noise level and the effects of dead pixels, noisy pixels, and pixel-to-pixel variation of both detector dark current and sensitivity to
thermalbackground.Pixel integration time is I sec. For clarity, only a part of the detector (corresponding to 2359-2382 nm) is shown.
In this region, absorption lines from CH, and CO reside.
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sun via on-board diffuser (for normalisation of earthshine
spectra)
direct sun viewing in different gcomeries (for in-flight
characterisation and monitoring)
lunar radiance (for radiance measurements using the same
optical path as earthshine)
white light source (for pixel to pixel gain and etalon
correction)
spectral light source (for spectral calibration)

Spectral calibration can be improved by analysing solar
Fraunhofer lines.

The enhancement on GOME calibration is the availability of a
white lamp on SCIAMACHY for correction of the etalon effect,
i.e. thin interference layers of ice forming on the detector and
optical surfaces that are not stable in time. In-flight calibration
data combined with on-ground calibration and characterisation
data will be used to derive instrument calibration data that will
determine data quality. Characterisation data include data such
as detector noise, dark current, etalon, polarisation, straylight,
vignetting, under-/oversampling, ageing, etc. For more details
see Ref. 16. Calibration accuracies achieved are in the order of
3% to 4% (absolute) for photometric calibration and 1/50 of a
detector pixel for spectral calibration. Typically two detector
pixel elements are used to characterise the spectral line width
(resolution) of the instrument (Nyquist criterion).

Unlike GOME on-ground calibration and characterisation of
SCIAMACHY has been performed under thermal-vacuum
conditions representative for space operation. GOME has
displayed various calibration artefacts related to the fact that the
on-ground calibration of the instrument was done in air under
ambient temperature conditions. In-flight the following air­
vacuum effects became apparent:
- outgassing (spectral shift of dichroic mirror, change in
polarisation response) and gas desorption from optical surfaces

- ice layer formation on cold detector surface (etalon) from water
vapour desorbed from instrument surfaces.

Air-vacuum effects are expected to play a less significant role in
SCIAMACHY. At an early date it was recognised that
calibration under operational vacuum conditions was mandatory,
which has led to the procurement of the OPTEC thermal-vacuum
calibration facility. The instrument employs vacuum compatible
materials and optical coatings, the construction of the detectors
is consistent with operation under vacuum conditions and the
instrument is temperature stabilised.

5. PERFORMANCE CALCULATIONS

Signal to noise calculations and sensmvity studies for the
detection of tracegases have been carried out using the SRON
developed SCIAMACHY Instrument System Simulator SISS
(Ref. 11-14 ). The computation comprises two parts:
- geophysical tracegas target and an atmospheric forward model

for the calculation of the input signal to the instrument
- an instrument model (SISS), calculating signal and noise

output at the detectors.
Signal to noise values have been calculated for all detector
channels, and are generally above 1000. Exceptions are channels
I, 7 and 8. These calculations have been used for instrument
design and feedback to instrument development, to optimise the
instrument settings and to develop mission scenarios. Recently,
the SISS is also employed to test the SCIAMACHY data
processing software.

Channel 8 of SCIAMACHY, the most critical channel to
develop also contains some of the most interesting science, as it
will be measuring global concentration distributions of methane.
carbon monoxide, nitrous oxide and water vapour. Results of
signal to noise calculations for this channel arc shown in Figure
5. For the computations a nominal instrument with a detector
dark current level of 30 fA, an instrument thermal background
resulting in a detector background signal of 150 fA, and a
spectral resolution of0.24 nm have been assumed. These values
correspond to a detector temperature (for infrared channels 7 and
8) of 150 Kand a spectrometer optical unit temperature of 253K.

The sensitivity expected for SCIAMACHY nadir observations
of CO is in the order of I0%, better in the Northern hemisphere
at polluted regions. For CH4 the sensitivity is better than I%.
N,O sensitivity is in between. For detailed results of the
detection sensitivities of CO, CH, and N,O, see Schrijver (this
conference).

6. OBSERVATION MODES AND SPATIAL RESOLUTION

The observation modes of the atmosphere available on
SCIAMACHY are: nadir, limb and solar/lunar occultation.
Spatial coverage and resolution are given in Table I. The spatial
resolution is determined by SIN values (integration times) and by
data rate limitations ofENYISAT. Spectral channel detectors are
read out every 31.25 msec ( 1/32 sec) and this signal is stored in
a RAM memory in units of 62.5 msec (1116 sec). For a nominal
measurement integration time of I sec, the 16 measurements are
co-added on-board before downlinking, resulting in a typical
spatial resolution in nadir of 240 km across-track. Better spatial
resolution can be obtained by selecting a limited spectral
window, so-called clusters, that are read out and processed on­
board with less co-adding. In this way 8 cluster readings per
second can be downlinked, resulting in a minimum 30 km
across-track resolution. This cluster read-out mode is applied for
relatively high SIN constituents such as 03, N02, H20, aerosol
and clouds. Spatial resolution is higher for the PMD detectors
because the signal of these detectors is sampled at 40 Hz (25
msec) resulting in 6x30 km ground pixel size resolution.
Detector module and PMD signals are not synchronised by a
master-clock: Both signals are downlinked, time stamped and
co-located by the on-ground dataprocessor with I rnsec relative
and 10 msec absolute datation accuracy (for details see Slijkhuis,
this conference).

A typical operation sequence of SCIAMACHY, emerging from
the eclipse side of the Earth, begins with a limb measurement of
the twilight atmosphere, followed by a solar occultation
measurement over the North pole and a solar calibration
measurement. Solar occultation measurements cover the 65°N
to 90°N latitudes. Subsequently, an alternate limb-nadir
sequence is started, observing the same air volume first in limb
and approx. 7 minutes later in nadir. A detailed mission scenario
has been developed (Ref.15) in which integration times and scan
mirror movements have been synchronised to achieve an
optimum in S/N and spatial resolution/coverage. Global
coverage is obtained in 3 to 6 days, depending on latitude and
data processing schemes. The observation sequence is
supplemented by a moon occultation and calibration
measurement. Compared with GOME moon observations are
available more frequently, 5 to 8 days per month as compared
with a few times a year for GOME. The latitudinal coverage is
30°S to 90°S. The moon calibration mode has proved useful for
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GOME. The observation sequence is closed by further
limb/nadir measurements. For further details see Ref. 17 and
Bovensmann (this conference).

For solar calibration three scan strategies are available: step-wise
scanning of the solar disc. co-added several times (similar to
SAGE II), stare-mode pointing at one spot of the solar disc
(similar to HALOE), and a fast sweep over the solar disc with
continuous (125 ms) exposure. Aspects of pointing/ attitude
stability of the instrument/platform, the occurrence of sun spots,
and solar movement during scan determine the calibration
accuracy. The fast sweep mode is the baseline solar calibration
mode selected.

All measurements, except lunar observation, are carried out
every orbit, i.e. 14 orbits per day. On the eclipse side calibration
measurements are performed, including dark current measure­
ments. Spectral lamp and white lamp measurements are
performed during eclipse on a weekly to monthly basis.
Instrument degradation is monitored both for the spectral
channels as well as the polarisation channels, similar to GOME
(see Tanzi, this conference).

7. CONCLUSIONS

GOME has demonstrated the capability of acquiring global
information on total column amounts of ozone, N02, S02, BrO,
OCIO, HCHO, and information on aerosol and clouds. Also, it
has proved possible to retrieve height profile information on
ozone, BrO and S02 to a limited extent. SCIAMACHY will
significantly enhance the GOME vertical information through
the availabilityof the limb observation mode. It will extend the
range of atmospheric trace constituents with global
measurements of CO, C02, N20, CH4 and H20. This is made
possibleby the development of InGaAs detectors extending the
GOME spectral range to the near infrared.
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SCIAMACHY INSTRUMENT CALIBRATION AND PERFORMANCE:
FIRST RESULTS

Marcel Dobber, TNO Institute of Applied Physics (TNO-TPD), P.O. Box 155, 2600 AD Delft,
The Netherlands. E-mail: dobber@tpd.tno.nl

polarised light. In short. a Stokes vector describes
1. Abstract polarised light as follows:
This document describes the state of calibration and
performance of the SClAMACHY instrument. to be
launched on ENVISAT in 2000. after the main on­
ground calibration and performance verification phases.
A number of calibration and performance parameters
will be discussed and results will be shown. The overall
conclusion is that the SCIAMACHY calibration and
performance are in very good shape with respect to the
instrument requirements.

2. Introduction
The SCIAMACHY instrument, to be launched on
ENVISAT in the year 2000, will measure atmospheric
gases and aerosols in order to monitor climate processes
and climate changes. In order to reach these high-level
objectives the instrument has to comply to various
calibration and performance requirements. The
calibration and performance are the subject of this paper.
The instrument bare optical bench is shown in figure I
and the integrated instrument is shown in figure 2,
including the thermal systems for cooling of the
detectors (partly) and cooling of the optical bench.
Following the light path the instrument consists of an
Azimuth Scan Mirror (ASM), an Elevation Scan Mirror
(ESM) with an on-board diffuser mounted on the
backside, entrance telescope and entrance slit, and a
predisperser prism, which performs the first coarse
dispersion of the light for the various optical channels.
After the predisperser prism the light is separated for the
ultraviolet channels I and 2. the infrared channels 7 and
8, and the visible-infrared channels 3-6, which proceed
to a second level of the optical bench. The visible and
infrared channels are separated from each other by
means of dichroic mirrors. All channels have dedicated
imaging optics, a reflection grating for the final color
dispersion and an array detector with 1024 pixels. The
detectors for channels I-5 are Si detectors, whereas the
detectors of channels 6-8 are lnGaAs detectors. The
instrument corrects for the polarisation state of the
incident light using a dedicated Polarisation
Measurement Device (PMD). The first 6 PMD
broadband detectors measure the polarisation component
parallel to the entrance slit, while the r: PMD
broadband detector measures the polarisation component
with a direction of 45 degrees with respect to the
entrance slit. Further important optical components
include a Neutral Density Filter (NDF), which can be
inserted in channels 3-6 to reduce the light intensity by
about a factor of 5, and a small aperture mechanism,
which can be inserted for all channels to reduce the light
intensity and adapt the instrument Instantaneous Field
Of View (IFOV). The small aperture is used for direct
sun observations.
The instrument radiometric calibration is based on the
Stokes vector and Mueller matrix descriptions of

[

I] [ IntensityUnpolarised Light l
Q Intensity0° - Intensity 90°
U = Intensity +45° - Intensity - 45°
V IntensityCircular Polarisation

(I)

It is well known that the circular polarisation component
appearing from atmospheric light can safely be taken as
zero, Optical components are described to operate on
these Stokes vectors as 4 by 4 Mueller matrices. for
example for an aluminium mirror:

[
I"] [M11Q - M12
U' - 0
V' 0

1.][~]
M33 V

M12 0
M11 0
0 M33
0 -M34

(2)

In the SCIAMACHYlimb mode the convenient structure
of these matrices is broken by the orientation of the
ASM with respect to the ESM. In order to describe this
in the Mueller matrix formalism a rotation matrix has to
be included, resulting in the following result:

Metevalion ®Rotation( a)® Ma::imUJh=
(3)

The light intensity measured by the detectors (array
detectors and polarisation detectors) is in principle now
described by:

depending on /, Q, and U. For the nadir mode it can be
shown that only the Stokes parameters I and Q are
important to radiometrically calibrate the instrument,
when non-depolarising optics are assumed. For these
reasons the 7th PMD detector, which measures the U­
Stokes-component of the incident light, was introduced
into the instrument design for the limb mode. The limb
radiometric calibration and the calibration algorithms
are much more complicated than for nadir because of
this.
The instrument calibration described in short above and
the instrument performance must be described and
measured accurately in order to fulfil the instrument
mission objectives. In this document a number of
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calibration and performance parameters are descibed and
measurement results are presented.

3. SCIAMACHY Calibration and Performance
results
The calibration and performance verification approach of
the SCIAMACHY instrument has been such that a
number of important calibration and performance
parameters, which are anticipated to change from air to
vacuum conditions and at different temperature
conditions, are measured under thermal-vacuum
conditions. The thermal-vacuum measurements have all
been performed in the so-called OPTEC thermal-vacuum
chamber with accompanying optical stimuli (see figure
3) at Fokker Space in Schiphol-Oost, The Netherlands.
In this facility the optical bench can be cooled down to
its in-flight temperature of -17.9 degrees Celsius (this is
also the temperature of the PMD detectors) and the array
detectors can be cooled down to their operational
temperatures (channels 7 and 8 are the coldest with
temperatures of about 150 K). Since the final in-flight
array detector temperatures are not yet known
accurately, the relevant calibration parameters were
calibrated at 2 detector temperature levels. Figure 4
shows this temperature dependence for the radiometric
calibrations. The effect can be as large as 3% per
Kelvin. Some calibration and performance parameters
are expected to change from air-to-vacuum and at
different temperatures as a result of optical component
outgassing, prism dispersion changes, and changes in
optical characteristics.

3.1 Calibration of scan mirrors and diffuser
The calibration of both scan mirrors, including the on­
board diffuser was performed under ambient conditions
at the calibration facility at TPD in Delft, The
Netherlands, on unit level, i.e. the scan mirror modules
were not integrated into the optical bench. This
calibration included the polarisation-dependent
radiometric calibration and the calibration of the angular
dependence of both mirrors. Three operational modes
were calibrated:
1) Nadir, only ESM
2) Limb, ASM plus ESM
3) Diffuser, ASM plus on-board diffuser
The diffuser mode is employed in flight to perform sun­
over-diffuser measurements. The measurements are
performed using either one or two polarisers to present
polarised light to the mirrors ot to measure polarised
light coming from the mirrors (or both). Five different
polarisation directions are necessary to calibrate the
instrument: unpolarised (u), s-polarised (s), p-polarised
(p), +45-polarised (4), and -45-polarised (m). For
example, a measurement with the first polariser in the s­
polarised position and the second polariser in the +45-
polarised direction is called s4. The required calibration
keyparameters are:
nadir us,up,pp,p4
limb us,up,ss,pp,4s,4p,ms,mp,44,s4,p4,sp,ps
diffuser us.up
The geometry of the on-board diffuser is shown in figure
5. Some typical results of the scan mirror calibration are
shown in figures 6 (nadir angular dependence as

compared to theory [ASAP]), figure 7 (limb reflectance)
and figure 8 (diffuser 'reflectance').

3.2 Thermal-vacuum calibration and performance
The absolute radiance calibrations for nadir and limb
(figure 9) and the absolute irradiance calibration for the
sun-over-diffuser mode (figure 10) were performed
under thermal-vacuum conditions. In figure 9 the
absolute radiance calibration for the GOME-I
instrument is depicted for comparison. The ND filter
transmission characteristics are part of the radiometric
calibration keydata, This is shown in figure 11.
The wavelength calibration, instrument slitfunctions,
and spectral resolution are derived from measurements
with spectral line sources. The instrument has its own
internal spectral line source (SLS), the response of
which is shown in figure 12. The results are:

Ch. I Spectral resolution Optimal slitfunction
x

2.0 sim rbolic
2 1.9 sim rbolic
3 2.0 sim rbolic
4 2.0
5 2.0
6 1.8
7 4.0 I 2.1
8 3.5 I 2.1

Table 1: Spectral resolution and slitfunctions.
• indicates results from after refocussing of channels 7
and8.

The infrared channels 7 and 8 were refocussed at some
stage to improve the spectral resolution. The simple and
compound hyperbolic functions are functions of the type:

2 d2
y a + (5)

b2 +(x-c)2 b2 +(x-c)4

The internal SLS optical beam is known to be partly
blocked by the ESM housing, resulting in slightly
narrower and shifted lines with respect to results
obtained with external line sources. This effect, which is
expected to be stable in flight, has been accurately
calibrated and characterised.
The instrument is equipped with an internal Quartz
Tungsten Halogen White Light Source (WLS). This
lamp emits a spectrally smooth blackbody spectrum with
a Planck temperature of about 3050 K. The lamp is used
in flight to characterise the radiometric response of the
instrument (the WLS has been observed to have a very
good radiometric stability on ground), calibrate the
pixel-to-pixel gain of the array detectors, which is
particularly important for the infrared channels 6-8, and
monitor the ND filter transmission characteristics. This
is necessary due to the fact that the sun-over-diffuser
measurements are performed with the NDF in place in
order to avoid saturation in channels 3-5, whereas the
nadir and limb measurements are performed without the
NDF. For the sun-normalised radiance measurements
these nadir and limb measurements are divided by the
sun-over-diffuser measurements and therefore the NDF
characteristics appear in this ratio. The internal WLS
provides a means to monitor this in flight. The regular
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WLS measurements are performed with the NDF, also to
avoid saturation. However, at a slightly different ESM
angle where the WLS measurements do not saturate with
and without the NDF, the NDF transmission can be
measured. The instrument internal WLS response is
shown in figures 13 and 14.
The polarisation calibration consists of a part measured
under thermal-vacuum conditions with the scan mirrors
in their nominal nadir and limb positions and the
ambient scan mirror and diffuser calibration described
above. Two polarisation parameters are of direct interest
for the calculation of the calibration keyparameters: T]
and ~. defined as follows:

arraydetector response to s - polarised light
T/ = arraydetector response to p - polarised light

(6)

polarisation detector response top - pol. light-~=~~~~~~~~~~~~~-
arraydetector response to p - pol. light

(7)

The T] parameter is measured with an external white
light source and a Brewster polariser and the ~
parameter with a monochromator and a Brewster
polariser, because the PMD detectors are broadband
detectors and the ~ parameter needs to be measured at a
fine wavelength grid. Both experimental setups are part
of the dedicated and fully commissioned optical stimuli
setup that pertains to the OPTEC setup. Both Tl and ~
parameters need to be corrected for setup artefacts. The
T] and ~ parameters can be combined with the angular­
dependent scan mirror and diffuser calibration key
parameters to yield a full set of all required calibration
keyparameters. The results for the Tl and ~ calibration
parameters are shown in figures 15 and 16, respectively.
The spectral sensitivity curves of the polarisation
detectors, shown in figures 17 and 18 (uncorrected for
monochromator output), can cross over the spectral
boundaries of the main optical· channels, causing
singularities in the ~ parameter. For this reason multiple
~ calibration parameters, made up of combinations with
polarisation detector signals with various array detector
channels over which the polarisation detector spectral
responsivity curve extends, are calculated. The ~
calibration parameters are currently only delivered for
the PMD high-gain electrical signals. The dotted line in
figure 17 is the PMD #7 curve, which corresponds
closely to the PMD #4 curve. The jump at 1650 nm is
caused by a grating change of the monochromator.
A number of additional polarisation measurements have
been performed during the thermal-vacuum calibration
phase. These additional measurements are of interest for
a better understanding of the calibration and
performance parameters of the instrument, they are not
strictly required for the calculation of the calibration
keyparameters. Such additional parameters include: ( in
nadir, T] and ( in limb, and Tl and ( for the sun-over­
diffuser mode, with ( being defined as:

( = arraydetector response to - 45 - polarised light (8)
arraydetector response to +45- polarised light

Furthermore, a number of Brewster scans have been
performed. In this kind of measurement the polarisation

direction is stepped from for example -90 degrees to
+ 180 degrees in steps of 5 degrees and at each step the
instrument response is measured. Figure 19 shows an
example of such a measurement. In the figure the
response of PMD's 6 and 7 are shown. It can be
observed that the 6thPMD measures p-polarised light (at
about 1.5 radians), whereas the 7th PMD measured +45-
polarised light (at about 2.3 radians), in agreement with
the instrument design.
Two remarks can be made about the PMD detectors.
Firstly, PMD's 1 and 7 are known to measure electrical
spikes with an amplitude of about 100-200 above the
normal measurement level at a frequency of about once
every 10 minutes. The origin of these spikes is currently
unknown. In flight, one can look for the existence of
such spikes in e.g. the dark signal measurements.
Secondly, the PMD detectors suffered from electrical
crosstalk in the past. One PMD channel readout could
cause a disturbance signal in the next PMD detector of
maximally 5-6%. This effect has recently been
drastically reduced by a hardware modification, and the
effect is now within acceptable limits.
The array detectors can in some cases feature an
exhanced noise behaviour. An example of this effect is
shown in figure 20. It can be seen that the pixels which
are read out later than the pixels at which the strong
signal is measured are affected by enhanced noise.
The spectral straylight is also calibrated and
characterised under thermal-vacuum conditions. Because
the spectral straylight can in principle be polarisation­
dependent, measurements were defined with different
input polarisations to verify this, but almost no
polarisation dependence of the spectral straylight was
found. Spectral straylight can be divided into spectral
ghost straylight (localised on a few pixels) and uniform
straylight (distributed over all pixels in a channel). No
spectral ghosts were detected stronger than typically
0.05%. An intrachannel ghost in channel 8 was
measured and calibrated when channel 7 is illuminated,
its strength being typically 0.1%.
The Instantaneous Field Of View (IFOV) in cross­
dispersion direction of all detectors was also measured
under thermal-vacuum conditions for the large and the
small apertures. The results are shown in figures 21-24.
In figures 21 and 23 the measured signals are shown as a
function of illumination angle within the IFOV in cross­
dispersion direction for a number of pixels in various
array detector channels. From such figures the 50%
response points can be determined, indicated by the
vertical bars in the figures, and the IFOV size and
alignment in cross-dispersion direction can be measured
for all pixels in the array detectors and for all PMD
detectors. The latter results are shown in figures 22 and
24 (neglect the cases in figures 22 and 24 where the
results are off-scale in the figures, this is due to
measurement artefacts and not a result of instrument
performance). The design requirements for the IFOV in
cross dispersion direction are 1.80 degrees by 0.045
degrees for the large aperture and 0.72 degrees by 0.045
degrees for the small aperture. It can be seen from
figures 22 and 24 that measured results are very close to
these design requirements. Furthermore, it can be
observed that all detectors are almost perfectly aligned
with respect to each other. The results for the small
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aperture show a classical diffraction pattern, which
changes considerably with wavelength (figure 23). This
small aperture is used for solar occultation and
calibration measurements over both scan mirrors or over
the elevation scan mirror alone (sub-solar mode). If the
measurement conditions are always similar, this
diffraction pattern causes no additional problems. In any
case, the measurement information in order to fully
characterise this diffraction pattern is available.
The IFOV in dispersion direction was verified under
ambient conditions.
The signal attenuation ratio of the large aperture over
the small aperture has been characterised. It is shown in
figure 25.

4. Conclusions
A large number of SCIAMACHY instrument calibration
and performance verification measurements have been
acquired during the on-ground calibration and AlT
phases. The first results of these measurements are
described in this document and it was shown that for all
calibration and performance verification measurements
good quality results have been obtained. Furthermore, it
was shown that the instrument calibration is in good
shape. Further work is required to fit together the
calibration keydata and the 0-1 dataprocessing and to
test the quality of both in an integrated environment. It
was also shown that the instrument performance is very
good with respect to the instrument requirements.
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7. Figures

Figure 1: SCIAMACHY optical bench with integrated
thermal equipment.

~::. ---

I

Figure 2: SCIAMACHYbare optical bench.

Figure 3: OPTEC thermal-vacuum calibration facility
with dedicated optical stimuli.
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Figure 4: Array detector radiometric sensitivity
dependence on detector temperature.
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SCIAMACHY Sun-over-Diffuser Mode

Optical Axis to
SCIAMACHY:

/0.0 deg Elevation Scan
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Diffuser ..J
Specular
Angle:
-7.5 deg
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\ Diffuser normal: -15.0 deg

Light path from
Sun: -22.5 degrees

Figure 5: Diffuser geometry for sun-over-diffuser
measurements.
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Figure 6: Ambient scan mirror and diffuser calibration:
nadir mode scan mirror angle dependence example.
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Figure 7: Ambient scan mirror and diffuser calibration:
limb mode measurement example.
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Figure 8: Ambient scan mirror and diffuser calibration:
diffuser mode measurement example.
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Figure 9: SCIAMACHY nadir and limb absolute
radiance calibration. The dotted line is the GOME-I
absolute radiance calibration.
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Figure IO: Absolute irradiance calibration results.
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NDF transmission
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Figure 11:Neutral density filter transmission.
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Figure 12: Internal spectral line source measurement.
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Figure 13: Internal white light source measurement.
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Figure 14: Internal white light source measurement in
the ultraviolet.
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Polansalion detector 1,2,3,4.5.7 output. uncorrected for monochromator output
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Figure 17: Spectral response of the polarisation detectors
1-5 and 7.
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Figure 18: Spectral response of polarisation detector 6.
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Figure 20: Example of enhanced noise feature.
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Figure 19: Brewster scan measurement example for
polarisation detectors 6 and 7.
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Figure 21: IFOV in cross-dispersion direction for the large aperture for a number of array detector channels.
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size and alignment.
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Figure 24: lFOV in cross-dispersion direction for the small aperture for a number of array detector channels: IFOV
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After introducing formatting rules applicable to all ENVISATproducts, this paper describes the Sciamachy
Near Real Time products in more details showing how the general guidelines have been applied to this
specific instrument.The description begins with an overview of the operation concept introducing the
notion of "states" which constitute logical blocks in the measurement sequence and are in this sense driv­
ing elements in the design of the products structure. For both level of processing, the discussion contin­
ues with a brief description of the content of all products and associated auxiliary information. The format
of both level 1b and 2 products is then described down to the record level. Eventually, some Sciamachy
specific aspects are developed including for example the use of an "application software".

1. Introduction

In order to offer ENVISATusers a consistent set of prod­
ucts, general format guidelines applicable to all instru­
ments have been defined. As a consequence, all
products share a common general structure. A product
starts with two ASCII headers: the Main Product Header
(MPH) and Secondary Product Header (SPH). Data
themselves are organized into several data sets which
may be Annotation Data Sets (ADS), Global Annotation
Data sets (GADS) or Measurements Data Sets
(MDS).This general aspects are further developed in sec­
tion 2.

Along an orbit, Sciamachy operates under many different
modes covering scientific measurements (nadir, limb...)
as well as calibration sequences (wavelength calibra­
tion...). Each mode requires different instrument settings
in order to control various aspects such as the viewing
geometry, the duration of the mode or the definition of
spectral bands (clusters) together with their associated
integration times. Each mode corresponds to one of the
70 possible instrument "states" defined on-board. The
variability of source packets content between different
states influences the structure of level 1b and 2 products.
This aspects are dealt with in section 3.

The discussion is further split into level 1b (section 4) and
level 2 (section) specific aspects. For each level of pro­
cessing, a list of the main and associated auxiliary prod­
ucts together with a brief content description and size
consideration is given. The structure of the main product
is then described down to the record level. Eventually
particular aspects showing in particular the strong GOME
heritage are discussed. This include the concept of an
application software that will be distributed to users

together with the products. It will allow to specify the level
of calibration to be applied to the raw measurements
increasing the range of potential users of Sciamachy
level 1b products.

2. Common ENVISAT products features

All ENVISAT products follow common format guidelines.
If this approach simplifies the handling of the numerous
products type within the ground segment, it also eases
the task of users having to exploit data from several level
of products or from several instruments.

Fig.1 depicts the elements common to all products.

They all start with a 1247 bytes long Main Product
Header (MPH) which provides general information such
as for e.g. start and stop time of processed data, soft­
ware version, acquisition center or orbital information.

The MPH also contains structure information describing
for e.g. the size of the product, or the number of Data
Sets.

This first header is followed by a Specific Product Header
(SPH) variable for each product type. This header may
be empty or provide product wise information such as
quality flags. Some specific aspects of the Sciamachy
level 2 SPH will be further developed in this paper.

The SPH is followed by several Data Set Descriptors
(DSD) i.e. small ASCII records describing a particular
data set in the product. They provide information con­
cerning the data set type (GADS, ADS,MDS or refer­
ence), the size and the number of records within the data
set as well as the byte offset of the data set from the
beginning of the product. They therefore constitute con-
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venient indexes to access a particular piece of informa­
tion within a product.

Data set #1 e.g. GADS
Freestructure

Time ordered record

DSDI

~}
~~

PossibleReferenceData Set
Descriptors :

do not refer to any physical
data in the product

Fig. 1:General structure of ENVISATproducts

Scientific data are organized into the various data sets of
the product. Several type of data sets are defined:

• Measurement Data Sets (MOS)
In principle these data sets contains the calibrated
measurements (level 1b) or geophysical data (level 2)
organized into time order records. Each record starts
with a time stamp.

• Annotation Data Sets (ADS)
They include additional time dependent information fur­
ther describing data in the various MDSs.This could be
for example changes in the instrument settings as the
satellite moves along the orbit. ADSs are also orga­
nized in time ordered records. The time grid is not nec­
essary identical to the one of a given MOS.

• Global Annotation Data Sets (GADS)
They include additional informationnecessary to inter­
pret data from the various MOS.The format is free and
in general not organized on a time grid. In the case of
Sciamachy,this could be for e.g. a solar reference
spectrum applicable to the entire product.

More information concerning the general ENVISATprod­
ucts structure can be found in [R1].

3. Sciamachy operation concept and link to
products format.

3.1. Mission planning

Along an orbit. Sciamachy can operate under different
modes including scientific measurements: nadir, limb or
solar/lunar occultation as well as many calibration modes
such as acquisition of a solar reference spectrum or
wavelength calibration.

In nominal operation, the instrument executes on the day
side alternate limb and nadir measurements so that the
same air volume can be seen under the two geometries.
When coming out of eclipse, a solar occulation is per­
formed.Whenever possible a lunar occulation is also per­
formed every second orbit in the southern hemisphere
(conditions to perform lunar occultations are only verified
a few days per month). For most of the eclipse part,
Sciamachy performs dark signal measurements as well
as nadir measurements using long integration times to
study effects such as biomass burning or air glows. Fig.2
illustrates a typical sequence of operations along one
orbit.

The routine background operations can be superseded
by regular daily, weekly or monthly calibration
sequences.

@ Solar Occultation

©Limb @ Moon Occultation
@ Nadir @ Dark Signal

@ Sub-solar Cal. @ Nadir Eclipse

Fig.2: Typicalsequence of Sciamachy operationsalong
one orbit

For each measurement mode several parameters needs
to be specified including :

• Measurement duration
• Azimuth and elevation scanners motion
• Definition of spectral bands (clusters)
• Exposure time and co-adding factor per spectral band

A given set of parameters defines an instrument state.
Up to 70 states can be defined on-board and constitute
the basic building blocks for the Sciamachy operations. In
terms of products, it is therefore clear that all measure­
ment data corresponding to a given state constitute a log­
ical group or granule.

3.2. States and level Ib products
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Level 1b products contains measurement data from all
states (scientific measurements and calibration) with the
exception of dark signal data as this would considerably
increase the products size with little added information.

Because of the many different operation modes, Mea­
surements data are split between four different MOS
according to the state they originate from:

• Nadir MOS: contains all nadir measurements data
(dayside and eclipse)

• Limb MOS: all limb states
• Occultation MOS: all data from solar and lunar occulta­

tions.
• Monitoring MOS: All calibration states (wavelength cali­

bration, sun over diffuser ...)

This split between MDSs makes it simple for a particular
user to request a child product limited to a particular type
of measurements e.g. nadir only.

Within the relevant MOS, all data corresponding to a
given state are stored within time ordered records shar­
ing a common structure and with a time span equal to the
longer integration time of the state. When changing state,
the record structure is modified to take into account
changes in cluster definitions and integration times.

3.3. Impact on level 2

Because level 2 NRT products contain only geophysical
quantities derived from nadir dayside states, the structure
of the product is simpler and more decoupled from the
details of the operations.

A separate MOS is dedicated to each retrieved molecule
and fitting window. Depending on wavelength, two differ­
ent algorithms may be used: DOAS for the UVNIS region
and BIAS for the near infrared. All MDSs corresponding
to the DOAS algorithm share the same record structure,
The same applies to all MOS record relying on BIAS.

3.4. Identification of state boundaries

Because measurement data corresponding to a given
state constitute logical blocks of information. It is impor­
tant to provide simple ways to identify state boundaries in
both level 1b and level 2 products.

This task is supported by three ADSs as depicted on fig
Fig.3. Each of these three ADS is organized into records
containing statewise information. In more details:

• LAOS: geolocation of a state (four corner coordinates
of ground track or tangent points depending on geome­
try)

• SQAOS: Statewise quality information such as number
of missing source packets or sun glint flag.

• State ADS: describes state configuration
Start/stop time, measurement category, longest/short­
est integration times...

The analysis of this small data sets allow an end user to
quickly analyze a product content and access the mea­
surement data of a particular state of interest. (e.g. nadir
measurement over a given latitude band).

Sciamachy

St1 St2 SIS Stn SQADS... ...
One record

St1 St2 StS Stn LADS per state

s11 I s121 ... I sis 1 ... IStn I State ADS

l \
Records driven

MOS by integration
time

Fig.3: Identification of state boundaries using general
ADSs

4. level 0, 1b and associated auxiliary
products

4.1. Products list

Table 1 lists all products related to level 1b. For comple­
tion, level 0 products have also been inserted into this
list.

Product ID Description Size

SCl_NL- OP Raw Sciamachy source pack· 320 Mby1es/orbil
els for all measurement
modes, time ordered.

SCl_NL- 1P Geolocated. radiometrically 180 Mbytes/orbit
and spectrally calibrated limb
and nadir radiance spectra.

Spectral coverage: 240 to
1750 nm (channels 1 to 6),
1940 to 2040 nm (ch 7) and
2265 to 2380 nm (CH 8)

Resolution: 0.24 to 1.5 nm
depending on spectral band.

Individualmeasurements from
calibration states

SCl_KD1_AX On ground calibration parame- 32 Mbytes.
tars (key data) E.g. Polariza- exceptional
tion sensitivity, absolute updates only
radiometric response...

SCl_MF1_AX Correction factors for initial < 1 Mbyte
calibration parameters.

Table 1: Level 0, 1b and associated auxiliary products
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Product ID Description Size

SCl_XX1-1P Inflightcautxanon parameters < 1Mbyte
XX= eg spectralcanbrauon curves
LK.SP.SUPE sunreferencespectrum

SCl_LK1_AX Processorconliqurauon file O 1Mbytes
e.g.thresholdsforidennuca-
lionof badpixels..

Table 1: Level 0. 1band associated auxiliary products

Byte level details of all products can be found in (R2].

-+..2. Len: I Ib products structure

Taking into account the general ENVISAT product guide­
lines as well as the Sciamachy particular requirements
the structure depicted on Fig.4 was derived for
Sciamachy level 1b products.
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Fig.4 : Level 1b products structure

Besides, various data sets mentioned earlier, one should
note the dedicated ADSs (Leakage current... Sun refer­
ence) used for the generation of in-flight calibration data
by external processing facilities. The Monitoring State
MDS will also support calibration activities including the
generation of m-factors.

The reason for the different GADSs is explained in the
following subsection.

-U. GOME heritage

Sciamachy has a strong heritage from the GOME project
on ERS2. In this sense, it was quite important to ensure
some continuity between the products of these two
instruments.

In the case of GOME, instead of containing only engi­
neering calibrated (ir)radiances, the level 1b products

include the raw measurement data in Binary Units (BU)
together with all pre-calculated correction parameters
(wavelength, polarization, straylight. ..) generally stored
into dedicated GADSs. The final application of calibration
parameters can later be performed in a simple and fast
way on the end user platform.

The benefit of this approach is twofold:

• Reduce the size of level 1b products.
• Support a wider community of potential users by allow­

ing precise selection of applied calibration steps.

The same approach is followed for Sciamachy. As a con­
sequence, together with the 1b products. an application
software will be delivered to users in order to let them
apply a selected set of corrections to earthshine radi­
ances and occulation data.

5.. Level 2 and associated auxiliary products

5.1. Products list

Table 2 lists all Sciamachy level 2 related products .

Product ID Description Size

SCl_NL- 2P Geolocatedverticaland/or 6Mbytes/orb1t
slantcolumnamountsof03.
N02.H20.N20.CO.
CH,.OCIO.H2CO.502

Cloudfractionalcoverand
aerosolabsorptionindicator

SCl_RV- 2P Geolocatedvertical03 column 100Kbytes!orbit
amountscopiedfromtheUV
fittingwindowof SCl_NL_2P
formeteousers.

SCl_XX2_AX ClimatologyDatabase Varioussizes
xx= E.g.Atmosphericprofiles.Air Exceptional
PR.CL.SFCS MassFactorsLUT.Surface updatesonly.
BL.FM.SL.C reflectance.cross-sections...
C.MF.PF.RC

SCl_Ll2_AX Processorconfigurationfile. 10Kbytes
E.g.definitionofwavelength
rangeof thedifferentfitting
windows.

Table2: level 2 and associated auxiliary products

5.2. Level 2 products structure

Fig?? shows the detailed structure of level 2 products. A
separate MOS is used for each retrieved molecule and fit­
ting window. All MDSs based on the DOAS algorithm
(UV/Vis) share the same record structure indepent of the
originating state ..The same applies to all MDSs relying
on the BIAS algorithm (near-IR).
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Fig.5 : Level2 products structure

A last MOS contains information containing cloud cover
and aerosol information.

The byte level descrption of the various MDSs can be
found in [R2] . A DOAS record for e.g. provides detailed
information concerning :

• Time information (measurement start and duration)
• Slant column density and associated error
• Vertical column density and error
• Fitting diagnostic such as number of iterations or x2
• Air Mass factors

5.3. Explicit definition of fitting windows

The format of level 2 products is flexible enough to
accommodate a variable list of retrieved molecules and
fitting windows. The SPH gives an explicit description of
the product content as depicted on Fig.6 below.

NO_OF_DOAS_FITTING_WINDOWS=+002
DOAS_FITTING_WINDOW_O=• 325-335"
DOAS_FITTING_WINDOW_l=" 425-450" }

Number and list
• of DOASfitting

windows

NO_OF _BIAS_FITTING_WINDOWS=+003 } Number and list
BIAS_FITTING_WINDOW_O= • of BIAS fitting
"2031-2038 2033-2034 2035-2038 • windows
BIAS_FITTING_WINDOW_l="2269-2275"

DOAS_MOLECULE_00="0_03
DOAS_MOLECULE_Ol="l__N02
DOAS_MOLECULE_02="1_03

J.List o_ffittedspecies per
DOASwindow

NO_OF_BIAS_MOLECULES=+008
BIAS_MOLECULE_O="O_H20
BIAS_MOLECULE_l="O_C02 J.List o_ffittedspecies per

BIAS window

Fig.6: Explicit list of fitting window and molecules within
the SPH of level 2 products

6. Conclusion
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The detailed format of level 1b , 2 and all associated aux­
iliary products h as been defined.

This format is expected to be quite stable though out­
comes of the instrument on-ground will probably require
some changess (mainly for level 1b related files)

On top of the general ENVISATground segment facilities
which will allow users to extract child product including a
selected list of data sets limited to a given time window,
Both level 1b and 2 Sciamachy products contain small
statewise ADSs supporting user to further perform selec­
tion on a finer grid (state level) on his own platform.

Eventually, the use of an application software combined
with level 1b products will increase the range of users
supporting on top of normal scientific applications more
instrument oriented activities such as in-flight calibration
or long term monitoring.
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ABSTRACT

We present an introduction to the Algorithm Theo­
retical Basis Document (ATBD) for SCIAMACHY
Level 0 to 1 processing. Some aspects of the pro­
cessing will be addressed more in detail, especially
those which differ substantially from the processing
for GOME.

This ATBD is publicly available from the DLR-DFD.
It can also be found on the ESA www-server.

1. INTRODUCTION

In this Section a short introduction is provided to
the SCIAMACHY requirements, to the operational
data products, and to the ATBD itself.
Section 2 provides background information on the

instrument, on its operation and raw data stream,
and on the instrument calibration.
Section 3 gives an overview of the Level 0 to 1

processing algorithms.
Section 4 yields for selected topics a more detailed

overview; especially for those algorithms where the
processing differs significantly from the GOME pro­
cessing.
Detailed descriptions of the algorithms are not

given in this paper. For these, the ATBD itself is
available.

1.1 SCIAMACHY requirements

SCIAMACHY (SCanning Imaging Absorption Spec­
troMeter for Atmospheric CHartograph Y) is one of
the earth observation research instruments to be in­
cluded as part of the payload of ESA's ENVISAT
platform to be launched in the year 2000. The main
scientific objective of SCIAMACHY is to measure
distributions of a number of chemically important
atmospheric trace species on a global basis. SCIA­
MACHY has a spectrometer and telescope system
designed to observe light transmitted through and
reflected and scattered from the earths atmosphere
over a spectral range of 240 - 2400 nm. It has an
alternate limb and nadir viewing capability, and will
be able to perform solar and lunar occultation mea­
surements.

Detailed discussion of scientific objectives for
SCIAMACHY may be found in the Phase A Study
Report (Ref. 1), and the Scientific Requirements
Document (Ref. 3) (currently in draft version). See
also the contribution by J.P. Burrows elsewhere in
this issue.

Specific scientific requirements on algorithms have
been laid down in the Report of the SCIAMACHY
Algorithm Development and Data Usage Subcom­
mittee {Ref.3). Detailed requirements for the level
0 to lb processing are laid down in the GPPR docu­
ment (Ref. 2), which amongst others takes account of
the SCIAMACHY Calibration Plan (Ref. 7) {based
on the instrument design) and of the requirements
imposed by the generic environment for all EN­
VISAT ground processors, by the level 0 data avail­
ablility scenarios, and by the data product definition.

1.2 SCIAMACHY Operational Data Products

This section provides a short overview of operational
SCIAMACHY Data Products from the ENVISAT
ground segment. Data products which may be de­
rived by scientific institutes under their own respon­
sibility are not covered here.

More detailed information on ESA approved prod­
ucts can be found in the review by C. Caspar else­
where in this issue.

Nadir measurements will provide Top of the At­
mosphere (TOA) radiance and reflectance, together
with limited polarisation information, in the Level le
data product; Level 2 processing in the UV/visible
part of the spectrum will generate global column dis­
tributions of 03, N02 and a number of other trace
species (BrO, H2CO, OCIO, S02 and possibly ClO),
and height-resolved profiles of 03. Level 2 processing
of Nadir infrared measurements will generate column
distributions of C02, H20, CH4, CO and N20·

Limb observations will provide in the Level le data
product TOA radiance and reflectance and limited
polarisation, at ,.._,3km spacing in tangent height be­
tween 0 and 100km; Level 2 processing will generate
vertical profiles of many of aforementioned trace gas
species, with particular emphasis on 03 and N02
(from the UV/visible region) and H20, CH4, CO
and N20 (from the infrared). Limb profiles of pres­
sure and temperature will be generated from C02
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absorption signatures near 2µm, and possibly from
02 A band measurements (....,760nm).
Solar occultation measurements will have only

crudely calibrated radiance in Level le. Opera­
tional Level 2 processing to obtain vertical trace gas
columns is currently under study.

Aerosol profiles will be available from Level 2 limb
(and possibly occultation) retrievals. Cloud param­
eters and additional aerosol parameters will also be
produced from a number of Level 2 pre-processing
algorithms.

1.3 ATBD for Level 0 to 1 processing

This Algorithm Theoretical Basis Document
(ATBD) describes all algorithms required for the
operational processing of SCIAMACHY Level lb
data products, and for the processing from Level
lb to le by the end-user. This document also
deals with product generation and associated issues
appropriate to the implementation of the algorithms
in an operational environment, and summarises the
necessary input/output requirements for level 0 to
1b data processing.
The Off-line (OL) and Near Real Time (NRT) pro­

cessing uses the same software elements. Operational
level 0 to lb processing algorithms, and level lb to le
algorithms for post-processing by the users, will be
implemented by an industrial consortium, with de­
tailed product and algorithm specifications provided
by the DLR-DFD (German Remote Sensing Data
Centre).
Within the ENVISAT ground segment, the DLR­

DFD acts as ESL (Expert Support Laboratory) for
ESA.

Inheritance: relation to the GOME Data Processor

The Global Ozone Monitoring Experiment (GOME)
was originally conceived as a scaled-down version of
SCIAMACHY. It was given fast-track development
status by ESA (Ref. 4), and was launched on 21 April
1995 on board the second European Remote Sensing
Satellite (ERS-2). It has 4 spectral channels cover­
ing the range 240-790 nm, and is a nadir-only in­
strument. The measurement capability of GOME
closely matches the UV/visible nadir capability of
SCIAMACHY; the mission objectives are very simi­
lar.

The GOME Data Processor (GDP) was developed
and implemented at DFD with the help of several
scientific institutions (Ref. 5). GDP became opera­
tional in July 1996, with calibrated earthshine spec­
tra and retrieved total 03 columns the main prod­
ucts generated on a routine basis. The experience
gained with GOME in the implementation of opera­
tional Level 0 to 1 processing has been very valuable.

Parts of the current ATBD have their heritance from
the descriptions in the GDP Technical Documenta­
tion (Ref. 6).
Nevertheless, the enhanced capabilities of SCIA­

MACHY, the technical differences in optics and
electronics, in instrument operation, and last but
not least the completely different concept of the
ENVISAT ground segment infrastructure, have
lead to algorithms which in detail have few things
in common with the original GOME algorithms,
except for the general scientific background.

ATBD document status

The Draft version of this document was released
in December 1998 for the ESAMS conference; the
1st version is from February 1999. Unlike for the
other atmospheric instruments on ENVISAT, the of­
ficial algorithm review did not take place before the
ESAMS meeting, but will be held later this year.
The document reflects the status of existing algo­

rithm specifications for the processing software im­
plementation by industry (based on the level 0 to lb
DPM written by S. Slijkhuis and W. Balzer in March
1998).
This first version of the ATBD has been written

before detailed results from the on-ground calibra­
tion of the SCIAMACHY instrument were available.
Therefore, several algorithms will have to be re­

viewed when all calibration results are known (espe­
cially stray light, etalon properties).

2. BACKGROUND INFORMATION:
INSTRUMENT AND CALIBRATION

SCIAMACHY is a medium-resolution UV-VIS-NIR
spectrometer, fed by two nearly-orthogonal scan mir­
rors which enable across-track scanning in Nadir and
in Limb, as well as sideways viewing for occultation
and calibration measurements of Sun and Moon.
SCIAMACHY contains 8 channels which focus

the spectrum on linear detector arrays of 1024 pix­
els each, and 7 Polarisation Measurements Devices
(PMDs) containing photodiodes which measure lin­
early polarised intensity over a .....,50nm wide spectral
band. Six PMDs measure polarisation parallel to the
spectrometer slit, and one measures polarisation at
a 45° direction.
Channels 1-6 provide continuous spectral coverage

of the wavelengths between 240-1750 nm with a res­
olution between 0.2 nm (at 240 nm} and 1.5 nm (at
1750nm). Channels 7 and 8 provide 0.2nm reso­
lution in bands around 2.0 and 2.3µm. The spectra
are formed by reflection gratings. Since the reflecting
properties of these gratings are polarisation depen­
dent, the intensity calibration of SCIAMACHY has
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Figure 1: SCIAMACHYoptical layout

to take account of the polarisation of the incoming
light, using information from the PMDs.
The optical layout of the instrument is schemati­

cally shown in Figure 1. Light enters the telescope
via two ultra-smooth (reduced straylight) scan mir­
rors, In Nadir obervation mode only the Nadir scan
mirror is used, whereas in Limb and Occultation
measuring modes the light is directed to the Nadir
Scanner via the Azimuth scanner. In order to mon­
itor a possible degradation of the Azimuth Scanner,
which is the optical elementmost exposed to contam­
inants and solar UV radiation, a special Sun port
is present which enables viewing the Sun over the
Nadir Scanner only (if the geometry is favourable).
In normal operations, a solar irradiance calibration
is performed once a day with the Sun shining over
the Azimuth scanner on a diffuser plate which is
mounted on the backside of the Nadir scan mir­
ror, Other calibration sources such as the Spectral
Light Source (SLS, for wavelength calibration) and
the White Light Source (WLS, for pixel-to-pixel gain
and etalon correction) are directed to the Nadir scan­
ner using auxiliary optics.
The telescope (3 cm diameter) projects the light­

beam onto the slit which determines the instanta­
neous field-of-viewof 1.8° by 0.045°. For direct Sun
viewing, an aperture can be inserted which reduces
the amount of light entering the telescope. After the
slit, the beam is collimated again and enters a pre­
disperse prism, which has two functions. Brewster
reflection at the back of the prism splits off part of
one polarisation direction to the PMDs. The prism

furthermore forms a low-dispersion spectrum, from
which parts are picked-off to separate the light into
the channels. Picked off are channel 1, channel 2,
channels 3-6, and channel 7+8. In the channel 3-6
lightbeam a 20% Neutral Density filter may be in­
serted to cut down high light levels. Further channel
separation is performed using dichroics. A grating in
each channel then further disperses the light which
is subsequently focussed onto the detector array.
The detectors are cooled to temperatures between

235 K (UV channels) and 150 K (NIR channels) to
reduce dark signal. SCIAMACHY's optical bench is
cooled to a stabilised temperature of -l8°C to pro­
vide a stable, low thermal background for the NIR
channels 7 and 8.

2.1 Instrument Operation and Data Packet struc­
ture

A basic concept in the operation of the SCIA­
MACHY instrument, which is also reflected in the
structure of the level 0 and level 1 data products, is
that of the instrument 'State'. A State is defined
by a set of parameters such as scan mirror posi­
tion, scan swath width, scan rate, detector exposure
time, use of sun aperture, ND, or calibration sources.
During the orbit the instrument executes a sequence
of States, with a typical duration of "'l minute per
State.
There are up to 70 different States possible. The

States are subdivided into 19 'Measurement Cate­
gories'. The Nadir, Limb and Solar Occultation are
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the three measurement categories most relevant to
the end-user. Other measurement categories com­
prise States for calibration and instrument monitor­
ing.

Another important concept for especially the data
packet structure is that of the 'cluster'. A cluster is
a sub-division of a channel and contains data of a
certain wavelength region. The cluster concept was
partly driven by the wish to have certain important
spectral windows with a higher spatial resolution (i.e.
a faster readout during scanning) than would be pos­
sible on grounds of data rate limitations.

The consequence is that on the data product not
each readout contains the whole spectrum, but that
depending on which readout is finished more or less
clusters (spectral regions) are present. Several clus­
ters are in fact read out at high rate, but then co­
added on-board to reduce the data rate between
SCIAMACHY and on-ground receiving stations (in
particular, the detector array in each channel can
only be read out as a whole, and therefore the clus­
ter with the shortest integration time in the channel
determines the detector readout time; clusters which
shall have a longer integration time have these short
exposures co-added to obtain their nominal integra­
tion time).

The readout of the clusters is synchronised via a
clock which every 1/16 second sends a BCPS (Broad­
cast Pulse Signal), hence all detector exposure times
are multiples of 1/16 second. The photodiodes of
the PMDs are providing a continuous signal which is
sampled at 40 Hz through a filter with a time con­
stant of "'20 Hz. Unfortunately, the sampling of the
PMDs is in no way synchronised with the BCPS, and
one of the tasks of level 0 to 1b processing is to in­
terpolate the PMD signals onto the detector-readout
time grid.

For Nadir, the nominal integration time is 1 sec­
ond, corresponding to a footprint on the ground of
240x25 km. A complete swath of 960 km consist of
4 such integrations, plus one fast reverse scan where
the scan mirror returns to the initial position. Chan­
nels 2b-6 are read out at a higher rate; the smallest
integration time is for the cluster from 425-530 nm
(for N02, Oa retrieval) which under sufficiently high
light levels attains a minimum footprint of 30x25 km.

For Limb, the nominal integration time is 1.5 sec­
ond, corresponding to a 'column pixel' of rv960x3
km at the tangent height. The minimum integra­
tion time (under sufficiently high light levels) is for
channel 3 (400-600 nm) with a column pixel size of
"'120x3 km. All clusters in one channel have the
same integration time in Limb mode. Limb scanning
is performed in 34 steps of 3 km height intervals,
starting at approximately 2 km below the horizon
up to 100 km. Subesequently a 'dark' exposure is
made by looking in dark space at 150 km above the

horizon. During the across-track swath of 960 km,
the nadir scan mirror follows the Earth's curvature,
so that at every point in the swath the field-of-view
remains centered on the same tangent height.

In nominal operation, Limb and Nadir viewing is
alternated in such a way that a packet of air ob­
served during Limb observation is a few minutes later
coverd by the Nadir observation; projected on the
Earth surface this leads to footprints where both
Limb and Nadir are measured, alternated with foot­
prints where no measurements are available. In or­
der to retain a global latitude coverage, the location
of gaps and measurements is alternated every orbit
('chess-board' pattern).
For Sun Occultation measurements, SCIA­

MACHY is first pointed to the approximate location
at which the sun is expected to be situated some 17
km above the horizon (this avoids problems with at­
mospheric refraction). Because the position of the
sun is not known exactly (spacecraft pointing inac­
curacies), the elevation mirror scans continuously up
and down. When the sun enters the field-of-view, a
sun-follower locks the azimuth mirror on the sun, but
the elevation mirror continues to scan the slit up and
down over the solar image. We thus get a sequence of
spectra for which the height in the atmosphere and
the position on the solar surface are not accurately
known. Since different horizontal slices of the solar
image cover different surface areas, there is no accu­
rate radiance calibration of these spectra. In general,
platform pointing inaccuracies pose a problem in the
determination of tangent height for both Limb and
Occultation measurements. Accurate pointing will
have to be retrieved during Level 2 processing, e.g.
from p,T,z retrieval using the C02 lines in SCIA­
MACHY's channel 7.

2.2 Requirements for Level 0 to le processing

There are four basic calibration steps needed to con­
vert the instrument binary data into calibated phys­
ical quantities.

1. Signal processing: correction of electronic
anomalies (memory effect, cross-talk) and PMD
synchronisation; correction for dark signal (in­
cluding thermal background in channel 7+8),
pixel-to-pixel gain, etalonning and straylight

2. Wavelength calibration: assigning to each detec­
tor pixel its associated wavelength

3. Radiance calibration: conversion of the cor­
rected detector signals of the earth-shine spectra
to radiance units; this includes polarisation cor­
rection

4. Irradiance calibration: conversion of the cor­
rected detector signals of the solar spectra to

174



irradiance units; this includes correction for the
BSDF of the diffuser plate.

Furthermore the measurements have to be geolo­
cated, i.e. the geographical position of the footprint
on the Earths surface (Nadir) or of the tangent height
point (Limb) has to be determined from the instru­
ment's scan mirror angles and from the spacecraft
data.

Performing these calibration steps is the task of
level 0 to le processing. In order to keep the data
product as small as possible, the SCIAMCHY pro­
cessing is done in two steps. All necessary calibration
constants are processed from the calibration mea­
surements in the operational processing from level 0
to 1b. The level 1b data product contains the raw
detector signals (binary ADC units) of the science
measurements plus calibration constants. The end­
user has to run an application tool which applies the
calibration constants to the data; this inflates the
level lb product to a much larger level le product
containing fully calibrated data.

An additional advantage of this procedure is that
the user can optionally omit certain calibrations to
investigate their influence (or perform the calibration
himself), and that by optionally filtering out only a
subset of the data (i.e. geographical coverage or mea­
surement category) the final level le product may be
kept as small as possible.

2.3 Calibration Procedures

Calibration of the instrument is performed on 3
different levels:

1. Onground Calibration:
determines the instrument response to calibrated ra­
diance and irradiance sources as function of wave­
length and scan mirror angles; determines the stray­
light properties of the instrument; provides prelimi­
nary calibration of wavelength and dark signal.
The onground calibration was performed by the

SCIAMACHY Joint Team (SJT), a consortium con­
sisting of SRON, TPD/TNO and FSS for the de­
sign, building and on-ground calibration of the SCI­
AMCHY instrument. The output of the on-ground
calibration relevant to the operational Level 0 to lb
processing, is a data set containing the so-called 'Cal­
ibration Key Data'.
A complication of the onground calibration has

been that the instrument had to be calibrated in
thermal vacuum, but that the availablemeasurement
setup did not allow calibration over the full range of
viewing directions. Therefore, the angular depen­
dence of the calibration constants has been derived
from measurements on the isolated scanner mech­
anism alone, but the integration of these angular

dependence in the calibration constants leads to a
rather complex mathematical description.

In the Level 0 to 1b processing, the evaluation of
calibration constants for the exact viewing geometry
is performed under the item 'Pre-processing of
Mueller Matrix elements.

2. M-factors:
uses in-orbit dedicated observingmodes ('monitoring
States') to obtain the so-called M-factors (monitor­
ing factors) which describe the degradation of the
instrument in space.
The degradation of the instrument can be moni­

tored by combining measurements from several in­
strument States. These States have been designed
in such a way that they include or exclude various
optical elements, thus enabling to determine the re­
flectance/transmittance of these elements. End-to­
end instrument efficienciesare obtained by using the
Sun as a calibration source. This delivers only end­
to-end efficienciesfor the solar occultation mode, but
using information from the singleoptical components
as mentioned above, end-to-end instrument efficien­
cies can be obtained for nadir, limb and solar diffuser
mode as well.
The M-factors are defined as the factors which

have to be applied to the measured signals to correct
them to begin-of-life levels, such that the onground­
calibration data on the (ir)radiance response can
be applied. M-factors are to be updated at regu­
lar time intervals by the SCIAMACHY Operations
Support Team (SOST) consisting of scientists from
Univ. Bremen and from DLR-DFD.
In Level 0 to le processing, the M-factors are

applied to update the radiance- and irradiance
response as given by the Calibration Key Data.
M-factors are provided externally to the operational
processors through the SOST.

3. Level 0 to lb Processing of Calibration Constants:
Calibration constants which can be directly de­
rived from measurements using on-board calbration
sources are determined during the operational Level
0 to lb processing. This comprises dark signal mea­
surements on the night side of each orbit, and at
regular intervals (typically once a week) wavelength
calibration using the SLS measurements and PPG
/ Etalon calibration ('flatfielding') using the WLS
measurements.
Daily observations of the Sun over a diffuser plate

provides a solar reference which is used in the cal­
culation of the reflectivity in Earth-shine spectra.
The calibrated solar irradiance spectrum is output as
measurement data on the product of the orbit con­
taining the solar measurement; for subsequent orbits
it is used as calibration data for reflectivity, until a
new Sun is observed. This calibration data is referred
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to as the Sun Mean Reference (SMR) spectrum.

a ALGORITHMS OVERVIEW

In this and the following section, summaries of al­
gorithms are given without references (these will be
given in the main text). The summaries given in­
clude both the Level 0 to 1b and the Level 1b to le
algorithms; the latter are often also referred to as
'Applicator' algorithms because they are part of an
application tool which has to be run by the end user
on the Level lb data product, in order to generate
the level le data product.

Noted with underline is if the algorithm belongs
to the operational Level 0 to lb processing (OP) or
to the Level lb to le applicator (.A.).

The sequence below also reflects the sequence of
signal processing for the applications.

Pre-processing of Mueller Matrix elements (OP)
These algorithms calculate the Mueller Matrix el­
ements of the instrument from the Calibration Key
Data (for an introduction to Mueller Matrix elements
see the corresponding algorithm description). These
basic calibration data are interpolated to a fine grid
of scan angles, and to the wavelength of the SMR
spectrum. Those interpolated Mueller Matrix ele­
ments which are also needed by the application pro­
gram are output to the Level lb product.

Calculate Geolocaltion and synchronise PMDs
(OP)
In the geolocation processing, the instrument scan
angles and time information is converted to geo­
graphical coordinates, and the solar illumination
condition is determined. This relies heavily on the
use of ESA's ENVISAT Orbit Propagator, whose
routines will be referenced but not explained in de­
tail. The stream of PMD signals is synchronised with
the BCPS of the channel readout, and the PMD sig­
nals are averaged over time chunks of 1/32 second
which is an integer fraction of the channel exposure
time (2 times the shortest possible readout).

Correct Detector Readout Memory (OP, A)
The magnitude of the memory effect is calculated for
channel signals above 10,000 BU using a polynomial
function of signal intensity (as described by SJT); in
case of co-adding the signals of the individual read­
outs are estimated by scaling with the PMD signals.
The correction is coded as one byte on the Level 1b
data product (OP). The memory effect is subtracted
from the measurement (QE.,A).

Calculate Dark Signal (OP)
The algorithms describe how to use the Dark Mea­
surement States to derive calibration constants for
FPN and leakage current (including thermal back­
ground). Output to the Level lb product is a set
of calibration constants as function of orbit phase.

Similarly, calibration constants for the possible so­
lar straylight from the Azimuth Scanner are derived.
The pointing to the dark sky during Limb measure­
ments is not used for dark signal calibration, but a
quality flag is set for the limb measurements.

Apply Dark Signal (OP, A)
Applies the calibration constants for Dark Signal to
the measurement spectrum and calculates the rele­
vant errors.

Calculate PPG and Etalon Parameters (OP)
Calculates from the WLS calibration data the PPG
(detector pixel-to-pixel gain) and the Etalon (inter­
ference pattern), using a fourier filtering technique.
For the latter a solar spectrum may be used as
backup for the WLS.

Apply PPG and Etalon Parameters (OP, A)
Applies the calibration constants for PPG and
Etalon to the measurement spectrum and calculates
the relevant errors.

Calculate Spectral Calibration Parameters (OP)
All algorithms listed above are applied to detector
signals without need of knowledge of the precise
wavelength of each pixel. This changes for the al­
gorithms which follow, which need wavelength infor­
mation in order to use the correct calibration con­
stants. The algorithms described here provide this
wavelength calibration, using information from the
SLS or from the SMR spectrum.

Apply Spectral Calibration Parameters (OP, A.)
Calculates for eacht detector pixel its wavelength
[nm] from the spectral calibration parameters.
Determine Spectral Straylight (OP)

Uses pre-flight straylight characteristics and mea­
sured polarisation fractions to calculate for each de­
tector pixel the straylight from other wavelengths.
The stray light intensity is coded on the level 1b prod­
uct.

Apply Straylight Correction (OP, A)
Decodes the straylight from the level lb product (.A.)
and subtracts it from the measurements.

Apply BSDF and calculate SMR (OP, A)
Uses measurements of the Sun over the diffuser to
calculate a (daily) Sun Mean Reference spectrum,
where the irradiance is calibrated via the BSDF func­
tion of the diffuser (OP). The application of BSDF
is also performed in the radiometric calibration of
science measurements using the Sun ( A.). The out­
of-band signal of the PMDs is calculated (OP).

Apply Radiance Response (A)
Perform the absolute radiometric calibration of the
detector signals, including polarisation correction us­
ing the wavelength-interpolated Fractional Polarisa­
tion Values. Optionally a Sun-normalised spectrum
(the reflectivity) is calculated.
Determine Fractional Polarisation Values (OP)

Calculates the Fractional Polarisation Values at 12
wavelengths over the SCIAMACHY range from the
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ratio of PMD to channel signals, from the ratio of
2 overlapping channel signals, or from single-scatter
theory (at 300 nm). This is not only done for all
readouts with the points then available, but also for
averaged readouts to cover all possible ground pixel
sizes in a State.
Interpolate Fractional Polarisation Values and Ap­

ply Polarisation Correction (OP, A)
The Fractional Polarisation Values are interpolated
to wavelength (OP, A). This is partly done using
modified spline interpolation (Akima), partly using
a parameterisation of the polarisation curve in the
UV. The interpolated polarisation values are either
used in the calculation of the spectral stray light (OP)
or in the calculation of the polarisation correction of
Earth-shine measurements (A).

Quality Flagging (OP}
Several data quality flags are written to the Level
1b product. These may apply to the whole orbit, or
only to a State, or only to a (cluster) readout in a
State.

4. SELECTED TOPICS

In this Section we discuss some selected topics more
in detailed. Especially those algorithms are covered
where the processing differs significantly from the
GOME processing.

4.1 Synchronisation of PMDs

The polarisation correction algorithm needs the ra­
tio of channel detector array signal to a PMD sig­
nal which is integrated over the same detector ex­
posure time. However, in the raw data there is no
synchronisation between PMD signals and detector
array readout.
The situation is as follows. The channel detector

arrays are integrated with an integration time (IT)
which is a multiple of 1/16 sec (62.5 ms); the IT
may vary between 1/16 and 10 seconds. The signals
of the 7 PMDs are sampled at 40 Hz (25 ms) but not
synchronised with the channel readouts. In order to
achieve a kind of averaging over the sampling time,
the PMDs are filtered before readout with a 3rd order
Butterworth filter with a timeconstant of ,__50ms;
this filtering induces an apparent signal delay of ca.
16 ms. For each PMD two read-out values (value A
and B) are given for one measurement. Value A is the
output of the first amplifier stage (low gain), value B
the output of the second amplifier stage (high gain)
in the PMD electronics. The sampling of the PMDs
is sequential in order lA, lB, 2A, 2B, ... , 7B with a
small timelag (0.5 ms) between each readout.
In the Level 0 to 1b processor we perform the syn­

chronisation and integration of PMD signals over the

Signal at Array Detector

'Array Detector integratioc
, , ,.===== PMD integrals

Figure 2: Conversion from sampled PMD points to
PMD integrals. The thin line represents the delayed
signal after filtering.

array detector IT in two steps. First the PMD val­
ues are integrated over time intervals of 1/32 second
(half the minimum channel integration time) syn­
chronised with the channel detector BCPS. In the
second step (in the polarisation correction algorithm)
these 'PMD integrals' need only be added to obtain
the PMD signal integrated over the actual exposure
time of the cluster which is used for the calcula­
tion of polarisation parameters. The synchronised
PMD integrals are also written to the Level lb prod­
uct, where they are useful for e.g. cloud recognition
purposes in the Level 1 to 2 processing. Although
the PMD integrals probably contain all the informa­
tion one would usually need, the original PMD data
stream is copied to the Level lb product as well (as
annotation data).

The 'PMD integrals' are calculated as:

[

Lend
JPMD = SPMD(tPMD + Ldelay) dt

Ls tart

where for a channel IT of l/16s Lend corresponds
to the readout time of channel pixel 0 (or 31.25ms
earlier for the 1st integral in the IT), and Lstart =
Lend-31.25 ms; the delay time t_delay takes account
of the lag of the signal due to filtering.

This integral is numerically calculated using
quadratic interpolation and Simpson integration,
taking into account the precise time stamps tPMD of
the used PMD measurements (e.g. time is different
for stage A and stage B of the same PMD).

4.2 Geolocation of measurements

The geolocation information is calculated in granules
of the shortest integration time in the present State.
Geolocation information for clusters with larger in­
tegration times have to be constructed out of the
corresponding sets of geolocation information for the
shortest integration time.

Geolocation is calculated using ESA's orbit propa­
gator software, which is a requirement from the EN­
VISAT ground segment applicable to all instruments.
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For Nadir, the geolocation parameters are given
for the footprint on the ground similar as for GOME,
i.e. geographical coordinates (lon,lat) will be given
for the 4 corner points and the centre of the footprint.
Zenith and azimuth angles are given for the viewing
centre for the start, middle and end of the expo­
sure time. For Limb and Occultation measurements,
tangent height (geoid) and geographical coordinates,
and zenith/azimuth angles of the tangent will be
given for the tangent points, for the start, middle
and end of the exposure time. For all other measure­
ment modes (calibration and monitoring) only the
geographical coordinates for the centre sub-satellite
position, and the solar angles for the start, middle
and end of the exposure time will be given.

All solar angles are calculated at TOA (prelim. 70
km) for Nadir, Limb, Solar Occultation and at satel­
lite for other observing modes (calibration, monitor­
ing).

All viewing angles are geometrical angles. In
Limb/Occulation, this implies that due to atmo­
spheric refraction, 'real' tangent heights have to be
calculated using ray-tracing in Level 1 to 2 process­
ing.

4.3 Dark Signal correction

Dark signal from the detectors and PMDs, includ­
ing the thermal background in the infrared channels,
is measured at regular intervals around the orbit by
staring at 'Deep Space' (like limb viewing geometry
with a tangent height of 150 km). Dark signal has
a fixed component, the so-called fixed-pattern noise
(FPN), as well as a component due to charge leak­
ing which increases linearly with detector exposure
time. The thermal background component also in­
creases linearly with detector exposure time. There­
fore, the dark signal can be characterised by 2 cali­
bration constants: the offset (FPN) and the slope of
the dark signal versus exposure time. To this end 3
Dark States are implemented, with exposure times
of nominal 0.125, 1.5, 40 seconds which are executed
after each other, from which the 2 parameters plus
error estimate can be derived.

For the NIR channels and PMDs which are af­
fected by thermal background, the dark signal is de­
rived as function of the orbital phase (see below), to
allow for thermal gradients over the orbit.

Another background component which increases
linearly with exposure time is a possible contami­
nation by solar straylight, which might occur when
the Azimuth Scanner is directly illuminated by the
Sun for a short period after the instrument emerges
from the dark side of the orbit. This component
will be modelled as a polynomial function of orbit
phase, but only for that part of the orbit where
the Azimuth Scanner is directly illuminated. This

Sunrise

0 1.00.5

Orbit phase

Figure 3: Schematic representation of orbit regions,
and of harmonic fit of dark signal over the orbit

component must only be taken into account for
Limb/Occultation measurements; in Nadir mode the
azimuth mirror may be illuminated but is far outside
the field-of-viewof the elevation scan mirror and sec­
ondary straylight is not expected.
To model the dark signal over the orbit, 'Dark'

observations are averaged within a number of pre­
defined regions in the orbit, and offset and slope of
the dark signal versus exposure time are determined
for each region. Since solar straylight occurs near
Sunrise, and thermal background variation is asso­
ciated with thermal gradients due to heating by the
Sun, the regions are defined w.r.t. phase of the orbit
after sunrise.
A program external to the level 0 to 1b processor

assembles the data from 1 or more orbits and makes
a fit of the 'dark signal slope' versus orbit phase.
Excluding the region near sunrise (solar straylight)
a harmonic fit is made to find the variation of ther­
mal background with orbit phase. After subtraction
of this harmonic component, the solar straylight is
fitted with a polynomial over the orbit phase for the
solar straylight region. Results are output as 1 fitted
value of the 'dark signal slope' for the centre of each
orbit region, plus the average of FPN over the orbit.
In the application of dark signal correction for the

level le processing, a 'Dark Spectrum' is calculated
for each instrument State, using linear interpolation
to calculate for the central time in the State the
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'slope' of the Dark Signal from the values given at
the centres of the pre-defined orbit regions. Note
that a science observation State lasts typically 80
seconds whereas the longest Dark Signal calibration
measurement takes 200 seconds. Therefore the ap­
proximation of calculating one dark signal for the
whole State is justified.

4.4 Spectral calibration

Spectral calibration is performed at regular intervals
(typically weekly) using the sharp emission lines
of an internal Pt/Cr-Ne hollow cathode lamp (the
SLS). The same method of spectral calibration as
for GOME is used:
• Line positions are calculated from the centre-of­
gravity of the SLS lines (Falk algorithm)
• A correction is made for spectral shifts due to
SLS light path blocking; the corrections are to be
pre-defined
• For each channel, a 4th order polynomial will
be fitted to the spectral line positions to obtain
wavelength as a function of pixel number.

For the channels where an insufficient number of
lines is available (in the near-infrared), a similar pro­
cedure is followed but using the Fraunhofer lines in
the Solar Calibration spectrum to derive the line po­
sitions. For each channel a fixed window size is taken
around selected Frauuhofer lines. A continuum cor­
rection is made, where the continuum is calculated
from linear interpolation of the intensities at the win­
dow edges (edge intensity averaged over 3 pixels).
Doppler shifts and a possible wavelength shift of the
line due to convolution of the solar spectrum with
the SCIA slit function, or due to the continuum sub­
traction, have to be taken into account; these pre­
calculated shifts are applied like the SLS blocking
shifts. This method is fast and delivers stable re­
sults; a disadvantage is that the final selection of
lines and the calulation of precise wavelength shifts
may need results from the commissioning phase.

The wavelength calibration depends on the tem­
perature of the optical bench. Although the instru­
ment is temperature stabilised, thermal gradients
may occur as function of orbit phase due to single­
sided heating by the Sun. Just as with the Dark Sig­
nal, the polynomial coefficients of the wavelength cal­
ibration will be modelled by a harmonic (sinusoidal)
function, as function of orbit phase. Since within one
orbit not all orbit phases may be covered by the mea­
surements, the calculation of the harmonic function
is done outside the operational Level 0 to lb pro­
cessing chain (in particular, this is a requirement for
the ~RT processing at the receiving station, which
may not have access to orbits received by another
station). The result is offered to the processor via

an auxiliary input file.

On the Level 1b product the wavelength cali­
bration is given in the instrument rest frame only.
:\1ote that the limb spectra and solar spectra will be
Doppler shifted due to the motion of the spacecraft
in the direction of the light source. These shifts vary
from maximally 0.06 detector pixel in channel 1 to
maximally 0.6 detector pixel in channel 8. However,
this does not in any way influence the wavelength cal­
ibration of the instrument as such; the wavelength of
each pixel for calibration parameters such as Polari­
sation Sensitivity or the Radiance Response function
is given in the instrument reference frame, not in the
moving limb or solar reference frame. Thus for level
0 to lb processing the Doppler shift is not relevant.
The application of Doppler shift would be performed
only in level 1b to le processing if the end user wishes
so. A correction factor describing the Doppler shift
[ V. cos(a)/c] would be helpful to the user, but is
currently not specified on the Level 1b product.

4.5 Bad pixel mask

The new technology array detectors used in SCIA­
MACHY's NIR channels are not perfect - a fraction
of up to 10% of all pixels may be effectively unuseable
because they are either dead or have a very high dark
current or high readout noise. See also the paper by
A.P.H. Goede elsewhere in this issue.

A 'bad pixel mask' will be derived on the basis of
unusually low/high pixel-to-pixel gain using the ob­
servations of the on-board white light source (WLS).
This mask is calculated in the same algorithm where
pixel-to-pixel gain (PPG) and Etalon is calculated
from WLS data. Unlike the PPG and Etalon, the
input bad pixel mask is not automatically updated
by the processor; this needs a human intervention.
However, bad pixels in this 'diagnostics mask' will
not have their calibrated PPG updated.
The reason to omit automatic updating of the

mask is twofold. First we wish to avoid spurious 'bad
pixels' due to hits of the detector by cosmic particles.
Furthermore the original mask supplied by SJT con­
tains several degrees of 'badness' ; e.g. pixels may
be designated as 'bad' based on high readout noise
values. These subtilities can only be derived from
examination of large data sets and not in an opera­
tional processing algorithm based on the analysis of
one WLS spectrum. Open questions are still where
to lie the boundary between 'bad' and 'good', and
whether the Level 2 processing shall use the same
mask as Level 1 or would we e.g. also allow pix­
els with higher noise values (at critical locations) in
Level 2 processing.
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4.6 Polarisation Correction

The sensitivity of the instrument depends on the po­
larisation of the incoming light. The calculation of
this polarisation takes a significant part of the total
Level 0 to 1 processing time.

In SCIAMACHY, there are 11 wavelength regions
which are covered by at least two detectors having
different polarisation sensitivities - thereby allowing
for a determination of the input polarisation. These
are (a) the six general Polarisation Measurement De­
vices (PMDs) which cover part of the wavelength
ranges of channels 2 (PMD-A), 3 (PMD-B), 4 (PMD­
C), 5 (PMD-D), 6 (PMD-E) and 8 (PMD-F), and
(b) the five overlapping regions of the six continuous
channels 1-6. These PMDs measure the Q compo­
nent of the Stokes vector. There is also an addi­
tional 45° PMD sensor which overlaps PMD-D. This
special PMD is required to determine the Stokes U.
For channel 7, interpolation between channel 6 and
channel 8 has to be used. For channel 1, a theo­
retical model calculation is used for the wavelength
range below 300 nm.

Since we measure the polarisation only at a lim­
ited number of wavelengths, interpolating the polar­
isation parameters to all the wavelengths measured
is a significant part of the algorithm. Interpolation is
not only necessary for wavelength but also for time,
because of the clustered readout not all polarisation
points are available at all times. Thus the algorithm
requires that the atmospheric polarisation behaves as
a smooth function both of wavelength and of time (or
equivalently: ground scene). This requirement is not
always met, especially at those locations in the or­
bit where the instrument scans through the rainbow,
where polarisation changes rapidly with wavelength
during the scanning. For this reason, observing ge­
ometries where a rainbow may occur are flagged.
The polarisation correction algorithm is basically

the same as in GOME, with the following differences:
• For UV theoretical point solar angles are taken at
TOA ( 70 km) instead of at h=30 km
•The connection of the UV parametrisation
("GDF") to points in the visible is slightly differ­
ent
•Information from the 45° PMD is used to estimate
the full Stokes vector
The latter is especially important for Limb geometry,
but may also improve the polarisation correction for
Nadir observations.
Since we measure Stokes Uonly for PMD 45° near

850 nm, interpolation is needed to derive it for the
other wavelengths. The assumption is made that po­
larisation angle is given by a theoretical calculation
of the Rayleigh scattering below a wavelength ARay

and by the 850 nm value above a wavelength AAer·

In-between a linear interpolation in polarisation an-

gle is used. A practical problem with this interpola­
tion is that the interpolated Stokes U may run into
a singularity due to measurement errors when the
polarisation angle approaches 45°. Presently this
is simply solved by setting a limit on U when this
threatens to happen. Whereby it should be noted
that the instrument efficiency is only weakly depen­
dent on U, so that even large errors in U may result
in small errors on the calibrated radiance.

Unlike geolocation, which is only calculated in
units of the smallest ground pixel, polarisation is
calculated for all available ground pixels sizes con­
tained in the size of the largest ground pixel. This
is done because faster readouts for selected clusters
may lead to incomplete knowledge of polarisation vs.
wavelength; when polarisation is simply averaged to
get the values for 'large pixels' we do not use all
available information.
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Abstract

This paper is an up-to-date summary of the algorithms
under development for the SCIAMACHY Ground
Processor (SGP) for level 1b to 2 data processing, as
described in the latest version of the Algorithm
Theoretical Baseline Document (ATRD) for
SCI AMACHY level 1b to 2. Full details may be
found in the ATBD itself. Both the Off-line (OL) and
Near Real Time (NRT) processing elements are
covered.

The two main sections are essentially the same as the
first two chapters of the ATBD itself. The first section
outlines the document scope, current status, the level
2 product summary and the relation to GOME data
processing. The second part of the paper contains
algorithm summaries. This includes not only those
algorithms now under development and reviewed at
ESAVIS, but also algorithms to be developed and
described in the ATBD for launch and beyond.

L Introduction to the ATBD

1.1 Document Scope

SCIAMACHY (SCanning Imaging Absorption
SpectroMeter for Atmospheric CHartographY) will be
included as part of the payload of the ESA (European
Space Agency) ENVJSAT-1 platform to be launched
in the year 2000. The main scientific objective of
SCIAMACHY is to measure distributions of a number
of chemically important atmospheric trace species on
a global basis. SCJAMACHY has a spectrometer and
telescope system designed to observe light transmitted
through and reflected and scattered from the earth's
atmosphere over a spectral range of 240-2400 nm. It
has an alternate limb and nadir viewing capability,
and will be able to perform solar and lunar occultation
measurements (Refs. 1, 2).

Nadir UV /visible measurements will provide global
column distributions of 03, N02 and a number of
other trace species (BrO, H2CO, OCJO, S02 and
possibly ClO), and height-resolved profiles of 03•

Nadir infrared measurements will generate column
distributions of C02, H20, CH4, CO and N20. Limb

observations will provide vertical profiles of many of
these species, with particular emphasis on 03 and N02
(UV/visible) and H20, CH4, CO and N20 (infrared).
Limb profiles of pressure and temperature will be
generated from C02 absorption signatures near 2000
nm, and possibly from 02 A band measurements
(-760 nm). Vertical profiles will also be obtained
from solar occultation measurements. Aerosol profiles
will be available from limb/occultation retrievals.
Cloud parameters and additional aerosol parameters
will also be produced from a number of pre­
processing algorithms.

Specific scientific requirements on algorithms to
retrieve trace gas constituents and other geophysical
parameters have been laid down in the Report of the
SCIAMACHY Algorithm Development and Data
Usage (SADDU) subcommittee (Ref. 3). The design,
implementation and maintenance of the
SCIAMACHY Off-line Level lb to 2 processor are
the responsibility of the DLR (German Remote
Sensing Data Centre). Operational level 1b to 2 Near
Real Time algorithms for SCIAMACHY will be
implemented by an industrial consortium, on the basis
of a sets of detailed product and algorithm
specifications provided by DLR (Refs. 4, 5).

Issues of this ATBD from the present to the time of
launch will be restricted to algorithms implemented
for the retrieval of an established list of level 2
products to be generated on a routine basis at the time
of launch. In the interim, it is expected that ongoing
scientific investigations will result in changes to some
of the algorithms; the development of algorithm
prototypes will also generate modifications. This is
particularly true for the OL algorithms; there is less
flexibility with the NRT processor.

Post-launch updates of this ATBD will reflect
experience gained from operational processing during
and after the commissioning phase. The algorithms
will be fine-tuned in response to results and feedback
from verification and validation programmes, and
further improved on the basis of relevant scientific
research. Once the basic algorithms described in the
pre-launch issues of the ATBD are functioning, post­
launch updates will probably contain descriptions of
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synergies between nadir and limb SCIAMACHY
products.

1.2Document History, Current Status

The original draft of the ATBD was prepared by R.
Spurr (Harvard-Smithsonian Center for Astrophysics)
in May 1998. This first draft was written as part of the
document package produced for the SCIAMACHY
Data Processing ADC Review Meeting (June 15,
1998). A number of comments received after this
meeting were incorporated in the first issue (July
1998). The first issue was confined to off-line
developments.

In September 1998, ESA requested a new ATBD for
the level 1b to 2 NRT algorithms. Since the group of
NRT algorithms is for the most part a subset of that
for the OL. it was agreed that NRT descriptions could
be incorporated in the existing document. The second
issue was prepared for release in mid-December 1998,
in time for the ESAMS conference (18-22 January
1999). In addition to the new material on NRT
applications, the section on limb retrieval has been
considerably expanded.

In all of the summaries listed in Chapter 2, special
considerations for NRT algorithms are noted in italic
script. Please note also that the Review Presentation
of this ATBD was given by invitation (there was no
formal review process at ESAMS for SCIAMACHY
ATBDs).

1.3 Level 2 Product Summary

In the AO proposal (Ref. 6), the following gases were
targeted for measurement: 02, 03, 04, NO, N02, N03,
CO, C02, H2CO, CH4, H20, S02 and possibly ClO
and OCIO under ozone hole conditions. As a result of
the initial sensitivity analysis, N20, BrO and 02 ct~g)
were then included. This list constitutes the set of
primary scientific mission objectives. Secondary
mission objectives include pressure and temperature
profile generation, the determination of selected cloud
and aerosol properties, and the derivation of
tropospheric distributions from combined limb/nadir
results. Detailed discussion of scientific objectives for
SCIAMACHY may be found in the Phase A Study
Report (Ref. I). and the Scientific Requirements
Document (Ref. 7).

On the basis of the SADDU report on algorithm
requirements and as a result of a number of
discussions at SCIAMACHY Scientific Advisory
Group (SSAG) meetings, a table of SCIAMACHY
Data Products was generated by the SSAG; this is
given below in Table 1. The basic division here is
between nadir-mode total column retrieval products
and limb stratospheric profile retrieval products on the
one hand, and between off-line (OL) and the fast
delivery (NRT) products on the other. Table 1 does
not include occultation or nadir profile retrieval
products; these have lower priority at present; they
include 03 profiles (nadir) and the set of occultation

stratospheric profiles (very similar to the list for limb
in Tahle 1).

Nadir Total Column Limh Stratospheric
Amount Profiles

UV- IR UV-IR UV- IR UV-IR
Vis Vis

FD 03 HzO Clouds
N02 N20 Aerosol

BrO co
S02 CH4
OClO

H2CO

OL 03 H10 Clouds o, HzO Aerosol
N02 N20 Aerosol N02 N10
BrO co BrO co
S02 C02 C02

OClO CH4 CH4

H2CO P,T
UV
Index

Table 1: Baseline list of proposed geoplrysical
parameters to be retrieved at the start of
operational SC/AMA CHY data
processing.

With the exception of the UV Index, the present
ATBD will describe all algorithms for off-line and
near real time products as listed in the above table.
The nadir 03 profile algorithm will also be described
below; even though it does not appear in the above
table. The status of this algorithm as far as operational
development is concerned is not clear; developments
will follow in tandem to those for GOME. Occultation
algorithms will be summarised in the ATBD and
mentioned briefly in the present paper. Discussion of
nadir/limb value-added tropospheric products is
beyond the scope of the ATBD.

Since SCIAMACHY channels 1 to 4 are similar in
scope to those for GOME, the latter algorithms have
been taken over for use in the UV/visible nadir
column retrievals for SCIAMACHY (see next
section). The first major new development for
SCIAMACHY was the specification and generation of
an operational prototype algorithm for the NRT
processor. This will retrieve total column amounts of
trace species (CO, N20 and CH4) from channel 7 and
8 nadir measurements.

This algorithm will be taken over for the OL
processor, and given greater flexibility and power
without the constraint of NRT performance
limitations. For the off-line products, limb and
occultation retrieval algorithms must be developed
from scratch; the first operational prototypes are now
under development, and have received their first
description in the ATBD.
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1.4 Relation to GOME Data Processor

The Global Ozone Monitoring Experiment (GOME)
was originally conceived as a scaled-down version of
SClAMACHY. It was given fast-track development
status by ESA. and was launched on 21 April 1995 on
board the second European Remote Sensing Satellite
(ERS-2). It has been in successful operation since
launch. It has 4 spectral channels covering the range
240- 790 nm, and is a nadir-only instrument. The
measurement capability of GOME closely matches the
UV /visible nadir capability of SClAMACHY; the
mission objectives are very similar. Fur details of the
instrument, see Ref. 8.

The GOME Data Processor (GDP) was developed and
implemented at DLR with the help of several
scientific institutions. GDP became operational in July
1996, with earthshine spectra and retrieved total 03
columns the main products generated on a routine
basis (Ref. 9). Total column amounts of N02, H2CO,
S02, OClO and BrO have been retrieved successfully
from GOME back-scatter measurements. The
experience gained with GOME in the implementation
of operational nadir UV-visible total column retrieval
will be invaluable, as there is considerable overlap
with SCIAMACHY. Parts of the current ATBD arc
based on descriptions found in the GDP technical
documentation (Ref. 10).

The main algorithm in GDP is the DOAS (Differential
Optical Absorption Spectroscopy) fitting for the
retrieval of 03 and N02 columns; this can be used
directly for SCIAMACHY OL and NRT applications.
It is expected that an updated form of the current
cloud pre-processing algorithm in GDP will be
adapted for SCIAMACHY OL, to include a new P\1D
cloud-clearing algorithm for cloud fractional cover
(the cloud treatment in NRT will be confined to this
latter development).

Substantial progress has heen made in GOME studies
with height-resolved 03 profile retrieval algorithms,
and developments in this field for SClAMACHY will
run in tandem with those for GOME. Study work
done for GOME under the aegis of ESA is of
relevance to several aspects of SCIAMACHY Data
Processing (Cloud and aerosol studies, DOAS
retrieval studies, Ring scattering studies). See for
example Refs. 11-13.

2. Algorithm Summaries

2.1 Cloud and Aerosol Algorithms

These algorithms will deliver cloud information
(fractional cover, cloud optical properties, cloud
classification) and initial aerosol information
(absorbing index, optical thickness). They are termed
'pre-processing' algorithms; this indicates that they
will be the first to be executed in SGP level Ib to 2
processing chain. In particular, the cloud results will
be used to correct subsequent UV /visiblc trace species
retrievals for nadir scenes flagged as partially or
totally cloudy. There are two main component cloud

algorithms; they are listed separately here. but may
well he used together in the (off-line) operational
processor.

PMD Cloud Coverage Algorithm (PCCA). There are
two approaches here, both using sub-pixel PMD
(Polarisation Measurement Devices) measurements.
One method is based on the use of retlectancc and
'colour' thresholds (Ref. 14), the other is based on
cloud-free composites (Ref. 15). Both approaches
require the dynamic updating of global sets of
thresholds or composites. The prototypes recently
developed for GOME use 3 PMDs covering channels
2. 3 and 4 of GOME (the 'blue' 'green' and 'red'
PMD ranges). The current baseline for SGP will be to
use the equivalent 3 PMDs for SCIAMACHY, though
it may be possible to use more of the SCIAMACHY
PMDs in the infrared (7 PMDs in total).

Al present an older version of PCCA is specified for
the NRT. hw it is expected that the upgrade planned
for OL will also he taken 011 (or the NRT.

Revised Cloud Fitting Algorithm !RCFA). An
algorithm for the retrieval of cloud optical parameters
based on least squares fitting of measured nadir back­
scatter intensities with their simulated equivalents in
and around the O~ and 04 absorption bands in the
visible/near-infrared. Main retrieval products will be
cloud-top pressure and optical depth; combined with
the cloud-cover algorithm, a determination of cloud
type will he possible. This is an extension of the
original ICFA (Initial Cloud Fitting Algorithm) as
developed for GDP. Development of RCFA will again
follow that for G0\.1E (Ref. 16). Not part of the NRT
processor.

Aerosol Absorbing Index Algorithm (AA/A). This
index is based on the evaluation of a spectral residue
at 340 nm, using an equivalent Lambertian albedo
determined from the measured 380 nm back-scatter
intensity. The AAI is a measure of presence of soot
and dust aerosols that typically show strong UV
absorption. The algorithm is stand-alone, and closely
follows the original NASA specification (Ref. 17).
Both NRT and OL.

Aerosol Optical Thickness Algorithm (AOTA). Also
intended to be stand-alone, this is a straightforward
non-linear least-squares fitting algorithm for the AOT.
It uses measurements where trace gas absorption is
negligibly small. Developed for operational use in
GOME by the Italian Processing and Archiving
Facility (see Ref. 18 for details). (Aerosol profiles
retrieved from limb and occultation measurements are
treated separately), OL univ, not part u( the NRT
processor.

2.2 UV/visible Trace Gas Column Retrieval

Applies to NRT and OL.

This algorithm is the one that most closely matches
the corresponding DOAS algorithm in GDP. It is
based on the least squares fitting of effective slant
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column amounts of certain trace species in the UV
and visible parts of the spectrum (see Ref. 19 for a
review). The DOAS method will be one of the major
options: here, optical densities are fitted linearly for
trace gas column amounts, and a low-order
polynomial in wavelength approximates broad-scale
spectral features due to Rayleigh and aerosol
scattering, aerosol extinction and surface reflectance.

In DOAS, the multilinear regression is embedded
within a non-linear fit for the 'shift and squeeze'
parameters to be applied to the reference spectra (due
to wavelength calibration uncertainties). One option
for trace gas reference cross-sections is to use values
derived from pre-flight calibration measurements (03
and N02 in particular), otherwise cross-sections are
taken from literature. Care must be taken with the
temperature dependence (03 has the well-known
quadratic parameterisation for temperature
dependence of the Huggins band cross sections). In
addition to the trace gas signatures, it is necessary to
fit for a differential signature due to inelastic
molecular scattering (the Ring spectrum) (Ref. 20).

The baseline will be two windows optimised for 03
and N02 retrieval. Another option to be considered
will be the direct non-linear least squares fitting of
radiance to determine slant columns. Recent
developments with GOME have demonstrated its
ability to measure BrO, H2CO, OClO and S02 (Refs.
21-23). Both the SCIAMACHY OL and NRT
algorithms will include fitting windows for these
species. Columns of 03, N02, BrO, S02 and H2CO
will be retrieved on a global basis, while OClO will be
retrieved in special cases only (ozone hole scenarios).

The second half of this algorithm is a simulation of
the Air Mass Factor (AMF), by which the slant
column is divided to get a geometry-independent
vertical column result. The AMF represents the
enhancement of absorption due to slant path passages
through the atmosphere. Experience with GOME has
shown that it is preferable to use look-up tables of
AMFs in an operational data processing environment,
rather than calculate them from scratch using radiative
transfer code. Multiple scattering must be accounted
for in the simulation of back-scattered intensities.

In the NRT specifications, the conversion to vertical
column amounts will be done using a single Air Mass
Factor for each trace species and fitting window (this
is the classical DOAS approach). So far, AMF look­
up tables have been generated only for 03 (at 325 nm)
and N02 (at 437.5 nm); results for other trace species
will remain as slant columns.

The development for GOME of improved 03 and N02
profile climatology (see for example Ref. 24 for 03)

for the generation of new AMF look-up tables for
these species will be incorporated as part of the
SCIAMACHY OL algorithms (NRT specifications
were frozen before these developments started). The
use of profiles classified by column amount in these
climatologies allows for the iteration of AMFs and
retrieved vertical column amounts. This acts as a kind

of quality control on the AMF part of the retrieval
(Ref. 25), and is especially relevant in scenarios such
as the ozone hole where the AMF depends strongly on
the profile shape and total column content.

2.3 Infrared Trace Gas Colunm Retrieval

Aprlies to NRT and OL.

This algorithm is based on the direct (non-linear)
least-squares fitting of nadir back-scatter spectra
measured by SCIAMACHY's infrared channels
(channel 7, 1940-2040 nm, channel 8 2265-2380 nm).
Vertical column amounts are fitted directly; there is
no Air Mass Factor conversion. The algorithm
assumes that the back-scatter intensity can be
approximated by the solar path transmittance term
multiplied by a closure term (low order polynomial in
wavelength). Scattering contributions are thus
proportional (up to closure) to the transmittance term
- an approximation that is valid provided the
absorption optical depths are small.

The calculation of the solar path transmittance term is
reasonably exact. Line-by-line calculations are carried
out at each layer of the reference atmosphere to obtain
high-resolution cross-sections. These are combined
with ray-traced slant path geometrical factors and
volume mixing ratios to obtain cumulative
atmospheric transmittance values. The latter are then
convoluted with the instrument response function to
the wavelength grid of the measurements.

In channel 8, a small selection of micro-windows will
highlight retrieval of the relevant species. Only a few
absorption lines of CO and N20 will generate
detectable signatures in the SCIAMACHY back­
scatter spectrum, and these two gases are the drivers.
CH4 and H20 are easy to detect in this channel, but
they must be included as interfering species in the key
CO and N20 retrievals. The low optical depth
requirement of the transmittance-closure
approximation is another restraint on window
determination (avoid deep CH4 and H20 lines).

C02 columns can be retrieved from measurements at
the upper end of channel 7 (2030-2040 nm). C02

absorption is relatively weak here, and it is then
possible to use the transmittance/closure
approximation. There are only a few interfering H20
lines in this region.

Studies have shown that this kind of retrieval for CO
and N20 is sensitive to the instrument response width
as required by the convolution of high resolution
transmittance values (Ref. 26). Until recently, there
has been serious concern that the instrument
resolution in channel 8 has not been good enough for
meaningful CO and N20 retrieval. It was reported at
the ESAMS meeting that this detector focussing
problem for channels 7 and 8 has now been solved in
a timely manner for SCIAMACHY (FWHM now -2.l
pixels).
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This algorithm can be adapted with only a few
modifications for the derivation of the pressure height
of an equivalent Lambertian reflecting surface at the
lower boundary of the atmosphere. This assumes that
the C02 content is known, and it uses a window near
2030 nm in channel 7 (relatively low optical depth).

It is more consistent to execute this C02 height fit first
before attempting the CO and N20 trace gas
retrievals; the height result is used as the lower
boundary in the subsequent retrieval of these trace
species from Channel 8 infrared measurements. This
option has been integrated into the operational NRT
and OL algorithms. Apart from this, it is anticipated
that all results from the infrared absorption
spectroscopy algorithm will be stand-alone (no
synergy with CV /visible results or with output from
the cloud pre-processing algorithms).

The OL version of this algorithm will include a full
line-by-line capability for cross section evaluation for
a wide range of temperature and pressure conditions;
the use of sets of correlated-k coefficients for these
cross-sections is also under investigation (Ref. 27).
The OL algorithm will also have a ray-tracing
formalism in a curved refracting atmosphere.

The NRT algorithm will use look-up tables of pre­
computed trace gas cross-section templates at a high
resolution, and an addicional table of rav-traced slanc
pach (acrors. Jn che speci(ica1ion documenrs for NRT,
rhe algorirhm is named BIAS (Basic Infrared
Absorrcion Spectroscopv ).

2.4 UV/visible Limb Profile Retrieval

Off-line on Iv.

At the time of writing, there are still unresolved
questions about the overall retrieval strategy for limb
profiles. Jn order to keep options open, both onion
peeling and global fit methods will be considered (and
perhaps an admixture of the two). There is also a
distinction between P-T retrieval and trace gas volume
mixing ratio (VMR) (or concentration) vertical
profiles. In both cases, aerosol scattering profiles will
be retrieved simultaneously. The use of optimal
estimation or unconstrained non-linear least-squares
has also not been decided for the various limb and
occultation applications.

Ideally, P-T retrieval should be performed first, to
allow the retrieved temperature and/or pressure
profiles to be used in subsequent trace species limb
retrievals. So far only the VMR limb retrieval in the
UV/visible has received some development in the
operational context., and the current version of the
ATBD contains some description of the ray-tracing
forward model.

The VMR profile limb algorithm retrieves volume
mixing ratios (VMRs) of selected trace species for
layers defined by the limb scan sequence (scan
elevation steps translate to tangent height separations
of -3.1 km). For SCIAMACHY channels I to 4, the

main emphasis is on measurements from the UV (0,)
and visible parts of the spectrum \N02• 01). From two
or more micro-windows in channel 8, this algorithm
can also retrieve VMRs for trace species N20. CO and
CH~ (and possibly H20); C02 limb profiles can be
retrieved from channel 7 measurements. Jn all cases,
aerosol scattering and extinction profiles will be
retrieved in conjunction with the main output.

The algorithm will retain options on the use of
optimal estimation versus non-linear least squares. It
is likely that the first version of the prototype will use
the global fit technique (Ref. 28), especially for the
UV/visible applications. Also it is probable that
'measurements' as defined in this algorithm will
actually be ratios of limb scan radiances at two
different tangent heights. This is the approach adopted
for the SOLSE/LORE instruments (Ref. 29). It has the
advantage that to first order. diffuse scatter
contributions from lower troposphere 'cancel out' in
the ratio of simulated radiances.

Radiative transfer (RT) for limb scatter retrieval is
difficult and time-consuming. The baseline approach
will be to perform the single scatter simulations from
scratch, and to use correction factors fur multiple
scatter contributions. The correction factors will be
generated off-line using a state-of-the-art fully
spherical RT code.

Ray tracing code has been written for the single
scatter modelling. Single scatter simulations will be
quasi-analytic functions of the retrieval parameters,
thus allowing for reasonably exact computations of
the Jacobean parameter derivatives (weighting
functions) required for non-linear iterative fitting. To
first order, it is assumed that the multiple scatter
correction terms have no retrieval parameter
dependence

Retrieval state vectors will include VMR values at
each level of the retrieval height grid, and aerosol
scattering and extinction coefficients at these levels.
Since there are a number of spectra in a limb scan
sequence, we also require a Ring scaling parameter to
be fitted for each limb spectrum. Since all targeted
species' cross-sections are temperature-dependent, it
is important to have accurate and representative P-T
profiles. Ideally one should use already-retrieved limb
P-T results; failing that, the baseline will he the use of
assimilated meteorological data (analysis fiesld from
ECMWF for example).

New developments on this algorithm will be coming
along in 1999, and it is anticipated that the
appropriate sections in the ATBD will be expanded
considerably later this year.

2.5Nadir 03 Profile Retrieval

(Not in the NRT processor).

This is based in part on the BUY technique (Ref. 30),
where the wavelength dependence of 03 scattering
heights in the UV below 300 nm is used to infer
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stratospheric 03 profiles. The algorithm also takes
advantage of the temperature dependence of the
Huggins bands 03 absorption (300 - 360 nm) to
extract height-resolved information in the troposphere
(Ref. 31); inclusion of points in the visible (Chappuis)
03 absorption region may also provide an additional
constraint.

The algorithm uses an iterative optimal estimation
technique to update the state vector of profile
components. Optimal estimation requires the use of a
priori values to constrain the fitting problem. In the
case of 03, a priori profiles may be taken from the
SAGE JI climatology.

The forward part of the algorithm requires repeated
calculation of intensities and their parameter
derivatives (weighting functions). Radiative transfer
simulations (Ref. 32) must be performed with full
multiple scatter, and this is (at present) prohibitively
time-consuming for realistic inclusion in an
operational environment.

However, results derived from GOME back-scatter
measurements for special scenarios and campaigns
have shown clearly the feasibility of this technique
(Refs. 33, 34). It is anticipated that an operational
algorithm will be implemented for GOME once the
performance bottleneck is overcome (perhaps with the
help of extensively parameterised look-up tables).
This is currently under investigation at a number of
institutions. Developments for SCIAMACHY will
follow closely those for GOME.

2.6 Other Algorithms

The following algorithms have not yet started their
development as part of the operational level Ib to 2
SGP. At present there is no detailed description of
them in the ATBD, but they are summarized in the
document and also below. They were omitted from the
review presentation. They will not be part of the NRT
processor.

The P-T profile limb algorithm. This algorithm will
use non-linear least squares or optimal estimation
fitting to derive profiles of temperature and pressure
from limb scatter measurements of C02 in channel 7.
Fitting windows for each limb scan must be selected
to include suitable combinations of pressure and
temperature sensitive C02 absorption lines. The
atmosphere is assumed to be in hydrostatic
equilibrium; exact knowledge of the pressure and
temperature at one height will enable the tangent
heights to be retrieved.

Simulation of limb scatter intensities and associated
weighting functions will be carried out quasi­
analytically in the single-scatter line-by-line
approximation; multiple scattering effects (small in
this part of the spectrum) will again be parameterised,
probably with the use of look-up tables of correction
factors.

Aerosol scattering and extinction profiles will be
retrieved in conjunction with the atmospheric
variables. CO: amounts are assumed known, and
should be taken from a suitable data record (Mauna
Loa, for example). Pressure and temperature profiles
may also be retrieved from 02 A band limb back­
scatter measurements around 760 nm. but this is still
under investigation. The question of onion peeling
versus global fitting has not been resolved yet for this
algorithm.

Occultation algorithms. In principle, the list of
products defined for the first limb profile retrievals in
SGP (see table I) can also be retrieved for solar
occultation measurements. There is scope for only a
few occultation products per orbit due to the limited
time (- 60 seconds) spent in this viewing mode. The
forward simulation part of the retrieval algorithms is
simpler, because it requires only computation of
direct-beam transmittances (scattering can be
neglected). Though measurement signal-to-noise and
corresponding retrieval precision are high, the
retrieval may be hampered due to radiance calibration
(and possibly also wavelength calibration) problems
resulting from the measurement strategy employed by
SCIAMACHY.

2.7 Input/Output and Reference Database
Overview

The main input to the level 1b to 2 section of the
whole SCIAMACHY Data Processor is the level Ib
product, comprising measurements for nadir, limb and
occultation states, and an extra-terrestrial sun
reference spectrum taken by the instrument. Each
atmospheric measurement contains a number of
observation records (geolocation information and
spectra).

Also required as input is a list of parameters
controlling the execution of the component algorithms
in level 1b to 2 processing; this comprises the
'Initialisation File'. Additional real-time ancillary data
may also be required (assimilated meteorological
forecast/analysis fields, C02 data for example).

Main output will be level 2 products, as specified in
Ref. 35 for the Off-line and Ref. 4 for NRT. Each
component algorithm will generate its own component
output data set, in addition to the housekeeping and
geolocation data required for completeness. In
addition to retrieved parameter values, solution
covariance output from the fitting algorithms will be
specified where possible, though no detailed spectral
information will be included in the level 2 products.
During the testing and commissioning phases, detailed
results and scenarios will also be generated as part of
the output.

Reference data may be divided into three classes. The
first class contains fixed global and climatological
data sets (topography, surface properties, atmospheric
profiles including a priori values) and reference
spectra (spectroscopic line parameters, absorption and
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Ring effect cross sections. aerosol and cloud optical
properties).

The second class comprises fixed pre-calculated look­
up tables of radiative transfer simulated data. These
include AMFs for the UV /visible column retrievals.
correlated-k coefficients and line-by-line cross
sections for the infrared retrievals and multiple scatter
correction factors for limb retrievals.

The third class contains data sets that are pre­
calculated for each orbit. This will include the
preparation of instrument response functions required
for the convolution of high-resolution templates to
instrument wavelength grids, and the generation of
any under-sampling reference spectra required for the
least squares column and profile titting.

Also required for the cloud coverage algorithms are
threshold or cloud composite data sets, for which a
dynamic update procedure needs to be defined.
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NASA's Experience with UV Remote Using SBUV and TOMS Instruments

Pawan K. Bhartia (NASAGoddardSpace Flight Center, USA)

This paper will discuss key features of the NASA algorithm that has been used to produce several highly popular
geophysical products from the SBUV and TOMS series of instruments. Since these instruments have a limited
number of wavelengths, many innovative algorithmic approaches have been developed over the years to derive
maximum information from these sensors. We will use GOMEdata to test the assumptions made in these algorithms
and show what additional information is contained in the GOME hyperspectral data. At NASA we are using this
information to improve the SBUV and TOMS algorithms, as well as to develop more efficient algorithms to process
GOME data.
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ABSTRACT
The EDS program for long term global change
monitoring of certain atmospheric constituents
includes three Stratospheric Aerosol and Gas
Experiment III (SAGE III) instruments. The first will
be launched on a Russian platform in mid-1999. The
instrument is a self-calibrating Sun photometer with
scanning optics which samples the spectrum in the
280-1030nrn wavelength range using a CCD array.
The IFOV provides 0.5km vertical resolution at the
tangent point. The solar Level-2 species retrieval is
driven by the Level-lB atmospheric transmission
measurements in 86 wavelength bands. Prior to Level­
lB processing the digitized counts must be corrected
for instrument effects with a Level-IA algorithm. The
discussion herein will focus on instrument
characterization data and the correction algorithms
necessary for the following effects: spectrometer stray
light, CCD substrate scattering into the serial register,
dark current, charge transfer efficiency, linearity,
wavelength calibration, and etaloning.

1. INTRODUCTION
Over the last two decades a series of successful
satellite-borne solar occultation radiometers from the
NASA Langley Research Center have provided highly
vertically resolved profiles of atmospheric aerosol
extinction and gases. SAGE III will continue in this
line. The first instrument with be launched in 1999 on
a Russian Meteor-3M spacecraft in a polar orbit
(Ref.I), and the second on the International Space
Station (ISS) in 2002 in an inclined orbit. The third
instrument is a Flight of Opportunity (FOO) awaiting
mission definition. All three instruments were
designed and manufactured by the Ball Aerospace
Technologies Corporation. The SAGE III lineage,
number of channels, spacecraft, orbital inclination,
and years of service are listed in Table I below.

Table 1. SAGE III and H .
ch spacecraft orbit years

SAM I Apollo-Soyuz - I dav
SAM II I NIMBUS? 9go 16
SAGEi 4 AEM-B 53° 3
SAGE II 7 ERBS 57° 15
SAGE III 12 Meteor %0 -
SAGE III 12 !SS 51° -

The Stratospheric Aerosol Measurement (SAM) flew
on the Apollo-Soyuz Mission in 1975. It sampled 4
extinction profiles was the 'proof of concept'
instrument, and paved the way for the subsequent
SAM II, SAGE I, and SAGE II instruments. SAM II
(1978-1993) flew in a polar orbit and provided the
first long term history of 1µrn extinction profiles, a
record which bas been credited with the discovery of
Polar Stratospheric Clouds (Ref. 2). The 18 years of
SAGE I (1997-1981), and SAGE II (1984-present)
data have provided two major contributions to the
atmospheric sciences community. The first, in
conjunction with SAM II, is a global picture of
atmospheric aerosol loading variation caused by
numerous volcanic eruptions (Refs. 3-5). The second
is the long term record of the lower tropospheric and
stratospheric ozone profiles which have been
instrumental in the ozone trend studies since 1988
(Refs. 6-9).

2. SCIENCEOBJECTIVES
The five science objectives of the SAGE III mission
are the following (Ref. I0):
I. Retrieve profiles of atmospheric aerosol, 03, N02,

H20, N03, OCLO, and air density.
2. Characterize tropospheric and stratospheric
aerosol, cirrus and clouds, and investigate their
effects on Earth's environment includingradiative,
rnicrophysical, and chemical interactions.

3. Relate the variability (spatial/temporal) of the
measured species to atmospheric chemistry,
climate processes, and biogeochemical cycles.

4. Extend the SAGE I/II self-calibrating solar
occultation record with prime focus on uncertainty
reduction in the estimation of long-termtrends.

5. Provide atmospheric data essential for the
calibration and interpretation of other satellite
sensors.

3. THE OCCULTATIONMEASUREMENTAND
SENSORDESCRIPTION
The fundamental measurement in the occultation
technique is the attenuation of radiation by the Earth's
atmosphere as rays from the source traverse the slant­
path into the instantaneous field-of-view (IFOV) of
the instrument. The attenuation is solely due to gas
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absorption, and scattering from molecules, aerosols,
and clouds. The heritage instruments have used the
Sun as the source, while for SAGE III the Moon and
Earth's limb are additional sources. At the onset of an
event the instrument's azimuth control system rotates
the scan head from stow to a computed (onboard
ephemeris calculation) position to acquire the target.
During this stow-to-target pointing operation the CCD
controller is in data acquisition mode as the IFOV
scans dark space, and numerous dark current frames
become available for the detector background offset
correction. As the target appears in the azimuth sensor
system's 4° (1.2° x 2.6° for lunar) FOY, the system's
bi-cell locks the elevation axis on a line which passes
through the target's radiometric center of brightness,
and continues to keep Jocked to within 45 arc seconds
throughout the event's duration. At azimuth Jock-on,
the elevation system begins to sweep the scan mirror
across the target at a nominal 15 arc minutes per
second. After the IFOV moves off the target's edge
the scan direction reverses, and the cycle repeats.
Precise relative positioning of the instrument's IFOV
on the target's disk is provided by the elevation
system to within 30 arc seconds. This control is
needed in order to geolocate the IFOV in the
atmosphere in conjunction with the spacecraft position
and target's ephemeris. The scan mirror is the front
end of a fi'4 Dall-Kirkham telescope which images the
target disk onto its focal plane. The scan direction is
parallel to the spacecraft's nadir direction, hence the
atmosphere is scanned vertically. The focal plane
contains a 30 by 300µ.m slit whose footprint projected
onto the target corresponds to an angular extent of 0.5
by 5 arc minutes, respectively. Similarly the footprint
of the slit at the tangent point of a light ray passing
through the atmosphere corresponds to an area of the
atmosphere 0.5 km vertically by 5 km horizontally.
The focal plane slit also serves as a spectrometer
entrance slit past which a fold mirror directs light onto
a holographically recorded concave grating operating
in the first order. The grating was designed to
eliminate astigmatism at the two wavelengths of
440nrn and 868nrn. The photoactive part of the
detector consists of an 809 by 11 CCD array with
30µ.m pixels. The grating images the entrance slit
without magnification onto the CCD, and the effective
IFOV of the instrument can be controlled by how
many of the 11 'parallel' pixels are sampled. The only
optics between the grating and CCD are a plano­
concave field flattener, a colored glass order-blocking
filter set, and an air gap. The CCD is rotated I0° along
the dispersion axis to reduce reflection back onto the
grating. Wavelength calibration on the Meteor
instrument indicates the dispersion range is 275nrn at
pixel I to 1034nrnat pixel 809. The CCD material is
16µ.m thick in a thinned backside illuminated
configuration, and is fused to a thick bulk glass
substrate. The entire detector assembly is bonded to a
thermo electric cooler for temperature regulation. The
detector assembly also consists of a separate InGaAs
photodiode with an interference filter to sense light at
1540nrn. The diode is aligned to the CCD by a

beamsplitting cube to ensure the FOY of the 1540 and
the CCD pixels are coincident in the atmosphere. The
zeroth order from the grating is the source for the 1540
channel. The l 540nm channel data are also used to
reverse the scan direction for solar sampling, while
lunar scan direction change is done by averaging a
pixel group of the CCD.

CCDAND SAMPLINGMODES
In order to optimize the signal-to-noise ratio in
conjunction with the blackbody-like spectral signature
of the target and the intrinsic spectral response of
silicon, the 809 x 11 active pixels of the CCD which
receive diffracted light from the grating are
electrically isolated into seven segments. Each
segment's integration time is programmable. During
an event as the IFOV is trained at some position on the
target, photons are converted to photoelectrons in each
of the parallel pixels for a given integration time. The
photoelectrons are then shifted into the serial pixels
corresponding to each of the parallels. All 809 serial
pixels comprise the serial register, and are blocked
from direct illumination by a mask. The electrons in
the serial register are then shifted sequentially to a
readout node where an analog-to-digital count
conversion is done (-75 electrons/count). The
sampling cycle repeats itself at a rate of 64Hz (255 Hz
internally with 4 sample averaging) as the scan mirror
continues to sweep across the target for subsequent
samples until the event terminates. Event termination
occurs when the target signal reaching the instrument
is too low (Sun/Moonset), or when the target reaches
the 300krntangent point during a Sun/Moonrise.
There are six programmable modes for sampling the
CCD. These are solar, lunar, wavelength calibration,
mirror calibration, charge transfer efficiency (CTE),
and serial calibration. In the solar mode 86 pixel
groups corresponding to the science requirements are
derived from the CCD sampling. These pixel groups
are shown in Table 2.

Table 2. Operational Solar Science Samplin] (Meteor)
Channel Start A End A Pix/D0 Species

l 288 292 5/1 0~113•
2 383 387 511 e
3 433 450 19/19 NO,/B
4 519 523 511 B
5 562 623 30/10 o,
6 675 678 511 B
7 754 758 4/1 6
8 759 771 14/14 PIT
9 867 871 511 6
10 933 959 30/30 H20
II 1018 1022 616 B
12 1525 1554 l/l B

Pix/Ddenotes(numberofCCDpixelsshiftedintotheserial
register)I (numberof samplesput intothedatastream).In
mostcasespixelsareaveragedtoproduceonedataitem.f3
denotesaerosolextinction.
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For lunar mode the CCD sampling is more contiguous,
with 340 pixel groups sampled. The wavelength range
for lunar spans the three spectral regions of 360-
680nm, 740-780nm, and 920-960nm. The species
retrieval in lunar mode are the same gases retrieved in
solar mode with the additional nighttime species of
N03 and OCLO.
Wavelength calibration mode samples all 809 active
pixels while the tangent point lies above the
atmosphere. During wavelength calibration the target
is scanned as all active pixels are readout in order to
produce a pixel-to-wavelength map for the entire
CCD. The wavelength calibration regresses the
sampled CCD data against the solar spectral irradiance
data set of Kurucz (Ref. 11).
Mirror calibration mode is essentially identical to solar
mode, in that the same pixels on the CCD are sampled
using the same CCD algorithm. The difference lies in
the tangent altitude at which the sampling is
performed, namely between 150 and 300krn.
CTE mode points the instrument's scan head away
from any radiant source while the CCD array is
sampled in the following manner: 100 pixels at the
center of the array are allowed to accumulate charge
for a fixed integration time. Since the detector is not
illuminated only dark current electrons accumulate in
the parallels. The 100 pixels are then readout while all
the parallel pixels are set to drain, i.e. no charge is
allowed to accumulate in the parallels. In the process
of shifting the 100 pixels through the serial register
there will be some electrons which will remain in the
current serial pixel and not be shifted to the next serial
pixel. After all I00 central pixels are readout the serial
register continues to be readout thereby producing a
set of virtual pixels. Each virtual pixel will contain
only dark current electrons, and electrons not shifted
out from the previous clock cycle (charge transfer
inefficiency). An estimate of the CTE is derived from
the ratio of the instrument counts corresponding to the
first few virtual pixels to the instrument counts
corresponding to the I00 central pixels. The CCD
manufacturer's estimate of the CTE is 0.999995, and
analyses predict a 3-year end-of-mission life value of
0.9997.
Serial mode sampling of the CCD sets all parallel
pixels to drain as the target is scanned above the
atmosphere. The serial register pixels are read out in
the identical process to that used for solar sampling.
The purpose of this mode is quantify the signal which
leaks into the serial register while the active pixels are
illuminated by the target.
In CCD characterization mode the scan mirror is
preset to a fixed azimuth and elevation, and stares at
the target. The mode samples the spectrum with all
809 active pixels, and will be utilized primarily in
searching for absorption features in the atmosphere,
and in etalon phase change detection.

RADIOMETRIC ERROR SOURCES .

The requirements for the maximum radiometric error
when the SAGE III instrument views the Sun above
the atmosphere are as follows: (1) random error must

be less than 0.05%, (2) systematic bias must be less
than 0.1%, and (3) stability must be less than 0.03% of
the target signal during an event. The instrument
vendor has isolated the components of each of the
above error sources as follows:
1. (random) quantizing noise, dark current,

readout noise, and processing noise
2. (systematic) linearity, offset bias, stray light,

red leakage, CTE calibration, and scan mirror
calibration

3. (stability) electronic drift, quantum efficiency
stability, temperature stability, etalon effects

Data acquired during instrument testing indicate that
the errors from most of the above sources are within
specification. Several effects must be managed with
algorithms in order to meet specifications, and these
will be discussed below.
Mirror Angle. The scan mirror reflectivity depends on
view angle and wavelength. Relative reflectance
differences of up to 0.6% throughout the range of
mirror travel can occur during an event. For the full
range of mirror angles experienced in an event, the
SAGE III scan mirror reflectance has been shown to
be a linear function of view angle. Relative mirror
reflectance measurements will be performed on every
orbit.
CTE. The radiation environment of the Meteor's
1020krn satellite orbit will affect the charge transfer
efficiency of the CCD. If no CTE correction is
applied, errors exceeding the 0.1% radiometric budget
will occur near strong absorption features. The
estimation of the CTE is based on either an
autoregressive model, or on simple ratios between the
I 00-pixel plateau and the subsequent virtual pixels
(see CTE mode above). CTE is projected to linearly
decrease 0.000014 per month. CTE mode will be
performed monthly to update its current estimate, and
the CTE correction will be applied continuously. The
CTE correction algorithm is currently being evaluated.
Linearity. The CTE mode repeatedly run for a
sequence of increasing integration times allows the
detector linearity to be periodically assessed on-orbit.
Test data indicate that the budgeted specification of
0.03% is met by all SAGE Ill CCDs except for the
FOO CCD in the red. Quadratic correction will yield
further linearity improvement in the event detector
degradation will decrease detector linearity throughout
the mission life.
Stray Light. Several sources contribute to unwanted
light collected at any given pixel. One source is due to
scatter from the CCD substrate as NIR photons are
transmitted through the thinned, backside-illuminated
CCD, and scatter back into the CCD from the thick
glass substrate. The phenomenon is termed 'red
leakage', and the primary effect is a broadening of the
wings of the detector's spectral response. Second order
stray light effects arise from light scattered back to the
grating from the detector, and rediffracted onto the
detector. The spectral response was characterized for
each of the SAGE III instruments by illuminating the
spectrometer/telescope with a monochromator at a set
of 15 specially selected wavelengths. At each of the

195



wavelengths all 809 CCD pixels were scanned, and
the resulting data were interpolated to arrive at a set of
spectral response functions for each pixel of the CCD.
Figure 1 shows a sample of the straylight response
when the 680nm pixel is illuminated on the Meteor
and FOO instruments. Characterization of the spectral
response was performed at numerous wavelengths
using monochromator, bandpass, as well as numerous
discrete line source measurements. The results of
fitting gaussian functions to the core of the response
measurements are shown in Fig. 2. Note that the two
minima in the spectral response measurements closely
coincide with the spectrometer's design stigmatic
points. A polynomial fit to the measurements shown
in Fig.2 allows continuous interpolation to all
wavelengths.

6 straylight Meteor I FOO 680nm
10

104

400 600 800 1000
Wavelength (nm)

Figure 1.Monochromator-based straylightfor Meteor
and FOO. FOO marked by black squares.
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Figure 2. Core bandpass of the Meteor instrument.

The data in Fig. 2 characterize only the core of the
spectral response. The wing response is empirically
fitted separately from the core response. The
combination of both wing and core responses form a
basis for the set of point spread functions which are
used for algorithm and database development. It is
expected that the central core of these measurements
adequately characterize the in-band instrument
response, and that the out-of-band response, including

the parallel red leakage component, are characterized
by the wing measurements. Calculations based on the
above spectral response measurements convolved with
an exoatmospheric solar signal indicate that the
greatest out-of-band (OOB) contributions are to the
UV and NIR regions of the CCD (mesospheric ozone,
OrA band, and H20). OOB to in-band relative
contributions for the above spectral regions range
from 0.25-1.0% in the UV, 0.06-0.08% in 02, to 0.2-
0.5% in H20.
Serial Leakage. The serial register on the CCD is
blocked from receiving direct illumination, however
photon scattering from the glass substrate below the
CCD, especially in the NIR region, reaches serial
pixels. As a consequence a complex sequence of
leaked photoelectrons are added to the parallel signal
as these parallel pixels are shifted along the serials
toward the readout. The fast/slow shifting of the serial
during a solar mode readout causes the leakage to be
highly dependent on the read process, and on the
radiant image on the parallels. All other CCD
sampling modes do not use a fast/slow serial shift
process, hence serial red leakage does not contribute
biases to the parallel signal. The serial mode sampling
allows the deterministic evaluation of the serial
leakage, however this mode only operates on the solar
signal above the atmosphere. An algorithm using an
atmospheric model coupled with the instrument signal
in the atmosphere would have been needed in order to
remove the serial leakage component from the data
samples acquired during an event. Work with
instrument test data indicated that the success of a
serial red leakage algorithm was not good. Thus a
renewed effort was made to develop an on-orbit CCD
solar sampling algorithm to remove the serial red
leakage. After substantial testing an in situ algorithm
was developed which utilized one of the 4 over
sampling periods that existed in the flight code to
sample the serial register pixels while the parallels are
set to drain. The other 3 periods shift the parallel
image into the serials. The serial signal is
automatically subtracted from the parallel signal
during solar mode, thus the instrument counts at
readout are free from serial leakage and only require a
parallel dark current subtraction.
Spectral Calibration. Several exoatmospheric scans of
the Sun during wavelength calibration mode will
provide the data for a regression function to calculate
wavelength as a function of pixel number. The
calibration is driven heavily by the solar Fraunhoffer
lines.
Etaloning and Spectral Stability. Due to the semi­
transparency of the CCD in the NIR, reflections
between the nearly parallel back and front surfaces of
the 16µm thick CCD causes it to act as an etalon,
albeit an imperfect one. Fig. 3 shows this effect in the
Meteor test data beginning at 750nm, where the
etaloning amplitude is small, and extending to I030nm
where the amplitude is the largest. The phase of the
etaloning signal is primarily controlled by the relative
orientation between the grating and the detector. This
orientation is controlled by temperature-induced
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flexure of the spectrometer thermal enclosure. As long
as the etalon phase remains constant throughout a
nominal 3 minute event duration, the instrument
remains radiometrically self-calibrated. Instrument
test data were gathered for a temperature controlled
thermal vacuum chamber experiment where an
approximate 4°C gradient was imposed across the
spectrometer enclosure. Analysis of the resulting test
shows that the drift in the etaloning phase induced a
relative radiometric change less than 0.03%. Although
these results are encouraging, meeting the budgeted
0.03% radiometric stability requirement, a series of
on-orbit test data will need to be measured in order
precisely estimate the magnitude of etalon phase
change.

6000

SAGE 111-MTungsten Source
8000

7000

~ 5000
5 !u:t

400 600 800 1000
Wavelength (nm)

Figure 3. SAGE III-Meteor response to a tungsten­
illuminated integrating sphere. Absorption features at
450, 540, and 640nm are due to rare earth elements in
the integratingsphere coating.

A variant of wavelength calibration mode can be used
to sample the contiguous spectrum throughout an
event. A potential etalon detection channel is also
available for each event by using the six pixels
assigned to solar channel 11. In this channel the etalon
amplitude is quite large, and little gaseous absorption
exists.
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Figure 4. SAGE Ill flight dataprocessing flow.

FLIGHTDATA CORRECTION PROCESSING
Fig. 4 shows the ground processing needed for
correcting the instrument count data prior to injection
of the Level-IE transmissions into the species
retrieval algorithm. Implementation of all the
corrections will yield a data accuracy specification of
0.1%. The background offset and CTE correction are
essential components, and CTE processing is likely to
be the most processor intensive. Linearity correction is
optional, and not required to meet specification. The
mirror angle correction will be a simple product based
on scan mirror position measurement. The reflectance
data suggests that a linear relationship exists between
mirror angle and correction.
The point spread function (PSF), as derived from the
straylight, bandpass, and spectral test data does not
appear in the processing sequence in Fig. 4. However
a PSF correction is incorporated into the Level-2
processing.
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Total Ozone Comparisons using EP-TOMS and GOME

James Gleason
NASA/Goddard Space Flight Center, USA

Total ozone from two operational satellite total ozone data sets. NASA's Earth Probe TOMS and ESA's GOME
instrument will be compared. Differences as a function of time and latitude will be presented. Algorithmic
differences will be explored by using a specially created GOMETOMS data set. This data set was created by using
the GOME radiances in the TOMS total ozone algorithm. Comparisons of the operational total total ozone data with
this data set will illustrate the algorithmic assumptions of both retrieval methods.
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ABSTRACT

Differential absorption spectroscopy is the
method used for ozone retrieval from GO:AE
measurements of the Earth's ultraviolet (UV)
spectrum. The two main elements of this re­
trieval method are: (i) the slant column deter­
mination, using spectral fitting to an ozone ref­
erence spectrum, and (ii) the air mass factor cal­
culation, to convert the slant ozone column into
the vertical ozone column. Both clements are
discussed here. Firstly, we propose to use an
effective ozone cross-section spectrum, which is
integrated over the entire atmosphere. Secondly,
we propose a new formula to calculate the air
mass factor with a radiative transfer model. It
appears that the traditional formula is an ap­
proximation for small optical thickness, which
is not valid for ozone in the UV fitting window
of 32G-335 nm. The old air mass factor formula
leads to an overestimation of the air mass factor,
and thus an underestimation of the ozone col­
umn. We finally conclude that the wavelength
at which the air mass factor is calculated should
be representative for the ozone absorption opti­
cal thickness in the ozone fitting window.

1. INTRODUCTION

The Global Ozone Monitoring Experiment
(GOME) on board the ERS-2 satellite has been
designed to measure ozone and other trace gases
by means of the differential absorption spec­
troscopy method [Ref. I]. This method has
been developed for ground-based observations
of trace gases in the troposphere and the strato­
sphere, i.e. for transmitted sunlight, and has be­
come well-known under the name DOAS [Ref.
2 and references therein]. GOME is the first
satellite instrument for which the differential ab­
sorption spectroscopy method is applied in or-

der to retrieve trace gas column densities from
measurements of reflected sunlight. From exten­
sive intercomparisons of GOME ozone data with
ground-based measurements, it has been shown
that systematic errors exist for the GOME ozone
column [Ref. 3]. In order to understand these er­
rors - at least in part - we here analyze the main
aspects of the GOME ozone retrieval method
and its assumptions. A full discussion of the
new air mass factor formula is given in [Ref. 4].

2. PRINCIPLE OF DIFFERENTIAL
ABSORPTION SPECTROSCOPY OF
SCATTERED SUNLIGHT

2.1 Overview

In the differential absorption spectroscopy
method, the depth of atmospheric absorption
features is compared to the depth of features in
(laboratory) absorption spectra of trace gases.
From the fit of a (laboratory) reference spec­
trum to an atmospheric spectrum, the slant col­
umn density of an absorber is found, denoted by
N8 (in molecules/crn2). The depth of an atmo­
spheric absorption line depends on the average
photon path in the atmosphere, which is deter­
mined by scattering and absorption processes.
The average path of sunlight scattered in the
atmosphere and detected by the observer, rela­
tive to the vertical path, is described by the air
mass factor, denoted by A. Assuming that the
effective cross-section of ozone along a slant at­
mospheric path is the same as along the vertical
atmospheric path, the vertical column density,
N (in molecules/cm2), is given by:

(1)

This equation shows that the retrieval of N
lws two main elements; (i) determination nf
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the slant column, N5; (ii) calculation of the air
mass factor, A. Both elements will be discussed
in this paper. Another element of the GOME
ozone retrieval algorithm is the effect of clouds
on the air mass factor. This topic is discussed
in [Ref. 5; this issue].

2.2 Principle

The principle of differential absorption spec­
troscopy is based on separation of absorption
features, which have a high-frequency struc­
ture, and scattering features, which have a low­
frequency structure in their wavelength depen­
dence. We first define the reflectivity at top-of­
atmosphere, R(>..):

R(>..) = I(>..)
r-vr \ \' (2)

where!(>..) is the Earth's radiance, 7fF(>..) is the
solar irradiance perpendicular to the beam, and
µ0 is the cosine of the solar zenith angle, which
is denoted by Bo. Let us now assume that the
atmospheric path of the radiation at >..1 is the
same as the atmospheric path of the radiation
at >..2,which is chosen close to >..1, but only with
a slightly different amount of absorption along
the way, due to spectral structure of the absorp­
tion cross-section (of. e.g., ozone) . Then the
atmospheric reflectivities R(>..1) and R(>..2) are
related according to:

where b" (>..) is the slant absorption optical thick­
ness of the absorber, in the present case ozone.
Equation (3) is the basic formula of differential
absorption spectroscopy of scattered sunlight.

3. OZONE SLANT COLUMN DETER­
MINATION

3.1 Spectral fitting

We assume that the slant column density is pro­
portional to the slant optical thickness, so that
Eq. (3) can be written as:

where a(>..) is the effective absorption cross­
section of ozone, which we define as:

1 loooa(>..)= - a(>.., T(z)) p(z)dz,
N o

where a(>..,T(z)) is the temperature (T) depen­
dent ozone absorption cross-section, p(z) is the
ozone concentration (in molecules/cm3) at alti­
tude z (in cm), and N is the vertical column
density of ozone (in molccules/cm2), given by
N = fooe p(z)dz. In Eqs. (4-5) we have approxi­
mated the effective cross-section of a slant path
by the effective cross-section of the vertical path.
We note that by employing the concept of effec­
tive cross-section, the vertical optical thickness
exactly obeys:

(5)

b(>..)= Na(>..). (6)

The slant column density, N", is now found by
applying Eq. (4) to many wavelengths belonging
to a "fitting window". We thus obtain:

N' = -~lnR(>..)
~a(>..) . (7)

Herc ~f (>..) denotes the differential of the func­
tion f (>..), in which a smooth spectral function
is subtracted, leaving only the differential spec­
tral structure off(>..) in the chosen fitting win­
dow. In the case of the operational GOME
ozone retrieval from UV spectra, the spectral fit­
ting window 325-335 nm has been chosen, and
a second-order polynomial is assumed for the
smooth function which is subtracted [Refs. 6-
7].

3.2 Ozone reference spectra

As an example, we discuss here the ozone ref­
erence spectrum for one atmospheric model,
namely the midlatitude summer (MLS) atmo­
sphere [Ref. 8]. In Fig. 1 the vertical profile of
the ozone volume mixing ratio and of the ozone
concentration belonging to this atmosphere are
shown. Apparently, the maximum in the ozone
concentration lies at a much lower altitude (at
about 25 km) than the maximum of the ozone
mixing ratio (at about 35 km). The effective
ozone cross-section for the MLS atmosphere,
calculated by Eq. (fi), is shown in Fig. 2. Here
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Ozone vertical profile - rnidlatitude summer atmosphere
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Figure 1: Vertical profiles of ozone volume mixing
ratio (in pprnv) and ozone concentration (in 5x 10-17
rnolecules/cm2) for the rnidlatitude summer atmo­
sphere [Ref. 8].

we used the temperature-dependent ozone cross­
section data of [Ref. 9]. For comparison, the
ozone cross-section spectra at the temperatures
of the maximum mixing ratio (T = -28°C at
35 km) and the maximum concentration (T =
-48°C at 25 km) are also shown.

Ozone reference spectra - midlaritude summer atmosphere
-,; 3
0: effective ---
~ max. mixing ratio (T=-28 C)
:: 2.5 max. concentrauon (T=-48 Cl
u

~
<'
c

-~ 1.5
u

~
f v' I
12 0.5
"5.
0
..0 0
"' 320 322 324 326 328 330 332

wavelength (nm)
334 336 338 340

Figure 2: Three ozone cross-section spectra between
320 and 340 nm relevant to the MLS atmosphere: the
effective cross-section (solid line), the cross-section at
the temperature of the maximum mixing ratio (up­
per dashed line), and the cross-section at the temper­
ature of the maximum concentration (lower dashed
line).

This choice is made, because in the early ver­
sion of the operational GOME ozone column
algorithm, the cross-section at the maximum
mixing ratio was d10se11 as reference spectrum.
Presently, the cross-section at the maximum
concentration is chosen a_-; reference spectrum.

9

However, neither agrees with the effective cross­
section - in fact, the effective cross-section just
lies between the cross-sections for T = -28°C
(maximum mixing ratio) and T = -48°C (max­
imum concentration]. This becomes more clear
in Fig. 3, where the relative difference between
the effective cross-section and the cross-section
at -28°C and -48°C is shown. Clearly, the
ozone cross-section at one temperature cannot
represent the ozone cross-sections through the
entire atmosphere.

Differences in ozone reference spectras 0.2 ~--~--.---,----,---r--~--,---r-----,
u
"~ 0.15

5 0.1
c:
0

~ 0.05
0

-§ 0

~ -0.05
;:;
~ -0.1

~ -0.15
::
~ -0.2
2 320

effective - max. cuncentratron T --­
effective - max. nuxmg ratio T

:·. ·.•.

322 324 326 328 330 332 334 336 338 340

wavelength (111n)

Figure 3: Relative difference, defined as (a - aT)/a,
between the effective ozone cross-section (J and the
ozone cross-section CTr at the specific temperatures
of Fig. 2.

The relative difference in cross-section has a
smooth bias of a few % and a differential struc­
ture of up to 10 % peak-peak. The former is
subtracted in the spectral fitting but the lat­
ter is not, and will affect the ozone slant col­
umn determination. From Fig. 3 we see that,
around 330 nm, the ozone cross-section at the
temperature of maximum concentration is about
6 % (peak-peak) smaller than the effective cross­
section. This means that the ozone slant col­
umn using the cross-section at this temperature
is a few % larger than using the effective cross­
section (Eq. 7). In contrast, the ozone cross­
section at the temperature of maximum mix­
ing ratio is about 10 % (peak-peak) larger than
the effective cross-section. This leads to a slant
column which is several % smaller than when
using effective cross-section. We observed the
same tendency for two other atmospheric cases,
namely the subarctic winter and the tropical at­
mosphcrcs [Ref. 8]. We therefore conclude that
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using the ozone cross-section spectrum at the
temperature of maximum ozone concentration
as the reference spectrum, instead of the effec­
tive cross-section spectrum, leads to a system­
atic overestimation of the ozone slant column in
the GOME data processor.

4. AIRMASS FACTOR

4.1 Airmass factor formula

We define the air mass factor .A as the ratio of
the slant optical thickness of ozone to its vertical
optical thickness:

.A=: b8/b. (8)

Starting with the differential principle, Eq. (3),
and employing the air mass factor definition Eq.
(8), the new air mass factor formula for differ­
ential absorption spectroscopy of scattered sun­
light reads [cf. Ref. 4]:

.A= -dlnR(>.,b(>.))
db(/..)

(D)

which may also be written in terms of the verti­
cal ozone column density N:

.A= _1__ -d lnR(,\, N)
a(.A) d N (10)

The derivative in Eq. (9) is evaluated at the ac­
tual ozone absorption optical thickness, b, This
formula is used to calculate the air mass factor
for a given atmospheric case, using a radiative
transfer model.

The old air mass factor formula, which is
mostly used for interpreting differential absorp­
tion spectroscopy measurements of scattered
sunlight, reads [e.g. Refs. 10, 7]:

.A= lnRo - lnR
b '

(11)

where Ro is the atmospheric reflectivity calcu­
lated for an atmosphere without ozone. This
formula is an approximation of Eq. (9) for small
absorption optical thickness, which is, however,
not correct for ozone in the UV.

In Fig. 4, the general behaviour of ln R ver­
s11s 11 for scattered light is sketched. This ~lir.\ws

In R_O

A_new :

.............................

'....._, A_old.....,. I
.....•.....

•••...~ <,

In R(b)

In R

i
b

b

Figure 4: Behaviourof JnR versusozoneabsorption
optical thickness b, sketched by the curve. The new
air mass factor is the absolute value of the slope of
the curve at b, whereas the old air mass factor is the
absolute value of the slope of the long-dashed line
through (O,lnR0) and (b,lnR(b)) (cf. Eq. (11).

that the hollow curvature of InR( b) leads to an
overestimation of the air mass factor if the old
formula is used.

4.2 Airmass factor results

As an example, we here compare the old and
new ozone air mass factors for the case of re­
flected light in nadir. The wavelength chosen
is 325 um, as it is in the GOME data proces­
sor. The new air mass factor is calculated us­
ing Eq. (10), whereas the old air mass factor is
calculated using Eq. (11). The reflectivities oc­
curing in these equations are calculated using
the Doubling-Adding KNMI radiative transfer
model including polarization [Refs. 11-12].

In Fig. 5 the new and old air mass factors are
shown as a function of ozone column for the mid­
latitude summer atmosphere [Ref. 8], for nadir
view and ()0 = 75°. The MLS ozone profile
has been scaled to the ozone column (in Dobson
Units) given on the x-axis. Here only Rayleigh
scattering and ozone absorption are taken into
account. The surface albedo is 0.05. The differ­
ence between the old and new air mass factors

204



nadir view - SZA=75 deg - rnidlatitude summer atmosphere
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Figure 5: New and old air mass factors as a func­
tion of the ozone column, for nadir view and Bo =
75°. Atmospheric model: midlatitude summer, no
aerosols and clouds, surface albedo 0.05.

increases with ozone column and amounts in this
case to 5 % at N = 500 DU.

In Fig. 6 the new and old air mass factors are
shown as a function of solar zenith angle for the
standard ozone column (335 DU) of the mid­
latitude summer atmosphere. Both the old and
new air mass factor increase with Bo; the rate
of increase is different, as is more clearly shown
in Fig. 7. Here the difference between the old
and new air mass factors is shown as a function
of Bo for three values of the ozone column, using
the scaled MLS ozone profile. Clearly, the differ­
ence between the old and new air mass factor in­
creases with increasing 80, but especially rapidly
for 00 > 60°. Thus, using the old air mass factor
the ozone column is underestimated, especially
for large solar zenith angles.

5. CONCLUSIONS

GOME is an experiment in applying the method
of differential absorption spectroscopy to mea­
surements from space. By this method, GOME
has obtained exciting results about the chemi­
cal composition of the atmosphere [for a recent
overview, see Ref. 13]. In the past years, a lot
of effort has been devoted to validation of espe­
cially the GOME ozone column derived from UV
spectra. This validation has revealed consider­
able systematic deviations between GOME and
ground-based ozone values as a function of solar
zenith angle a.nri season [see e.g. Ref. 3]. There-

nadir view - midlatuude summer atmosphere
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; 3.5 ,/·/
E li

',:, //
'~~~~=====~
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0 10 20 30 40 50 60 70 80

solar zenith angle (deg)

Figure 6: New and old air mass factor as a function
of solar zenith angle, for nadir view and the standard
ozone column (335 DU). Other parameters are the
same as in Fig. 5.
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Figure 7: Relative difference (in %) between the old
and new air mass factors as a function of solar zenith
angle, for nadir view and three values of the ozone
column: 500, 335, and 200 DU, using the (scaled)
MLS ozone profile. Other parameters are the same
as in Fig. 5.

fore, it is important to understand the basis of
the differential absorption retrieval method and
its assumptions.

In this study and in [Ref. 4] we have found that
the two main elements of the GOME ozone re­
trieval method, namely the ozone slant column
determination and the air mass factor calcula­
tion, can be improved considerably. Our recom­
mendations for improvement of the GDP can be
summarized as follows:

1. In the slant column determination, the ef­
fective ozone absorption cross-section spec­
tr nm (Eq. 0) should be used as the reference
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spectrum, in stead of the absorption spec­
trum of ozone at a specific temperature as
is presently done.

2. The new air mass factor formula given by
Eq, (10) should be used for ozone retrieval
from the fitting window 325-335 nm, in
stead of the old formula Eq. (11) which is
presently used.

3. The wavelength for which the air mass fac­
tor is calculated should be representative
for the optical properties of the entire fit­
ting window, in stead of taking the wave­
length at the extreme end of the window
(325 nm) as is presently done [Ref. 4].
For example, for the MLS atmosphere the
window-average ozone optical thickness is
0.04934, whereas the ozone optical thick­
ness at 325 nm is as large as 0.14142.

4. Polarisation should be included for accurate
radiance calculations in the UV. Neglecting
polarisation in the air mass factor calcula­
tions around 330 nm has an effect of at most
about 1.5 %.

5. Because the air mass factor depends on
the ozone column (cf. Fig. 5), an iterative
scheme is needed in the GOME ozone col­
umn retrieval method. The first-guess air
mass factor could be calculated using a cli­
matological value of the ozone column.

It appears that in the GDP a fortuitous cancel­
lation of errors occurs for certain atmospheric
profiles and geometries [Ref. 4]. The error due
to the incorrect air mass factor formula is largely
compensated by taking the wavelength of 325
nm for the evaluation of the air mass factor.
Neglecting polarisation adds to the error bal­
ance. However, the GOME ozone column re­
trieval method should be based on solid grounds,
in order to fully exploit the strength of the spec­
tral coverage and resolution of GOME, and at
the same time using the efficiency of the differ­
ential absorption spectroscopy method.

The above suggested improvements for GOME
are also important for developing the ozone col­
umn retrieval algorithm for future satellite in­
~tri.1111P.11l.s which will employ differential absorp-

tion spectroscopy, such as SCIAMACHY on En­
visat, GOME-2 on Metop-l , and the Ozone
Monitoring Instrument on EOS-CHEM.
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Intercomparison of GOME with Balloon and Ground based Observations

D. Perner, I! Jiarder, and T. Klupfel (Max-Planck-Institut fitr Chemie. Ger111a11y)
E. Hegels (Deutsches Zentrum fitr Luft- 1111dRaumfahrt, Gerntanv)

K. Pfeilsticker, U. Piaf! (/UP, Univ. Heidelberg. Germav)

Groundbased DOAS and balloon-borne DOAS experiments were carried out and the results are compared to
GOME. The ground DOAS measured vertical columns of bromine monoxide, BrO, ozone, 03,and nitrogendioxide.
NO:?..in zenith scattered sunlight at Leon, Spain, in spring and at Sondre Strornfjord, Greenland, in spring and
summer.

In addition reliable height distributions of those compounds in the stratosphere are obtained in balloon experiments
when the sun is followed during ascend and during occultation.

At this time the vertical columns of those species in the stratosphere measured by balloon seem to deviate from the
corcsponding columns observed by GOME.
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ABSTRACT

Information on a method, measurement instrumentation,
interpretation algonthms used by the Institute of Atmospheric
Physics RAS (Zvenigorod Scientific Station) for deriving the
column abundance and vertical distribution of N02 from the
measurements of diffused solar zenith radiation during
morning and evening twilight is given. Comparison of the
N02 ground-based and GOME measurements revealed the
large deviations between the satellite and ground-based data.
Possible causes of these mismatches (N02 daily run, town
influence, etc.) are analyzed.

Three-dimensional Atmospheric Chemical Transport Model
(ACTM) of the atmosphere has been used for computing the
N02 column abundance fields. Some examples of comparing
the GOME measurements with the model prediction are
given.

l. INTRODUCTION

Understanding of N02 and NOx global distribution is very
important due to well known very active participation of
these radicals in sources and sinks of the ozone and other
climatically active photochemical gases. In particular the
information on N02 content and horizontal distribution in a
layer involving the tropopause is crucial for estimation of
NOx emissions from the current fast growing world fleet of
subsonic air transport aircrafts, These emissions affect the
ozone content in the above layer, which produces the
maximal greenhouse effect. NOx errussions Ill the
stratosphere by future supersonic massive transports have
also to he monitored.

For the most part the N02 content measurements from
satellites use the slant path geometry. The SAGE-2 and
POI::M-2 instruments have measured the N02 atmospheric
pro tiles by the solar radiation absorption in visible spectral
range <ii suun se and sunset [Refs. 1, 21. Similar

measurements in IR spectral range were carried out m a
nwnber of satellite experiments with the Spacelab grill
spectrometer [Ref. 3) and the ATMOS interferometer
[Refs. 4, 5). Studies of spatial - temporal variations of the
N02 vertical structure were also conducted bv measurements
of thermal radiation of the Earth horizon [Ref. 6, 7).
Beginning in 1995, nadir measurements of the N02 total
content have been carried out by the GOME spectrometer
(ERS-2 satellite) through interpreting the scattered and
reflected solar radiation in visible spectral range [Ref. 8).

Ground-based, aircraft and balloon measurements collocated
in time and space with the satellite ones are of great
importance in estimating the real accuracy of satellite data
(e.g. [Ref 9)). In this study, the results of companng the
GOME data on N02 total content with ground-based
measurements at Zvenigorod Scientific Station ( 1996, 1998)
and with the prediction of three-dimensional ACTM are
given.

2. GROUND-BASED THE N02 MEASUREMENTS

Zvenigorod Scientific Station (ZSS) of the Oboukhov
Institute of Atmospheric Physics (56°N, 38°E,) is located at a
distance of 50 km to the west from Moscow However,
because of the westerly winds prevail in this region through
out the year the influence of the polluted air from Moscow on
the observations is not too important. ln the region of station
there are no sources of pollution of the environment. The
highways and main roads are far from the station.

The regular measurements of column abundances and vertical
profiles of N02 at ZSS have been performed since March
I 990. The station is a member of the International Network
for Detection of Stratospheric Change (NDSC) as a station
for complimentary measurements of column N02. Vertical
N02 profiles arc retrieved out of the framework of the NDSC
activity. First retrievals of N02 vertical distributions from
ground-based measurements were undertaken by McKenzie
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et al. [Ref. 10]. In the papt:rs [Ref 11,12], the N02 total
content measurements at ZSS were analyzed.

Column amount N02 contents are obtained from zenith­
scattered solar radiation measured by the grating
spectrometer MDR-23 operating in the 435-450 nm
wavelength range with spectral resolution 0.7 nm and time of
scanning 40 s. A photomultiplier optimized in the visual
wavelength range is used as a detector. The measurements
art: taken at twilight in mornings and evenings at solar zenith
angles 84°-96°, and during daytime , if necessary, to control
NOx pollution of the boundary layer. Detected spectrum is
proposed to be the sum of the solar spectrum exponentially
attenuated by N02 and 03 absorption and by Rayleigh and
aerosol scattering, and a constant. The constant is believed to
include effects of detector dark current, spectrometer stray
light leakage, and the Ring effect. The slant N02 contents are
derived from the observed spectra with the use of differential
N02 absorption.

To retrieve columnar N02 contents and N02 vertical
distributions from the slant N02 contents, air mass factors for
N02 are needed. They are computed using a spherical
scattering model for solar radiation and a non-stationary one­
dimensional photochemical model including the Ox and NOx
photochemistry, The spherical scattering model takes into
account ozone and N02 absorption, single molecular and
aerosol scattering, refraction and refraction divergence.
Parameters of the models: ozone, temperature and air density
vertical distributions are seasonally dependent and taken
from simultaneous measurements, if available, or from
empirical models [Refs. 13-15] specified for the latitude of
observations.

The photochemical model provides the altitude-dependent
diurnal variation of N02, which is the input parameter in the
scattering model. Taking into account photochemical
processt:s is very important as NO and N02 undergo rapid
changes at sunrise and sunset.

Given calculated air mass factors for N02, the N02 contents
in 5-km thick layers and in the thin near-surface layer are
then obtained as a solution of the inverse mathematical
problem, with the use of modified method similar to that used
bv Mckenzie et al. [Ref. 1OJ (Chahine method). The
modification is concerned with introducing into consideration
the thin near-surface layer where N02 concentration can be
large during pollution episodes. The N02 content in the 0-5
km layer does not include N02 in the near-surface layer.
Derived quantities are (l) N02 contents within 5 km thick
layers in the stratosphere and the troposphere (0-50 km), (2)
N02 content in the thin atmospheric surface layer, and (3)
columnar N02 contents in the troposphere (0-10 km) and the
stratosphere (10-50 km) as integrals over appropriate layers.
Comparison of the N02 profiles retrieved from ground-based
and SAGE-2 measurements demonstrated a good agreement
of the data.

The precision of determination of N02 slant abundances
using the only spectrum is about 3 % at the solar zenith angle
90°, the precision of determination of N02 slant abundances
with a step 0.5 ''is better than 1%.

3. CO"MPARISON OF THE GOME Ai"ID GROUND­
BASED N02 MEASURE:tv!ENTS

The results of comparing all the ground-based (GS) and
satellite (G0}-.1.E)total N02 measurements in pairs are given
in Fig. I. The sets of compared data consisted from 331
GOME measurements with 280 sunrise and 286 sunset
ground-based observations for 1996. The simplest
approximation was used to consider the diurnal variation of
total N02 - the GOME measurements were compared with a
half-sum of corresponding sunrise and sunset ground-based
observations. The reason for such approach is that the GOME
measurements occur near the local noon time, as the ERS-2
satellite has a so-called sun-synchronized orbit.
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Figure I. Comparison of satellite (GOME) and ground-based
(GS) total N02 measurements over ZSS in 1996 (Solid line -

the equality "G0}-.1.E= GS")

Results of comparison demonstrate a very poor agreement
between satellite and ground-based measurement systems (it
should be taken into account that even negative values were
found in the satellite data set, and those were excluded from
the comparison). Statistical characteristics of observed
discrepancies between GOME (s) and ground-based (g) total
N02 measurements also prove that conclusion. The mean
deviation L\s-g between the GOME measurements and a half-

sum of ground-based observations is 176 % ("sunrise" and
"sunset" observations separately deviate from satellite ones
by 260 % and 114 %, respectively); standard deviation crs-g

is 549 % (727 % and 394 % for comparison of GOME with
"sunrise" and "sunset" observations, respectively); the
coefficient of correlation R is - 0.04±0.05 (when comparing
GOME measurements with "sunrise" and "sunset"
observations those are + 0.01±0.06 and - 0.05±0.06,
respectively). It is clear that the GOME significantly (several
times!) overestimates the value of total N02 in comparison
with ground-based observations.

Fig. 2 presents the similar comparison for the limited data set
of satellite and ground-based observations - only relatively
accurate the GOME measurements (error< 25 %) at the high
sun (sun zenith angle SZA < 55°) were included. Results of
that comparison demonstrate much better agreement between
satellite and ground-based data. The mean deviation .:'ls-g for
the comparison of \rOMF. mcll.~nrcments with a half-sum of
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ground-based observations is - 0 1 %, with standard deviation
c ,_0 = 23. 7 %. Although the absolute values of satellite and
st:

gr-ound-based measurements agree rather well, correlation of
these data sets is still very poor - R = 0.13 ± 0.14. 49 satellite
measurements were compared with 39 "sunrise" and 43
"sunset" observations, covering time period from 26 of March
to the 5 of September l 996. The corresponding temporal
variation of the GOME N01 total content data together with a
half-sum of "sunrise" and "sunset" observations is presented
in Fig. 3. It is clearly seen, that GOME measurements hardly
reproduce variation of daily total N02 over the time, if
compared with ground-based observations.
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Figure 2. Comparison of satellite (GOtl.1E) and ground-based
IGS) total N02 measurements over ZSS in 1996 (limited

dataset).
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Figure 3. Temporal variation ofN02 total content from
satellite (GOl\1£) and ground-based measurements over

Zvenigorod (limited dataset)

Additional comparison was performed for the GOl\,fE N01
total content data (s) with ground-based observations (g) over
Zvenigorod station in March 1998 ("sunset" measurements
onlv). The temporal variations of total N02 satellite and
ground-based observations are presented in Fig. 4. Satellite
measurements give the total N02 values exceeding, on the
average, bv 30.5 % the ground-based ones, with
corresponding standard deviation ns-g - nO.O %. The number

of measurements in the comparison (onlv 10 pairs were
available) is insufficient to make anv strong conclusion, but it
is possible to note that the agreement between two data sets
is much better than it was in 1996 (the average discrepancies
were i'ls-g = 114 %, cr5_g = 394 %). GOl\{I measurements

performed on March 26 and 29 are nearly 2 times higher the
ground-based ones; an elimination of these data from the
comparison reduces the average discrepancy between satellite
and ground-based systems to 8. 9 %, with corresponding
standard deviation rrS-" = 20.2 % relative to 30 1% in 1996.

0

So, there is some reason to conclude that the GOME data
processed by new improved code arc better agree with
ground-based measurements.

s» ,.------------------~
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----GS

date

Figure A. Comparison of satellite (GOl'v!E) and ground-based
"sunset" (GS) total N02 measurements over ZSS in March

1998.

Diurnal cvcle of total N02 is well expressed. Total N02 value
changes several times, with a rapid decrease at sunrise,
growing slowly during daylight until sunset, when it quickly
reaches the maximum and starts to reduce gradually until the
next dawn. An example of one-day total N02 variation,
calculated with a use of special photochemical routine of the
UIUC 3-D ACTM (see sec. 4) is presented in Fig. 5.
Simulation was performed for the first day of each month,
giving diurnal cycle of total N02 over location of Zvenigorod
station. It is clearly seen from this Figure, that the "noon"
value is found between "sunrise" am! "sunset" values.
According to ACTM simulations, the relative variation of
total N02 over Zvcnigorod during the daylight is minimal in
May - less than 7 %, and maximal in August - up to 15 %.
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Figure 5. Diurnal cycle oftotal N02 over Zvenigorod (August
1998) (dashed lines indicate the time of sunrise, sunset and

loui}nonn)
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4. NUJ'v1ERJCAL SIMULATION OF N02 GLOBAL
FIELDS

In modeling, the 24-layer 3-Dimensional Atmospheric
Chemical Transport Model, developed at University of
Illinois at Urbana-Champaign, USA (UIUC 3-D ACTM)
[Ref 16] have been used. It consists of 3 main modules: (1) a
Hybrid advective transport routine, which includes Prather
scheme for vertical transport and Semi-Lagrangian scheme
for horizontal transport, (2) a photochemical routine that
includes the principal gas-phase and heterogeneous reactions
and uses a pure implicit iterative Newton-Raphson routine for
solving the set of continuity equation for gas species, (3) a
module with prescribed temperature, tropospheric humidity
and circulation fields. The developed ACTM is global with a
horizontal resolution of 4° latitude and 5° longitude. In the
vertical direction the model extends from the earth's surface
to l hPa. The sources ofNOx and CO as well as near surface
mixing ratio of other source gases (CFC's, CI-Land NiO) are
prescribed for 1995 conditions. The circulation and
temperature fields are acquired from 24-L UIUC AGCM as
well as from assimilated UK1v!O (U. K Meteorological
OlTict::)dataset.

Evaluations of 3-D ACTMs have been performed using
observed climatological data or observed species distributions
for particular locations or time periods. These comparisons
showed that 3-D models can reproduce many features of the
observed species distributions. However, substantial
disagreements between model-simulated and observed data
have also been reported in these studies. On the other hand,
an extensive validation of the model results (that reflect the
current level of theoretical knowledge) with observation data
and especially the evaluation of any kind of substantial
disagreement between measured and simulated trace gas
distributions can be very useful for further progress of the
science and may also help to improve the quality and
accuracy of the measurements.

4.1. Comparison of the GOivfE total N02 global distribution
with model prediction

Comparing the GOME total N01 global measurements with
simulated spatial distributions may help to understand the
reasons of the observed discrepancies between satellite and
ground-based systems.

As an example, 3-days averaged total N02 GOME data (25-
27 July 1996) was compared with corresponding local noon
ACTM simulation. Satellite measurements were averaged
and interpolated onto the ACTM spatial grid. Fig. 6 presents
a map of relative difference of the observed total N02 from
simulated values, in %. The GOME N02 total content data
significantly deviate from the simulation - up to 130%. The
best agreement between modeled and GOME data is found in
the low latitudes of northern hemisphere, and in some parts
of southern hemisphere - the relative discrepancy is less then
::: 30 %. In most part of northern hemisphere the GOME total
N02 data exceed the simulated ones- discrepancy is more
than 30 %. On the south, results are opposite - the GOME
total N02 values are less the simulation by 30-90 %. It is
necessary lo note, that both data sets (satellite and modeled)

produce similar zone distribution of total N02 over the globe
- it is maximal in the high northern latitudes and decrease to
the south. So, it is possible to conclude, that GO.ME
overestimate (in comparison with ACTM) the high N02 total
contents and underestimate the low ones. Of course, these
results are just preliminary; such investigations are at the
initial stage and will be continued.

Figure 6. Relative difference of the GOME total NO: from
simulated (ACTM) values, in % (25-27 July 1996 ).

4.2. Comparison of the ground-based total NO:
measurements with model prediction

The results of an 8-year steady-state model run have been
reprocessed and the total vertical N02 column compared with
the data collected at Zvenigorod in 1996 an 1997 years. In
this case the model N02 values were sampled every 6
minutes for the first day of every month to describe better the
diurnal N02 variations. Results of comparison for sunrise
conditions show that the model mimics rather good the
observed seasonal cycle which is characterized by the
maximum of vertical colunm N02 in June and mmimum
vertical column N02 during the winter season. However, the
difference between simulated and observed data could be
rather substantial. The model underestimates vertical column
N02 from April to August up to 20-40 %. During January and
February simulated vertical column N02 exceeds measured
values by almost 100%. More or less reasonable agreement
(within uncertainty of the measurements) occurs in March
and from August to November. The causes of such
disagreements can be connected with not accurate time
coincidence of the measured and simulated data. The other
possible sources of the disagreement are rather rough
horizontal resolution of the model and the using of GCM
generated wind fields to drive ACTM.

It is evident that the agreement between N02 ground-based
and simulated data is much better then that between the
GOI'v!E and modeled values.

5. Sillv1MAR Y

I. Results of comparison between GOtvfE and ground based
N02 column amount measurements in 1996 (ZSS, Russia:
5G0N, 38°[) (331 GO!vfE measurements, 280 sunrise and
286 sunset ground-based observations) demonstrate a
very poor agreement between satellite and ground-based
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measurement svsterns. The mean deviation ~s-g between

the GOME measurements and a half-sum of ground­

based observations is 176 %, standard deviation ers-g is

549 %, the coefficient of correlation R is - 0.04±0.05. It is
clear that GOiv1E significantly overestimates the value of
total N02 in comparison with ground-based observations.

2. Tiu: similar comparison for the limited data set of
satellite and ground-based observations in 1996 - only
relatively accurate the GOI\.fE measurements (error <
25 %) - demonstrates much better agreement between
satellite and ground-based data. The mean deviation ~s-g

for the comparison of GOME measurements with a half­
sum of ground-based observations is - 0.1 %, with
standard deviation rrc_a = 23.7 %. Although the absolutec' 0
values of satellite and ground-based measurements agree
rather well, correlation of these data sets is still verv poor
-H.=U.13±0.14.

3. Comparison of the GOME N02 total content data and
ground-based observations over Zvenigorod station m
March 1998 shows that satellite measurements give, on
the average, 30.5 % higher the total N02 values than
ground-based system, with corresponding standard
deviation crs-g = 60.0 %. GOME measurements

performed on March 26 and 29 are ncurlv 2 times higher
than the ground-based ones. Elimination of these data
from comparison reduces the average discrepancy
between satellite and ground-based systems to 8.9 %,
with corresponding standard deviation cr5_0 = 20.2 %.

e
Our preliminary conclusion is that the GOME data of
March 1998 has the better quality than data of 1996.

4. Comparative analysis of total N02 measured bv GOME
and modeled bv three-dimensional Atmospheric Chemical
Transport Model for 25 - 27.07. 96 shows some
differences hoth in tropical and in polar zones. Model
overestimates the total N02 in polar regions and
underestimates it in tropics relative to GOME results, but
their globally averaged values arc close to each other. The
more smoothed latitudinal distribution of the modeled
total N02 relative to GOME data is partly due to using
the climatic Julv wind field in calculations having no
actual wind field data for the considered period.
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ABSTRACT

After nearly four years of successful operation aboard ERS-2,
the current total N02 data record inferred routinely from
GOME measurements allows a year-round evaluation of both
versions 2.0 and 2.3 of the operational GOME Data Processor
(GDP). Their respective performance is investigated by means
of high-quality correlative observations performed by a
pseudo-global ground-based network of UV-visible
spectrometers. under a variety of relevant geophysical
conditions. The study concludes that the total N02 data
product derived with GDP 2.0 is unreliable. mainly due to the
use of a partially inadequate N02 database in the evaluation of
optical enhancement factors. Improved with a more acceptable
database, GDP 2.3 provides a more consistent data product.
However, latitudinal and seasonal changes in stratospheric
N02 as well as tropospheric emissions of NO, distort the
shape of the actual N02 vertical distribution and hence affect
the optical enhancement factor. To assess the resulting impact
on the retrieved vertical column amount, a suitable N02

reference atmosphere is built up, combining long-term space-,
balloon-, and ground-based measurements and modelling results.
The investigation highlights the need to improve the GDP with
a N02 database including relevant stratospheric features and a
consistent three-dimensional tropospheric background.

1. INTRODUCTION

Operating since July 1995 aboard the ESA's Earth observation
heliosynchronous polar satellite ERS-2, the Global Ozone
Monitoring Experiment (GOME, ESA 1995) observes at
nadir, between 240 nm and 790 nm, with a resolution of 0.2 to
0.4 nm, the solar radiation backscattered by the atmosphere.
The atmospheric abundance of several trace species, including
nitrogen dioxide (N02), is derived from GOME spectra using
the Differential Optical Absorption Spectroscopy (DOAS).
Line-of-sight column amounts, or apparent slant columns, are
retrieved with an iterative least-squares procedure, fitting the
observed differential optical thickness with differential
absorption cross-sections derived from laboratory
measurements. Slant columns are converted into vertical
columns using an optical enhancement factor, or air mass
factor (AMF). The AMF is evaluated with a radiative transfer
model assuming vertical distributions of the target absorber
and of the atmospheric constituents controlling the path of the
solar radiation through the atmosphere. For several decades. the
DOAS has also been widely used for the interpretation of
ground-based observations of the UV-visible sunlight

scattered at zenith by the atmosphere. Deployed from the
Arctic to the Antarctic within the framework of the Network
for the Detection of Stratospheric Change (NDSC). about 30
zenith-sky UV-visible spectrometers monitor total N02 twice
daily at twilight (Lambert et al .. 1999. and references therein).

The performance of the GOME total N02 data product has
been investigated at every step of its maturation hy means of
ground-based observations associated with the NDSC. After
evaluation of the successive developmental versions I .x of the
GOME Data Processor (GDP}, a preliminary ground-based
analysis of the first operational version GDP 2.0 was carried
out with a limited set of GOME data from July through
November 1996 (Lambert er al., 1997). The study highlighted
the high sensitivity of nadir-viewing AMFs to the shape of the
N02 vertical distribution. The N02 profile database used in
GDP 2.0 was also shown to be partially inadequate for the
evaluation of GOME AMFs. According to recommendations
drawn from this preliminary study, a more acceptable N02
database was implemented in GDP 2.3, operational since
January 1998. A first verification exercise concluded to the
better general consistency of GDP 2.3 total N02 data (Lambert
and Simon, 1998). However, it also stressed the need to
investigate the impact of seasonal and latitudinal changes in
stratospheric N02 and of tropospheric emissions of NO., on
the GOME AMF due to alteration of the N02 profile shape.

Described in section 2, the data record available at the time of
the present study allows the pseudo-global, year-round
evaluation of both versions 2.0 and 2.3 of the GOME total
N02 product reported in section 3. Seasonal and latitudinal
biases of stratospheric origin in both the GDP 2.3 and ground­
based vertical columns are estimated in section 5 by means of
a composite climatology built up from ground-, balloon-, and
space-based observations and modelling results, described in
section 4. The impact of tropospheric NO, emissions on the
GOME AMFs is assessed in section 6. The paper concludes
with recommendations to improve the quantitative derivation
of the N02 vertical column amount from GOME data.

2. DATASETS

2.1 GOME lcvcl-2 data record

The GOME total N02 data record available at the time of the
pres~nt study was obtained with two versions of the
op~r11tionnl level- Ih-ro-2 retrieval algorithm; GDP 2.0 for
19%-1997, and GDP 2.3 since January 1998 and also for 1995.
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Between the two versions, most relevant improvements to
total N02 processing are connected with the evaluation of
AMFs: (a) substitution of the N02 profile database; (b) use of
multiple scattering look-up table of AMFs computed with an
upgraded radiative transfer model; (c) new weighting and
time/latitude interpolation schemes; and (d) correction of a
known error in the detection of clouds. Two time periods
identified by dashed boxes in the time-series of Figures I and
2 are affected by irrelevant retrieval due to wavelength
registration problems in the spectral channel 3 of the
instrument. The atmospheric profile database used in GDP 2.0
is based on results of a two-dimensional chemical transport
model of the atmosphere developed at the Max Planck
Institute (hereafter MPI-2D, Crutzen and Gidel, 1983). MPI-
2D profiles represent seasonal mean estimates in 10° latitude
belts. GDP 2.3 AMFs are based on the daytime estimate for
United States (US Standard) included in the AFGL Reference
Atmosphere (Anderson et al., 1986).

2.2 Ground-based vertical column amounts

Measurements of the N02 vertical column amount at twilight
have been collected from 24 zenith-sky UV-visible DOAS
spectrometers operating at the stations listed in Table I: (a) 5
instruments developed by NIWA since the late 1970s
(McKenzie and Johnston, 1982); (b) 15 SAOZ instruments
(Systerne d' Analyse par Observation Zenithale) developed by
CNRS and performing automated network operation since the
late 1980s (Pommereau and Goutail, 1988); and 4
spectrometers of a similar design developed at (c) IASB (Van
Roozendael et al., 1995), (d) IFE (Richter et al., 1998), and (e)
NILU (Arlander et al., 1998), respectively. Using high­
resolution Fourier transform infrared (FTIR) solar
spectrometry, the N02 column amount throughout the day has
also been measured at the Jungfraujoch station by the
University of Liege, as part of its monitoring activities

Table 1. Contributing ground-based stations

Location Lat. Long. Institute
Ny-Alesund 79°N 12°E Nil..U, IFE
Longyearbyen 78°N 16°E NILU
Thule 77°N 69°W DMI
Scoresbysund 70°N 22°W CNRS/DMI
Sodankyla 67°N 27°E CNRS/FMI
Salekhard 67°N 67°E CNRS/CAO
Zhigansk 67°N 123°E CNRS/CAO
Harestua 60°N l0°E IASB
Bremen 53°N 9°E lFE
Aberystwyth 52°N 4°W U. Wales
Jungfraujoch 47°N 8°E IASB, U. Liege
Haute Provence 44°N 6°E CNRS
Mauna Loa 20°N 156°W NIWA
Tarawa JoN 172°E CNRS,NIWA
Saint Denis 21°S 55°E U. Reunion
Bauru 22°S 48°W CNRS/UNESP
Lauder 45°S 170°E NIWA
Kerguelen 49°S 70°E CNRS
Macquarie 55°S 159°E NIWA
Faraday 65°S 64°W BAS
Dumont d'Urville 67°S 140°E CNRS
Rothcra 68°S 68°W BAS
Arrival Heights 78°S 167°E NIWA

initiated in the 1950s (Delbouille and Roland. 1995). Most of
the contributing UV-visible sensors ha..•c been certified for the
NDSC after fruitful participation to major intercomparison
campaignsorganised through the NDSCor the EC Environment
Programme. During such campaigns, the agreement between
the various instruments generally falls within 5-10% (e.g.,
Vaughan et al., 1997; Roscoe et al., 1999). The figure is
consistent with an estimated 5-10% accuracy of the retrieved
slant column amount taking into account the 5% uncertainty of
the N02 absorption cross-sections (Mcrienne et al., 1995),
their temperature dependence (Harwood and Jones, 1994;
Coquart et al., 1995), and the average 1.5% one sigma
confidence level of the least-squares spectral fit. The largest
uncertainty in the vertical column remains the A\1F, which
varies by large factors with the time of the day, the latitude
and the season, and has been difficult to characterise until
recently due to the near absence of profile measurements.
Most of the contributing total N02 data records are based on
single profiles measured in 1983 during the MAP/GLOBUS
balloon campaign (Pommereau et al.. 1987), or on the AFGL
Reference Atmosphere. Usually, ground-based data arc
obtained with two different levels of data processing: (i) a
version 0 (NIWA) or real-time (SAOZ) spectral analysis,
generally performed at the station and transmitted via the
ARGOS satellite collection system or the Internet. aiming at a
quick evaluation and dissemination of preliminary data; and
(ii) a state-of-the-art analysis providing high accuracy data. A
characteristic of real-time data consists of their retrieval with
absorption cross-sections at room temperature. Consequently,
slant columns must be reduced by about 15%due to the large
temperature dependence of the N02 cross-sections. Data
acquired with instruments equipped with uncooled detectors
and operating in a severely changing environment must also
be corrected for the temporal variation of the instrument slit
function arising from instrument temperature changes. State­
of-the-art data are all retrieved with low temperature cross­
sections and, when relevant, with a dynamic slit function.
They have been used here for quantitative investigation of the
GOME N02 data product, while real-time data have provided
valuable support for the pseudo-global extension of the
investigation and for the regular monitoring of the GOME
performance since the beginning of its operation in July 1995.

3. PSEUDO-GLOBAL GROUND-BASEDCOMPARISONS

3.1 GOME Data Processor version 2.0

Comparisons of the GOME and ground-based total N02 are
illustrated in Figure I at six typical stations from north to
south. Except at Kerguelen, ground-based data displayed in
the figure are all retrieved with state-of-the-art algorithms,
including N02 absorption cross-sections at stratospheric
temperatures and dynamic instrument slit function.
Conclusions drawn from the first pole-to-pole study (Lambert
et al., 1997) remain valid throughout the time period of
operational processing with GDP 2.0. The agreement is found
to vary significantly with the season and the latitude. A
striking feature is the difference between latitudes below 30°N
and beyond. Although GOME reports lower values than the
ground-based instruments, the general agreement can be
considered as reasonable at southern latitudes and up to 30°N,
that is. within 5% to 20%. On the opposite. the agreement at
higher northern latitudes is mediocre and its quantification
often is irrelevant. GOMI.3total N02 darn beyond 30°N are
affected by 3-months shifts of significant amplitude. leading to
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Figure I. Time-series of the N02 vertical column amount derived from ERS-2 GOME and from ground-based observations at six
typical stations from north to south. Dashed areas indicate time periods when N02 retrieval is dramatically affected by known

problems in the spectral channel 3 of the GOME instrument.

a seasonal variation inconsistent with ground-based observations.
Enhanced in most of the cases, the day-to-day variability of
GOME data is also found to vary with the season and the
latitude. The lowest dispersion is observed at middle and high
southern latitudes, except during overpass of the station by the
border of the polar vortex. It is already larger in the subtropics,
where the measured differential optical depth and the signal­
to-noise ratio are weaker. Finally, the day-to-day dispersion
increases to unrealistic values at northern latitudes, especially
in fall and winter, exceeding by far both the day-to-day and
dusk-to-dawn differences observed from the ground. The
qualitative analysis of global N02 maps inferred from GOME
level-2 data highlights aberrant spatial structures in the
Northern Hemisphere. Anomalies are also detected along
orbits, such as the high dispersion of total N02 values from
pixel to pixel along track, or an unphysical increase of the
N02 column over summer polar regions in midnight sun
conditions. The study also confirms the frequent occurrence of
aberrant individual values in the vertical column amounts:
negative, or too high by one and sometimes two orders of
magnitude, associated with unacceptable error values on the
OOAS fitting. There is also a major concern as to the
reliability of GDP 2.0 slant column amounts from July 1996
through June 1997: from north to south, they are found to be
systematically quantified, as illustrated in Figure 2 over the

Alpine region. The apparent dispersion of total column values
during this period arises from the division of the slant columns
by an AMF influenced by pseudo-random parameters, such as
the cloud cover in the line-of-sight, the surface albedo, or the
effective line-of-sight angles.

Except aforementioned problems specific to the retrieved slant
column amounts which suggest possible problems in the spectral
fitting segment of the processing chain, major geophysical
inconsistencies of the GDP 2.0 vertical column amount can be
explained partly by looking at the corresponding AMF time­
series. The three-month shifts observed in Figure 1 in the
agreement with ground-based observations at the Jungfraujoch
correlate with three-month shifts in the GDP AMF appearing in
Figure 2. The principal cause of the problem at latitudes higher
than 30°N has already been pointed out in the study reported
by Lambert et al. ( 1997). It originates from the use of partially
inadequate N02 vertical distributions in the calculation of the
GOME AMF combined with the enhanced sensitivity of this
latter to the actual atmospheric profile shape. The weak
consistency of the GDP 2.0 total N02 product arises from
unreasonable tropospheric burden and shape of the MPI-2D
profiles at those latitudes, which decrease drastically the AMF
and in addition increase the sensitivity of the AMF to the
troposphere. Regions with a relatively clean troposphere - e.g.,
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Figure 2. ERS-2 GOME N02 slant column amount and down­
to-ground AMF over the Alpine region. extracted from level-2

data files generated with GDP 2.0 and 2.3.

the Eastern Siberian station of Zhigansk in Figure 1 - are
particularlyaffectedsince AMFs are calculatedwith wnal mean
profiles,stronglybiased towardsthe extremevaluescharacteristic
of heavilypolluted regions.Three-month shifts originate in the
strong seasonal difference of the tropospheric burden of the
MPI-2D profiles. The effect vanishes towards south where
tropospheric amounts become insignificant.

3.2 GOME Data Processor version 2.3

Typical comparisons illustrated in Figure 1 show that the
geophysical consistency of the GOME total N02 data at
northern latitudes has improved significantly with GDP 2.3,
especially in fall and winter. The implementation of the US
Standard profile in the AMF calculation has produced the
expected effect. Three-month shifts seem to have disappeared
in both the vertical columns (e.g., Figure 1) and the AMFs
(e.g., Figure 2). The seasonal variation of the vertical column
is in better agreement with that observed from the ground.
From the northern Tropic through the Southern Hemisphere
where MPI-2D tropospheric burdens were already more
realistic than beyond 30°N, the mean agreement remains
reasonable but GOME persists in reporting generally lower
values than the ground-based instruments. As demonstrated in
section 5, both GOME and NDSC time-series are affected by
cyclic biases due to changes in stratospheric N02• However,
after taking those cyclic biases into account, differences
persist, or even increase by a few percent. E.g., GOME total
N02 at the Equator remains lower than ground-baseddata by a
factor of two. At all latitudes, the quantitative comparison of
GDP 2.3 data acquired in 1995 and 1998 does not reveal any
significant long-term drift. The occurrence of aberrant
individual values of the vertical column amount is less
frequent, however, negative or highly scattered values are
detected in both the slant and vertical columns and error
values on the DOAS fitting remain high, suggesting that the
spectral analysis in GDP still needs to be refined.

4. COMPOSITEN02 REFERENCE ATMOSPHERE

The evaluation of the optical enhancement of scattered light
requires an accurate knowledge of the atmospheric parameters
affecting the radiative transfer. An improved database of N02

atmospheric profiles has been built up, combining long-term
observations from ground-, balloon- and space-based sensors,
and modelling results. The concept is illustrated in Figure 3
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Figure 3. Vertical distribution of N02 over Bauru (Brazil) at
the end of November, derived from: (a) climatological study
of HALOE sunrise and sunset zonal means; (b) SAOZ-balloon
measurement at Bauru on 29 November 1996; (c) IMAGES
modelling results typical of a clean (Pacific ocean) and

polluted (Brazil) troposphere; and (d) AFGLUS Standard.

where the different sources for a Brazilian station are
compared to the US Standard profile. The information in the
middle and upper stratosphere relies on twilight profiles
measured for more than 7 years by the Halogen Occultation
Experiment (HALOE, Russell et al., 1993) aboard the US
UARS platform. HALOE N02 data cover altitudes spanning
from above the stratopause down to 20 km, however, the
accuracy of version 18 used here degrades at altitudes below
25 km, mainly because of Mie scattering by stratospheric
aerosols. A three-dimensional chemical transport model of the
global troposphere, named Intermediate Model of Global
Evolution of Species (IMAGES, Millier and Brasseur, 1995),
has been developed jointly at IASB-BIRA and at the National
Center for Atmospheric Research (NCAR) to study the global
distributions, budgets and trends of 41 chemical compounds,
including nitrogen oxides. Modelling results are found to be
generally in good agreement with correlative airborne in situ
measurements. IMAGES has been run to provide monthly
means of the vertical distribution of tropospheric N02 at local
noon, onto a 5° x 5° grid. A database of N02 profiles
measured during more than 80 flights of the SAOZ-balloon
experiment (Pommereau and Piquard, 1994) at middle and
high northern latitudes in various seasons and in Brazil, fill in
the altitude gap between the HALOE and IMAGES data sets.
Covering altitudes from 8 km up to 30 km, the long-term
SAOZ-balloon data record gives also a unique opportunity to
evaluate the qualityof the HALOEand IMAGES informationat
altitudes where their accuracy might degrade. Climatological
information on temperature, pressure and geopotential height
has been derived from statistical analyses of European Centre
for Medium Range Weather Forecasts data (Trenberth, 1992)
and from the COSPAR International Reference Atmosphere
(Fleming et al., 1990).Taking into account the high sensitivity
of the AMF to the profile shape of the N02 vertical
distribution. a special care has been given to each step of the
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database compilation. The geophysical consistency and the
accuracy of the final composite database have been verified
from pole to pole, among others by comparison with long­
term ground-based observations of stratospheric N02• Finally,
the database has been implemented in an AMF processor
based on both an in-house single scattering radiative transfer
model (Sarkissian et al., 1995) and the UVSPEC package
(Kylling, 1995) using a pseudo-spherical adaptation of the
multiple scattering Discrete Ordinate Radiative Transfer
model (DISORT, Dahlback and Starnnes, 1991 ).

5. CYCLIC SIGNATURES OF STRATOSPHERIC ORIGIN

Seasonal and latitudinal changes in solar illumination,
temperature, and distribution of N20, the main stratospheric
source of N02, cause the N02 stratospheric profile shape to
vary significantly, resulting in a seasonal and latitudinal
variation of the AMF. The single profile used by GDP 2.3 or
by the ground-based retrieval algorithms cannot take the effect
into account, and its use generates in the resulting total
columns, fictitious cyclic signatures superimposed on the real

total N02 variations observed by the instrument. To assess the
N02 stratospheric profile shape effect and the resulting bias in
both the GDP 2.3 and NDSC N02 vertical columns, US
Standard AMFs have been compared with climatological
AMFs. Seasonal and latitudinal components of stratospheric
origin have been estimated from the climatological study of the
aforementioned HALOE and SAOZ-balloon empirical database.
Stratospheric profiles have been completed with IMAGES
tropospheric profiles representative of regions free from
surface emissions for each latitude belt. From pole to pole, the
geophysical consistency of the resulting semi-empirical model
has been verified in the long term by comparison with ground­
based observations of stratospheric N02• Nadir-viewing AMFs
have been estimated at the actual mid-morning GOME SZA.
Other relevant parameters are: surface albedo of 5%; aerosols:
background; line of sight: 0°; wavelength: 437 nm.

5.1 ERS-2GOME

Figure 4 depicts seasonal and latitudinal variations of the ratio
between AMFs calculated in the nadir viewing geometry with
the US Standard profile and the stratospheric climatology. The
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AMF ratio is a first approximation of the factor by which GDP
vertical column amounts should be multiplied to take into
account the seasonal/latitudinal bias of the US Standard AMF.
The ratio can show more pronounced amplitude with a sunrise
stratosphere. This is likely due to the reduced amount of
stratospheric N02 before the daytime photolysis of its nighttime
reservoir N105• combined to other effects affecting the profile
shape, such as the possible relative importance of the
tropospheric N02 burden and, in winter. the higher sensitivity
of the AMF at large SZA to stratospheric variations. During
midnight sun and polar night when the diurnal variation of
N02 is significantly attenuated, and in regions with negligible
tropospheric background, the AMF ratio exhibits no clear
sunrise/sunset difference. Although sometimes different in
amplitude, results with a sunrise and sunset stratosphere are
qualitatively consistent. and the ratio at mid-morning should
fall between sunrise and sunset values. In the subtropics, the
US Standard AMF would yield underestimated vertical
column amounts by l% to 3%. At middle and high latitudes, a
clear seasonal variation appears. In summertime, the overall
agreement generally falls within 1%. At polar latitudes in fall
and spring, the drastic reduction of stratospheric N02 distorts
the profile shape in such a way that the US Standard AMF
would lead to vertical columns too high by 2% in the Arctic to
5% in Antarctica. Denoxification inside the polar vortex
would increase the effect. At northern middle latitudes, GDP
vertical columns in fall and winter would be underestimated
by 1% to 8%. The obvious difference between southern and
northern middle latitudes might reflect the difference in the
contribution of the troposphere to the net profile shape effect.

5.2 NDSC/UV-visible spectrometers

Figure 5 depicts seasonal and latitudinal variations of the ratio
between US Standard and climatological AMFs calculated in
the z.enith-sky viewing geometry at 90° SZA Similar results are
reached when the US Standard is replaced with other profiles
of the AFGL Reference Atmosphere or from the MAP/Globus
balloon campaign. Qualitatively, the seasonal and latitudinal
variations of the AMF ratio in the zenith-sky geometry display
similar patterns compared to those of the AMF ratio at nadir.
Quantitatively, variations of the z.enith-sky ratio are more
pronounced especially at 60°N when they would reach at
sunrise a maximum of 15% between summer and winter, against
8% at nadir. Another illustration is the increase of the sunrise
underestimation in May at the southern subtropics, from 3% at
nadir up to 6% at zenith. Again, the amplitude of the AMF
ratio and of its variations at sunrise exceeds sunset values.

6. IMP ACT OF TROPOSPHERJC N02

Due to its viewing geometry at nadir, GOME is particularly
well suited to detect absorbers located in the troposphere. On
global maps of N02 derived from GOME observations (not
shown here), massive emissions of NO, associated with
biomass burning or urban pollution are clearly identifiable by
the striking enhancement of the N02 slant column amount. As
shown in Figure 3, tropospheric emissions bend spectacularly
the N02 profile shape in the first five kilometres.
Consequently, they are expected to modify dramatically the
optical enhancement factor. Moreover, it is pointed out in the
previous section that the tropospheric background, although
moderate. can affect AMF variations of stratospheric origin at
northern latitudes. To assess the impact of the tropospheric
N02 field on the global scale, nadir-viewing AMFs have been

evaluated at the actual mid-morning GOME SZA for a variety
of representative geographical distributions of tropospheric
emissions. The clean zonal tropospheric background used in
section 5 has been replaced by three-dimensional IMAGES
modelling results, completed by associated climatological
stratospheric profiles.

The ratio of AMFs calculated with a clean and a loaded
troposphere in March and July is displayed in Figures 6 and 7
with two different colour scales. The dilated colour scale of
Figure 6 shows the striking decrease of the AMF in the
vicinity of massive NO, emissions. Tropical biomass burning
is associated with an AMF reduction reaching 5% to 20%,
while urban and industrial pollution over extended areas can
cause the AMF to decrease by 30% in extreme cases. In this
exercise, the surface albedo has been fixed to a value of 5%,
representative of oceanic conditions. At higher albedo. the
reduction of the AMF is less pronounced, and this latter effect
is more significant for a loaded than for a clean troposphere.
Consequently, the estimated ratio clean/loaded AMF would be
reduced over vegetation and ice. The impact of tropospheric
emissions depends not only on their strength but also on their
relative importance compared to the stratospheric column.
Figure 6 shows the significant reduction of the AMF ratio over
Europe between March and July, that is, for two very different
stratospheric profiles. This latter finding demonstrates the
importance of a reliable stratospheric climatology. The
reduced colour scale of Figure 7 highlights the influence of the
long-range transport of species. AMFs decrease systematically
by several percent over the continents, except in a few desert
regions. Changes in the AMF ratio over the oceans clearly
correlate with changes in the global atmospheric circulation
depicted in Figure 8. In particular, the decrease of the loaded
AMF over the northern Pacific and Atlantic in March arises
from the contamination of the tropospheric background by
polluted air masses transported from Asia through the Pacific
and from northern America through the Atlantic, respectively.

7. CONCLUSIONS AND RECOMMENDATIONS

The geophysical consistency of the GOME N02 data record
available at present time has been investigated from pole to
pole by means of high-quality ground-based observations
associated with the NDSC. The reliability of the data record
processed with the version 2.0 of the GDP - operational in
1996 and 1997 - is questionable due to serious problems in
both the retrieved slant column amounts and the AMFs.
Problems in GDP 2.0 AMFs arise clearly from the use of a
partially inadequate N02 atmospheric profile database in the
AMF evaluation, and the implementation in GDP 2.3 of the
AFGL/US Standard N02 profile constitutes a first step
towards a geophysically consistent total N02 product from
GOME. However, due to significant variations of the actual
profile shape in both the stratosphere and the troposphere, the
use of the single US Standard profile generates in the retrieved
vertical columns fictitious signatures superimposed on the real
total N02 variations observed by GOME. Those signatures
have been assessed by means of a composite, semi-empirical
N02 reference atmosphere combining space-, balloon- and
ground-based observations and modelling results. Seasonal
and latitudinal changes in the stratospheric profile shape result
in relative cyclic biases of a few percent. however, the net
effect on the AMF is controlled by the tropospheric profile
shape. Tropospheric N02 reduces the AMF considerably in the
vicinity of tropospheric NO, emissions. Although to a less
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Figure 6. Ratio of nadir-viewing optical enhancement factors for N02 calculated with a clean and a loaded noon troposphere.
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Figure 7. Same as Figure 6, but with colour scale saturated at 1.05

Figure 8. March (left panel) and July (right panel) monthly means of the atmospheric circulation (direction and relative intensity)
over the northern Pacific and Atlantic oceans at altitudes between 500 and 850 hPa (derived from Trenberth et al., 1992).

extent, the effect is also observed in remote geographical areas
free of tropospheric emission sources, due to the long-range
transport of polluted air masses. It is timely to emphasise that
the coupled stratospheric and tropospheric profile shape effects
will affect the scientific exploitation of nadir total N02 data
from the progammed GOME series as well as tropospheric
information derived from the interleaved limb/nadir mode of
the SCIAMACHY to be flown aboard ENVISAT-1.

According to the conclusions drawn from the present study, it
is vigorously recommended to improve the operational GDP
with an adequate N02 reference atmosphere inspired from that
developed here, including relevant stratospheric features as
well as a consistent 3-dimensional tropospheric background.
Over regions affected by intense NO, emissions, the extreme
spatial and temporal variability of the N02 field makes the use

of a fixed tropospheric database hazardous. Moreover, the
enhanced sensitivity of the retrieved vertical column amount
to the profile shape is inherent to the static retrieval approach
adopted up to now in GDP. Therefore, it might be preferred to
adopt for polluted conditions an iterative approach, e.g.,
consisting of the selection of an adequate reference
troposphere after first retrieval of information on the
tropospheric burden from GOME data themselves. Finally, the
observed bias between the GOME and ground-based total N02
time-series persists or increases after deduction of the
stratospheric profile shape effect on both the GOME and
ground-based data records. This latter finding suggests that
other issues related to the retrieval of the slant column amount
remain to be addressed, among others, the quality of the
DOAS fitting procedure, or the impact of the temperature
dependence of the N02 absorption cross-sections.
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ABSTRACT

The Global Ozone Monitoring Experiment (GOME)
aboard ERS-2 measures the reflected and backscattered
UV/visible radiation from the Earth in nadir geometry.
The FUil Retrieval Method (FURM), an advanced Op­
timal Estimation inversion scheme using the radiative
transfer code GOMETRAN as forward model derives
ozone profiles frome the UV spectra. FURM was used
to retrieve ozone profile distributions in the Arctic re­
gion at selected days during the Arctic springs 1997 and
1998.

In 1997 the polar vortex formed late in winter and record
low temperatures were reached in late March. In the
lower stratosphere depleted levels of ozone were observed
by GOME. In spring 1998 the lower stratospheric tem­
peratures were comparable to the longterm mean and the
polar vortex was relatively weak. Under these different
meteorological conditions the ozone profile distributions
retrieved by FURM were used to estimate a lower limit
of chemical ozone loss rates on selected isentropic levels
inside the polar vortex.

1. INTRODUCTION

Since the end of the seventies, a dramatic decline in total
ozone over Antarctica has been observed in late winter
and spring. Heterogenous chemical reactions occurring
on polar stratospheric clouds (PSC) lead to chlorine­
catalyzed ozone destruction. Above the Arctic strato­
spheric temperatures are higher and stratospheric dy­
namics are larger, which are the reason for less ozone
depletion. Since the beginning of the nineties, however,
chemical ozone depletion has also been identified during
the Arctic winter and spring (1, 2).

The GOME spectrometer is capable to measure to­
tal columns of ozone and other trace gases (3). The
UV/visible spectral range of the instrument also contains
information about the vertical distribution of ozone in the
Hartley-Huggins band. The retrieval algorithm FURM
(FUil Retrieval Method), an advanced optimal estima­
tion scheme, utilizes this information to retrieve ozone
profiles by an iterative inversion scheme . A detailed de­
scription can be found in Ref. (4)

The aim of this paper is to present first results of using
FURM observations to calculate ozone depletion in the
Arctic winters 96/97 and 97/98 (Section 4). Section 2
gives an overview on the meteorological situation in both
seasons.

2. THE ARCTIC WINTER/SPRING 96/97 AND 97/98

The meteorology of the Arctic winter and spring shows
much more variations from year to year than the Antarc­
tica ones. Dynamical processes can cause strong ozone
variations in the Arctic atmosphere, which makes it diffi­
cult to quantify chemical ozone loss due to heterogenous
reactions on PSC surfaces (1).

Temperatures are tightly coupled to ozone in the Arc­
tic lower stratosphere through dynamics and photochem­
istry. Low temperatures (below 195 K or -78° C) are
necessary for the development of Type I PSCs. Hetero­
geneous chemical reactions on PSCs enhance the produc­
tion of reactive chlorine compounds, namely ClO, leading
to ozone depletion in the presence of sunlight.

The 1996-1997 northern hemisphere spring polar vortex
was very strong, stable, and cold. It did not form until
late in December and was very symmetric and close to
the pole from February into late April. It was the latest
in formation and dissipation in the last 18 years using the
National Centers for Environmental Prediction (NCEP)
dataset (5). The core region of the vortex was very iso­
lated from outside mixing. The temperatures decreased
markedly and were low enough to form PSCs from the
middle of January to the end of March. Record low tem­
peratures were found inside the vortex at the isentropic
height of 475 K at the end of March and early April. No
substantial stratospheric warming occurred in the lower
and middle stratosphere (5).

The 1997-1998 Arctic winter/spring period differs from
the previous three winters, as it was comparingly warm
and no record low temperatures were observed. The polar
vortex formed at the end of November at higher altitudes
and dissipated by the end of March. The coldest temper­
atures were reached in December over Scandinavia, low
enough to form type I PSCs at isentropic heights of 550
K. Due to warming events the vortex was displaced from
the polar regions towards Scandinavia and Russia and the
shape of the vortex was constantly distorted in January
and February.

Fig. 1 shows the effect of the different meteorologies to
the total ozone column as measured by GOME. In 1997
(Fig. la), the stable and cold vortex leads to ozone values
about 125DU less than the monthly mean from 1979 to
1993 using the Nimbus-7 TOMS Version 7 dataset (6)
(Fig. le). The polar region shows a characteristic ozone
hole structure. In 1998 (Fig. lb), the ozone pattern is
very similar to the TOMS longterm mean, only a small
reduction over the Barents Sea and North Atlantic could
be observed.
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March 1997

March 1998

N7 TOMS: March 1979-93

Figure 1: Gridded and smoothed contour maps of north­
ern hemispheric monthly mean total ozone from a) March
1997 (top) and b} March 1998 (middle} as measured by
GOME and c) a climatology as measured by Nimbus-T
TOMS averaged over the years 1979-1993 (bottom). The
GOME means were calculated using the GDP Level 2
Version 2.4 dataset. The projection is stereographic with
rt at the bottom and extends from 3(f N to the North
pole. The contour interval is 25 DU.

3. THE FURM DATASET

The short-wave region of GOME covers the Hartley­
Huggins ozone bands and therefore contains information

FURM: 01/04/97

Figure 2: Gridded and smoothed FURM ozone for the
layer of 15 km to 23 km on 1 April 1997, during the
largest extension of polar vortex. The projection is stere­
ographic with (f at the bottom and extends from the North
pole to 4rt N. The contour interval is 20 DU. Superim­
posed in grey is the PV isoline of 38 PVU showing the
vortex boundary region. The PV data is taken from the
European Centre for Medium-Range Weather Forecasts
(ECMWF).

about the vertical ozone distribution. The retrieval al­
gorithm FURM (FUii Retrieval Method) has been devel­
oped to derive ozone profiles from the UV/visible spectral
range.

FURM consists of two major parts: first, a forward
model, the pseudo-spherical multiple scattering radiative
transfer model GOMETRAN (7), calculating the top of
atmosphere {TOA) radiance for a given state of the at­
mosphere, second, an iterative inversion scheme, that ad­
justs this state to match the calculated with the measured
TOA radiance, utilizing the so-called weighting functions
also provided by GOMETRAN (8). Because this inver­
sion problem is under-constrained, an optimal estima­
tion (9) approach was chosen, which combines the in­
formation from the measurement with statistical a-priori
information from a climatology. A detailed description
and first validation with ground-based and satellite mea­
surements of FURM can be found in Refs. (4) and (10).

In this work, the spectral range from 290nm to 355nm
of the GOME spectra is used for the retrieval. The a­
priori ozone distribution is taken from an ozone clima­
tology derived from combined ozone sonde and satellite
measurements during 1980-1991 (11). Temperature and
pressure profiles is taken from the United Kingdom Me­
teorological Office (UKMO) assimilated dataset (12). In­
formation about the surface height and albedo are taken
from a database {13). The cloud cover is calculated from
the measurements of the broadband Polarisation Mea­
surement Devices (PMD) of GOME. From the fractional
cloud cover an effective cloud albedo is determined.
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Figure 3: Coverage of the polar vortex by GOME ground
pixels used for FURM profile retrieval. From top left to
bottom right: a) 15 March 1997, b} 1 April 1997, c) 13
March 1998, and d} 2 April 1998.
The grey shaded area indicates the covered area, the
crosses marked the centre of the footprint of profiles not
used in the depletion calculations. The thick line marks
the vortex boundary, defined as the potential vorticity iso­
line at 38 PVU on 475 K. The PV data is taken from the
European Centre for Medium-Range Weather Forecasts
(ECMWF).

FURM profiles were retrieved for selected days in spring
1997 and 1998 in the northern hemisphere, starting at
40° N. In 1997, the days are 10, 15, 20, 25 March, 1, 5,
11, 16, 21 and 26 April. In 1998 the days 21 February,
3, 8, 11, 12, 13, 18, 23, 28 March and 2 April are used.
In Fig. 2 the results of FURM for 1 April 97 at the layer
15km to 23km, containing the ozone maximum at about
20km, is plotted. Lowozone of 120DU and less are found
inside the polar vortex, indicated by the 38PVU isoline,
whereas values of about 160DU are observed outside the
vortex.

Fig. 3 shows for two days each year the coverage of the
polar vortex by GOME ground pixel used for profile re­
trieval. The potential vorticity (PV) data are taken from
the European Centre for Medium-Range Weather Fore­
casts (ECMWF). All ground pixels with centre coordi­
nates within the vortex area are used for further analy­
sis. Because the ground pixel area (100km x 960km) is
mostly orientated parallel to the isoline, only small frac­
tion of GOME ground pixel crosses the vortex boundary.

The currently used setup of FURM limits the usable
GOME spectra to a solar zenith angle (SZA) of 76°.
At larger SZA the GOME instrument switches to a scan
mode with longer integration times. At the middle of
March, this limits the retrieval to the area south of 75°N.
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Figure 4: Ozone decline inside the polar vortex for the
layer of 425 K to 525 K as calculated with FURM: a)
During the Arctic Spring 1997 from JO March to 26 April
{top). b} During the Arctic Spring 1998 from 21 Febru­
ary to 2 April {bottom).
The lines represent the ozone as volume mixing ratio
(VMR} in ppmv for the isentropics of potential tempera­
tures of 425, 450, 475, 500, and 525 K (from thick to thin
and from light grey to black, respectively}, corresponding
to 16-21 km altitudes. Vertical bars denote the lo errors
for the vortex average at 475 K.

The north pole is reached by FURM on about 10 April.

In 1997coverage of about half the vortex area is achieved
in the middle of March. Because the vortex is centred
over the pole, no vortex profiles could be retrieved before
10 March. The vortex remained stable until the end of
April (see Sec. 2) in 1997, therefore the last inspected
day was 26 April.

In 1998, the dynamical situation was much different,
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the vortex was weak and displaced from the pole. On
21 February 98, the vortex has moved towards Russia.
Therefore, the first vortex profiles could be retrieved
over Siberia earlier than the year before. In Fig. 3c, the
GOME coverage on 13 March is displayed. The vortex
reached from the Hudson Bay to Western Russia with a
centre over Spitsbergen. Profiles could be retrieved over
the Hudson Bay, Scandinavia and West Siberia, whereas
in 1997 profiles all around the much larger vortex could
be seen. In the beginning of April, the polar vortex break
up. Only a small area remained over Siberia at 2 April
(3d), the last day for our analysis.

4. OZONE DEPLETION

Strong stratospheric ozone depletion in the springtime
Arctic was not observed for a long time, but the win­
ter /spring periods in 1996 and 1997 showed extremely
low ozone inside the polar vortex (1, 14, 15, 16, 17).
The stratosphere were particularly cold in Spring 1997
for the fifth time in a row (18) and stratospheric tem­
peratures cold enough to form PSCs were observed late
in the season when the sunlight has already returned to
higher northern latitudes. Chemical ozone reductions in
the lower stratosphere of about 80 DU has been estimated
by the end of March (15). In contrast, the winter/spring
period 1998 show ozone distributions comparable to the
longterm mean, see Section 2 and Fig. 1.

The FURM data are used to calculate vortex-averaged
and area-weighted ozone concentrations as a function of
time at certain isentropics (425-525 K, every 25K) in the
lower stratosphere.

The results are presented in Fig. 4. During the observed
time period from 10 March to 26 April 1997 the ozone
concentration is reduced about 0.75 ppmv at all isentropic
levels, which is a reduction from 40% at 425K to 20% at
525K. The meteorological conditions (low temperatures
and a stable vortex, see section 2) lead to the ozone de­
pletion in the 1997 polar vortex.

Knudsen et al. (17) derived a chemical loss rate of 46
and 43 percent, respectively, during a 3 month period
(January - March 1997). Our rates are limited to the
period March-April and are difficult to compare. The
GOME results are also obtained at Jess vertical resolu­
tion than the sonde measurements and, therefore, less
depletion is expected from our calculations, if the loss is
confined to rather thin layers. We have not yet included
ozone increases due to diabatic descent inside the vortex,
which shall be accounted for in future studies. Therefore,
the rates given here present lower limits of the expected
chemical loss.

Fig. 4b, the ozone concentration in the time period from
21 February to 2 April 1998 is shown. Up to middle of
March, no significant ozone depletion can be observed. In
the higher levels, the ozone concentration even increases.
From 18 March to 2 April, the ozone is reduced by about
30 ppmv at 425K decreasing to 20 ppmv at 525K. Be­
cause the polar vortex break up after 2 April, no further
ozone depletion is expected.

During the time period covered by our analysis in both

seasons, the ozone concentrations at all levels are higher
in 98, starting with about 15 ppmv at 10 March to
25 ppmv to 2 April. This agrees with the mean total
ozone columns, as displayed in fig. 1. The observed
ozone loss in 1997 was much higher than in 1998, as ex­
pected from the different meteorological situations, e.g.
the much longer stable period of the polar vortex and
the lower temperatures, falling below the critical tem­
perature for the formation possible PSC formation.

5. CONCLUSION AND OUTLOOK

FURM has been successfully used to derive lower limits of
mean ozone depletion rates for the polar vortex. Because
of the geographical limits of the usable GOME data, the
calculations usually cannot be started in the first half
of March, depending on size and location of the polar
vortex. Since June 1998, the operating mode of GOME
has been changed, so that the complete spectral range
used by FURM is integrated at the nominal integration
time of the visible channels. This gives the possibility to
use smaller ground pixel sizes for all profiles, and a raise
in the limit for the solar zenith angle is expected.

We are currently attempting to determine diabatic de­
scent inside the vortex in order to separate dynamical
ozone changes from chemical loss. Work on this point is
in progress. Furthermore, the FURM algorithm needs a
clear speedup to extend the calculations on every day in
the Arctic spring.
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ABSTRACT

Ozone mini-holes frequently form in mid-latitude regions
during hemispheric spring. A mini-hole is an area of
strongly reduced total ozone, which lasts only a few
days. It is related to upper tropospheric circulations.
Intrusion of ozone poor subtropical air into higher lati­
tudes raises the tropopause causing a horizontal diver­
gent transport of ozone in the above lying lowermost
stratosphere. In the northern hemisphere mini-holes are
mostly observed in the regions over the North Atlantic
and Europe. Northeastward tropospheric air flow occur
just east of the North Atlantic storm track.

In both arctic spring seasons 1997 and 1998ozone mini­
hole events were observed by GOME, where the total
ozone amount inside the hole decreases by more than 70
DU. Vertical ozone profile distributions derived from ob­
servations by the Global Ozone Monitoring Experiment
(GOME) aboard ESA's ERS-2 satellite have been used to
investigate the two dimensional structure of these mini­
hole events.

1. INTRODUCTION

Since the discovery of the Antarctic ozone hole in 1985
(1) a lot of scientific studies and public debate about the
ozone layer was initiated. There are several mechanisms
that are responsible for the thickness of the ozone layer.
The need to distinguish between reversible, dynamically
induced and irreversible, chemically induced ozone losses
became important.

One example of transient depressions of total ozone are
known as mini-holes (2, 3, 4). During such events ex­
change of air masses from the sub-tropics with low to­
tal ozone towards the polar vortex occur, which leads
to a high tropopause at higher latitudes. These tropo­
spheric ridges cause adiabatic cooling at the vortex edge
and can possibly lead to the formation of polar strato­
spheric clouds (5). As an example GOME ozone profiles
inside an ozone mini-hole have been observed in March
1998.

In Fig. 1 an example of the ozone mini-hole, discussed in
this paper, over the North Atlantic sector on 11 March
1998 is shown. Lowest total ozone of below 250 DU can
be found at the southern tip of Greenland near Cape
Farewell. The area of low ozone extends from the east
coast of North America to the British isles. The po­
lar vortex edge is depicted by the white 38 PVU line at
the isentrope of 475 K (about 20 km). 1 PVU is 1 x
10-6 Km2 /(kgs). The tropospheric ridge (see Section 3)
as the reason for the ozonemini-hole is touching the polar
vortex edge.

Figure 1. GOME Level 2 Version 2.4 total ozone above
the North Atlantic sector on 11 March 1998. The map
reaches from so:N to 8(f N and from B(f W to 2rf E. The
overplotted white PV isoline of 38 PVU depicts the vor­
tex boundary region in the lower stratosphere and is just
north of the mini-hole. The PV data is taken from the
European Centre for Medium-Range Weather Forecasts
(ECMWF).

The inversion algorithm FURM (Full Retrieval Method)
calculates ozone profiles from GOME satellite data have
been applied to derive northern hemisphere (NH) ver­
tical ozone distributions for ozone mini-hole conditions.
Results for selected days during the Arctic spring season
1998 are presented and discussed. The inversion scheme
to derive ozone profiles from GOME data is presented
in Section 2. The characteristics of ozone mini-holes are
described in Section 3. Results from GOME ozone data
analysis and ECMWF meteorological datasets are dis­
cussed in Section 4.

2. GOME OZONE PROFILE RETRIEVAL

The Global Ozone Monitoring Experiment GOME mea­
sures the backscattered and reflected solar radiation from
the atmosphere and the surface of the Earth. The pri­
mary objective of the GOME mission is the determi­
nation of global distributions of total ozone and N02.
Furthermore, total column amounts of other relevant
atmospheric trace constituents, for instance, 03, BrO,
OClO, HCHO, and S02, can be determined (6). Column
amounts are retrieved using the differential optical ab-
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Figure 2. Gridded and smoothed GOME total ozone for
the North Atlantic region for a four day period from 10 to
13 March 1sss. The maps reach from 3(/' N to 8ff N and
from 7(/' W to 2(/' E. The superimposed, black and white
PV isoline of 38 PVU, taken from ECMWF data, depicts
the vortex boundary region in the lower stratosphere.

sorption spectroscopy method DOAS (7). However,total
03 and N02 columns are currently the only trace gases
publically available as GOME level-2data products (8).

Using the broad spectral range (240-790 nm) of GOME
with its moderate spectral resolution (0.2-0.4 nm),
height-resolved ozone information can be derived from
the short-wave Hartley-Huggins ozone bands. The FUii
Retrieval Method FURM derives ozone profiles from
GOME sun normalized spectra using an iterative opti­
mal estimation scheme (9). It consists of two parts: (i)
the pseudo-spherical,multiple scattering, radiative trans­
fer model (RTM) GOMETRAN (10), calculating the top
of atmosphere (TOA) radiance for a given atmospheric
state, defined by the vertical distribution of ozone and
other trace gases, the surface albedo, and the aerosol
scenario among others, and (ii) the advanced optimal es­
timation scheme, matching the calculated TOA radiance
to the measured GOME radiance iteratively by adjusting
the atmospheric model parameters, likethe vertical ozone
distribution. The inversion scheme utilizes appropriate
weighting functions provided by GOMETRAN (11). A
detailed account on the retrieval methodology applied to
GOME is given by Hoogen et al. (9, 12).

For this work, the spectral range from 290nm to 355nm
of the GOME spectra is used for the retrieval. The a­
priori ozone distribution is taken from an ozone clima­
tology derived from combined ozone sonde and satellite
measurements during 1980-1991(13). Temperature and
pressure profiles is taken from the United Kingdom Me­
teorological Office(UKMO) assimilated dataset (14). In­
formation about the surface height and albedo are taken
from a database (15). The cloud cover is calculated from

the measurements of the broadband Polarization Mea­
surement Devices (PMD) by GOME (16). From the frac­
tional cloud coveran effectivecloud albedo is determined.

The ozone number density is retrieved in 81 equidistant
altitude levels from 0 to 81km. Additional scalar fit
parameters are the surface albedo, aerosol extinction, a
scaling factor for the pressure profile, the Ring ampli­
tude, and an offset for the temperature profile. This
version also contains corrections to the instrument cal­
ibration (9). Although the ozone number density is cal­
culated on 81 levels, the vertical resolution is limited to
6-8 km between 20km and 35km and about 10km below
and above (12). The root mean square error for FURM
profiles in northern mid-latitudes from the upper tropo­
sphere above 10km into the middle stratosphere is below
10%.

3. DYNAMICSOF OZONE MINI-HOLES

Correlations between total ozone and synoptic meteoro­
logical situations have been known since the dawn of
atmospheric spectrometry {17, 18). Ozone mini-holes
are synoptic-scale regions {106 km2) of low total ozone
(compared to the surrounding areas). They are persis­
tent for several days over extra-tropical latitudes most
dominantly in winter/spring and generally move north­
eastward. These transient disturbances of several tens
of DU's (Dobson units = 2.67 x 1016 molecules cm-2)
are associated with anticyclones {high-pressuresystems),
primarily of upper-tropospheric origin. The northward
transport of subtropic and tropospheric airmasses along
an extended anticylonic ridge lifts the tropopause in
higher latitudes. There will be both horizontal and ver­
tical movement of air and ozone during the passage of an
anticyclone. The intrusion of low-ozonetropospheric air
in a column leads to lifting and divergence of ozone-rich
stratospheric air out of the column by mass continuity,
as the volumemixing ratios of ozone are invariant to adi­
abatic processes. The net effect is a reduction of total
ozone in the column. Extremely low total ozone can be
observed at the edge of the polar vortex, when the vor­
tex air is lifted and thus adiabatically cooled due to the
blocking upper-tropospheric anticyclone. This vertical
motion both lowers the temperature and the total ozone
content in the lower stratosphere {19,4, 20).

Ozone mini-holes are in two ways important for the po­
lar ozone study. (i) They contribute to the meridional
transport in the lowerstratosphere. Ozonemini-hole can
induce strong irreversible deformation of the circumpo­
lar circulation. (ii) They have an important role for the
chemicalbalance of the ozonelayer. The strong adiabatic
cooling due to the lifting of airmasses can induce forma­
tion of polar stratospheric clouds (PSCs). Heterogeneous
processeswhich leads to ozonedepletion can occur on the
surfaces of PSCs (5).
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Figure 3. Gridded GOME Level 2 Version 2.4 monthly
mean total ozone in March 1998. The projection is stere­
ographic with {f at the bottom and extends from 2{f N to
the North pole. The contour interval is 50 DU. A monthly
mean of the polar vortex as shown by the dashed 38 PVU
line has been overplotted.

4. RESULTS AND DISCUSSION

4.1. 11 March 1998Ozone Mini-Hole

The ozonemini-hole event can both be seen in total ozone
maps and in meteorological datasets like temperature,
geopotential height and potential vorticity distributions.
As an example of the evolution of an ozone mini-hole,
a sequence of four days from 10 to 13 March 1998 is
shown in Fig. 2. Subtropical tropospheric air is stream­
ing along the east coast of the United States and Canada,
on 10 March the airmass has reached south of Green­
land and the edge of the vortex. In the lower strato­
sphere at 475 K the air is streaming along the vortex
boundary above Greenland. On 11 March the subtrop­
ical air turns slightly eastward and then south again on
12 March. Very low ozone of less than 250 DU was ob­
served on 11March. A reduction of more than 100DU is
found, when compared to the total ozone monthly mean
as shown in Fig. 3.

On 12 March an isolated area with low ozone below 300
DU just south of Iceland can be seen. The mini-hole
moves northeastwards on 13 March and vanishes the fol­
lowing days. In the course of the mini-hole event the
polar vortex, as indicated by the 38 PVU contour line at
475 Kon the maps, becomes distorted and pushed north
by the mini-hole.

4.2. Meteorological Conditions

VariousECMWF meteorologicalparameters for the mini­
hole event on 11March1998 are displayed in Fig. 4 show­
ing the upper-tropospheric situation. The geopotential
height [Dm] at 300 hPa (about 9 km) is depicted in the
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Figure 4. ECMWF geopotential height (top) in Dm and
temperature (bottom) in K for the upper troposphere at
300 hPa {below 10 km} for the 11 March 1998 mini-hole
event. The maps reach from 3{f N to 8{f N and from
8{f W to 2{f E.

top panel. High values are generally found in the extra­
tropics, which are associated with high pressure areas.
Low values are more typical for higher latitudes. The
poleward extension of the ridge is associated with strong
intrusion of subtropical air over the North Atlantic. The
warm, subtropical air moving to higher latitudes can also
be seen in the temperature map at 300 hPa (bottom
panel). Note that at 200 hPa (about 12 km, not shown
here) near the tropopause the temperature were signifi­
cantly lowerby more than 20 K. Thus we find a cold high
tropopause inside the mini-hole. The wave-breaking be­
havior can be seen by the coincident tongue of lowpoten­
tial vorticity [PVU]at the 350K isentrope (about 12km,
Fig. 5). Areas of lowPV depict subtropical, tropospheric
air with a higher tropopause, whereas stratospheric air is
associated with high PV units. Two high pressure sys­
tems were merged near the European continent as seen
in the geopotential height.

All maps show the wave-breaking of airmasses in the
vicinity of the tropopause. This event also has an impact
on the lowerstratosphere, which can be seen in Fig. 6. At
50 hPa (about 20 km) the geopotential height tends to be
more zonally averaged, but the wave of high values com­
ing from the subtropics can also be found at this height.
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ECMWF PV at 350K: 98/03/12

Figure 5. ECMWF Potential vorticity in PVU for the
upper troposphere at 350K (about 12 km} for the 11 (top)
and 12March 1998 {bottom). The maps reach from 3ff' N
to 8ff' N and from so: W to 2ff' E.

The distortion of the vortex by the mini-hole event at the
southern tip of Greenland can be detected in the poten­
tial vorticity map at 475 K (about 20 km) depicting the
polar vortex (more than 38 PVU) and its surf zone. Tem­
peratures below 195K are found at the vortex surf zone
over southern Greenland and near Iceland. This is due to
adiabatic cooling of the uprising polar wind jet stream­
ing along the polar vortex edge, where the windspeed is
largest.

4.3. Vertical structure of the mini-hole

The vertical structure of the ozone mini-hole is
shown in Fig. 7. The top panel displays the GOME
level 2 total ozone [DU] taken from our webpage
'www.iup.physik.uni-bremen.de/ifepage/gomenrt.html'
for each ground pixel for 11 March 1998. The orbit
over Europe from Scandinavia to Spain is shown in the
middle panel and over Greenland to the east coast of
North America in the lower panel as latitude-altitude
charts of ozone number density [1018m-3]. The middle
figure depicts normal March conditions. High values of
ozone (>6xl018m-3) can be found in the ozone belt in
the lower stratosphere around 475 K for latitudes above
40°N. The tropopause can be defined as the region of
strong gradients in ozone number density around 350K,
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Figure 6. ECMWF meteorological datasets for the lower
stratosphere at about 20 km for the 11March 1998mini·
hole event. The maps reach from 3ff' N to Bll°N and from
sr W to 2ff' E.

the ozone content of tropospheric air is low. A slight
decrease in tropopause height is seen towards higher
latitudes. The ozone mini-hole can clearly be detected
in the lower figure reaching from 40°N to 65°N. This
can be confirmed by the total ozone maps in Fig. 7(top
panel) and Fig. 1. Ozone poor air is streaming along
the bottom of the the tropopause, lifting it from normal
heights ofroughly 10km to tropical 16km. The thinning
of the stratospheric ozone belt can also be seen, highest
values at 475 K are below 5xl018m-3. An interesting
feature seen in the data is the intrusion of subtropical
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Figure 7. Total ozone {DU] for each ground pixel of
GOME measurements for 11 March (top panel). The
projection is stereographic with (f W at the bottom and
extends from 3(f N to the North pole. Latitude-altitude
charts of ozone in number density from 4rf N to 7!!' N
and from 0 km to 40 km height for the GOME orbit over
Europe (middle panel} and for the orbit over Greenland
(bottom panel).

air into the vortex edge region near 63°N. This could
be the reason for the deformation of the vortex, where
the wind pattern changes in this region and adiabatic
cooling occurs due to uplifting of air. The tongue
of relatively high ozone contents below 350 K is the
area where strong irreversible stripping of stratospheric
airmasses out of the vortex can be seen.

5. SUMMARY

This paper investigates the dynamics and structure of
a typical northern hemisphere ozone mini-hole event oc­
curring at the edge of the polar vortex around 11 March
1998. This was done by using meteorological data from
ECMWF, GOME level 2 total ozone and the FURM algo­
rithm to derive ozone profiles from GOME data. The re­
sults are in good agreement with literature (21, 22). Very
low ozone columns with high temperatures in the tropo­
sphere and low temperatures in the stratosphere were
seen at the edge of the polar vortex on 11 March 1998.
Vertical motions changes both stratospheric ozone and
adiabatically lower the temperature with less than 195
K. This could lead to formation of PSCs, activation of
chlorine and, consequently to depletion of ozone down­
stream (5).

A comparison of FURM latitude-altitude charts un­
der normal and mini-hole conditions shows an elevated
tropopause up to 16 km, low ozone number densities
in the lower stratosphere, and low ozone just below the
tropopause. The vortex was disturbed by the upper tro­
pospheric anticylonic ridge. Transport of vortex air out
of the vortex into the upper troposphere below 400 K
were found.
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DESCENT FROM STRATOSPHERE TO TROPOSPHERE IN THE ANTARCTIC
WINTER: DOF.S IT EXIST, WHY IS IT IMPORTANT, AND CAN IT BE
MEASURED BY GOMOS?
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email h. rosocoe@bas.ac.uk

ABSTRACT

Descent within the winter stratosphere over
Antarctica is well established, but significant
descent to the troposphere is challenged,
despite there being no well-defined tropopause.
Such descent implies a different isotope
fractionation of H20 in ice-cores, and so an
altered calibration of temperature from ice-cores
in palaeoclimates;a dry upper troposphere, and
so a reduced possibility of increased
precipitation in global warming; and a larger
supply of ozone, and so a modified budget of
ozone in the unpolluted troposphere.
Measurementsof H20 in the upper troposphere
would identify such descent; measurements of
lack of cloud and of 03 might help confirm it.
GOMOShas a unique capability for upper­
tropospheric measurements in the Antarctic
winter, but new operational rules might be
necessary. A new observation mode of
extended sources might also be necessary.
Such a mode might also observe cloud to the
high-altitude Antarctic surface, and so identify
if precipitation formed in the boundary layer
and falling from a clear sky is ubiquitous.

1. DESCENT IN THE STRATOSPHEREAND
TROPOSPHEREIN WINTER

Absorption of sunlight by 03, which creates the
warm stratosphere, ceases in winter in
Antarctica as the sun sets. This causes the
stratosphere to cool by radiation, and the
denser air descends. This well-knowndescent
is observed in profiles of N20 [1] and other
gases, and its accompanyingconvergence causes
the stratospheric vortex because the Coriolis
force turns the Southerly air flow to the East.

In the troposphere in winter, radiative cooling
of the surface to space causes nearby air to
cool. Coolingof nearby air occurs more readily
than in winter at mid-latitudes because of the
longer night. Where there is a sloping surface
this cooler and denser air flows downhill
(katabatic flow - see Figure 1). Much of
Antarctica is in the form of a dome so that the
flow is everywhere outward, and the resupply
of air must occur by descent at least at the
central flat part of the Antarctic Plateau, if not
more generally during the inward flow.

6 Convection
by warmer
of air
surface
(sea)

1 Surface
radiates
to space 4

3 Colder
air flows

5 Sea
-ice
blown
off- 2 Air near

surface
cools

Figure 1. Sketch showing the sequence of
events which create katabatic flow in winter in
Antarctica, thereby causing descent in the
troposphere over the Plateau. Events 5 and 6
are not universal, but increase the forcing of
katabatic flowwhen they occur.

2. DESCENT FROM STRATOSPHERE
TROPOSPHEREIN WINTER

TO

A well-defined minimumin temperature creates a
tropopause which acts as a barrier to rapid
transport upwards or downwards. However, in
winter in Antarctica there is no well-defined
minimum(Figure 2) , again because of the lack
of absorption of sunlight by ozone. Hence
there is no theoretical obstacle to descent
through the tropopause.

Fewmodel studies have considered such descent
in isolation from general Southern Hemisphere
stratospheric-tropospheric exchange, much of
which occurs via tropopause folds at mid­
latitudes, or in isolation from outward flow from
the stratospheric vortex in the lowermost
stratosphere. One of the few studies [2]
estimates over 60% of the mass flow out of the
stratospheric vortex to be to the tropopause;
however, the study was heavily criticised for
the lack of accuracy of the meteorological
analyses upon which it relied (3) in this data­
poor area.
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Figure 2. Mean temperature profiles at Halley
(75°S) in summer (January) and winter (July),
from 1957 to 1993 (taken from Turner & King
[4)). Note the lack of a tropopause in winter -
the temperature profile is closer to that of
radiative equilibrium, such as that seen on Mars
[5]. The dashed line illustrates the dry
adiabatic lapse rate.

/

Figure 3. Cartoon of the flow induced over the
Antarctic Plateau by katabatic forcing, taken
from Turner & King [4]. The inward flow in
the troposphere is diverted to form a vortex by
the Coriolis force, as in the stratosphere.

In the troposphere, temperatures over the pole
are colder than at lower latitudes at the same
height, so if the inward spiralling flow (Figure
3) of moist air from further North were
horizontal until reaching the centre, then
clouds should result. Clouds would probably
reduce the radiative cooling of the surface and
should switch off the katabatics. But
measurements of katabatic winds at 81•s show
steady winds throughout winter [6] except for
some dips probably attributable to storms.
Hence it is probable that the spiralling flow
descends as it goes inwards, leaving a cone of
air that must surely have come from the
stratosphere. If so, it will be dry and cloud­
free.

3. THE IMPORTANCEOF POSSIBLEDESCENT
FROMSTRATOSPHERETO TROPOSPHEREIN
ANTARCTICA

(a) Oxygen Isotope Ratios in Ice Cores

Temperature in ice cores is routinely deduced
from the ratio of H2018 to H2016 in the ice
[7]. In fact, this ratio is only a proxy for
temperature, being a measure of the degree of
fractionation that has occured from sub-tropics
to pole (Figure 4), i.e. of the number of
condensation events on the way to the pole.
This approximates to the temperature difference
between tropics and pole, but the empirical
calibration which must be used will vary with
the nature of the poleward flow. Hence for
accurate use in earlier glacial periods, the
calibration must be corrected with a
palaeoclimatemodel.

sub- poleward flow
tropics of air ~ -35%0

-30%0
-25%0
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Figure 4. Sketch showing the fractionation of
the heavier isotope H2018 in water vapour as it
is transported to the pole. H2018 has a lower
boiling point and so lower vapour pressure;
recondensation fractionates the vapour left
behind, which becomes an ever lighter fraction.

However, if descent occurs from the
stratosphere, it will bring down water vapour
which arises in a very different way (Figure
5) . Because the 02 which reacts with CH4 has
a similar isotopic composition to sea water, the
stratospheric water vapour will have a c5018of
-4%o, compared to that of the tropospheric H20
with -35%a. In earlier climates, the proportion
with -4%o is invariant, but the tropospheric
value would differ, so that calculations of the
difference would be wrong unless they included
descent from the troposphere.

(b) The possible increase in precipitation
accompanying global warming.

Manyclimate models predict that there will be a
global increase in precipitation if global warming
occurs, due to the extra water vapour
evaporating from a warmer ocean. The Poles
are no exception, and it is probable that there
would be more ice rather than less in Antarctica
and Greenland [8].
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Figure 5. Sketch showing the cycle of
stratospheric water vapour. Much of the
return path from the stratosphere to the
troposphere occurs via tropopause folds at mid­
latitudes, but any descent at the Pole would
also supply dry air to the upper troposphere.
Note that no fractionation of H20 occurs in this
cycle, unlike that of tropospheric H20
transported to the Pole.

However, the core of dry air in upper
troposphere that would exist if air descended
from the stratosphere would be present
irrespective of water vapour amounts in the
rets of the troposphere. Henec descent must
reduce the propensity for increased
precipitation over the Antarctic Plateau during
global warming

(c) Tropospheric ozone budget

Ny descent from the stratopshere must bring
ozone-rich air into the troposphere, and so
alter our perception of the troposphereic ozone
budget. A recent model of tropspheric
chemistry reproduced measured ozone amounts
very accurately at all locations except South
Pole [9]. There, the model underestimated the
observed ozone in the lower and middle
troposphere, suggesting that descent does
indeed take place but is not represented in the
model.

4. POSSIBLEMEASUREMENTSOF DESCENT

If descent is occurtng, there will be a pool of
dry air in the upper troposphere except during
the few storms which penetrate the Antarctic
interior, so frequent observation of cloud would
say descent is not occuring.

The international cloud study ISCCP concluded
that mean cloudiness was frequently 40% in
winter over the Plateau [4] , but this is
deduced from satellite images which are difficult
to interpret given similar reflectivity, emissivity
and temperature of cloud and surface.

By contrast, at S Pole which is near the edge
of the Plateau during the 3 winter months in
the 1990s, 57% of the days (nights) were
observed to be zero octas cloud cover, with a
mean of 23%cloud cover [10]. However, such
observations are rendered very difficult by the
frequent presence of aurora, and so cannot be
considered definitive.

One can appeal to the constancy and strength
of the katabatic winds as a diagnostic that thick
cloud is infrequent, as otherwise the reduction
in radiative cooling of the surface would cause
a reduction and variability in the winds.
Dudenat et al [6]found winds between 12 and
18 ms- throughout winter at their automated
observatory on the Plateau slope at 81°S.

Hence there is considerable but inconclusive
evidence that cloud amounts over the Plateau in
winter are small. However, this is not a
sufficient condition for descent, as cloud could
be limited by the supply of ice nuclei (IN)
rather than by water vapour amount.

At mid-latitudes in the upper troposphere, IN
are mostly carbonaceous material, i.e. soot
[11], unlike other condensation nuclei which are
mostly sulphate. It is possible that the very
fine IN remain suspended during poleward
transport, but soot in aerosol at the s!jrface at
S Pole in winter is less than 0.2 ng m" .

Hence it is possible that ice nuclei are limiting.
This is certainly borne out by the frequent
observation of clear-sky precipitation [12].
This requires major supersaturation, which
gives rise to very rapid growth of ice-crystals
on the few IN present, thereby creating large
enough crystals that they fall from the sky (so­
called diamond dust). This arises in the
boundary layer because of descent through the
extreme inversion, which often exceeds 30°C at
Vostok in the centre of the Plateau in winter
[13], but the same arguments apply in the
boundary layer and the upper troposphere.

If measurementsof cloudiness are not sufficient
to identify decsent from the stratosphere, we
must measure the water vapour in the upper
troposphere.

5. POSSIBLEGOMOSMEASUREMENTS

The instrument Global Ozone Monitoring by
Occultation of Stars (GOMOS),to be launched
on ESA's Envisat, can measure in winter over
the Pole. It measures H20 at its strong
absorption band near 720 nm, and so would
seem ideal for measurementof descent from the
stratosphere.

However, there is a difficulty with GOMOS
measurements in the troposphere. Refractive
dilution (Figure 6) increases at lower altitude,
giving rise to a weaker image of the star; and
turbulent layers in the troposphere cause
varying refraction and so scintillation. Either
phenomenon might prevent the GOMOSactive
tracker from following a setting star in the
troposphere, even in the very clean and
probably cloud-free Antarctic. Even to test the
mode woulod require a revrsion of GOMOS
operational rules, whereby tracking is ceased at
the tropopause.
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Figure 6. Refractive dilution of input signal
from a star, at lower altitudes in the
atmosphere.

·However, refractive dilution and scintillation
would be absent if GOMOSviewed a planet or
the moon (Figure 7) . In this configuration
GOMOSwould be unable to track as the source
would be too large, but could instead passively
point to fallow the predicted course of the
planet (so-<:alled fictitious-star mode of GOMOS
operation). This would require a new
operational mode to be adopted for GOMOS.

Because of the large size of the planets, in this
mode the location of the tangent point is less
certain - when tracking a star it is defined by
the accurately-known direction of the star.
However, extinction at i:he surface would define
a fixed point of reference which would enable
the immediately preceding tangent points to be
defined during the setting of the planet. The
probability of GOMOS'being able to observe to
the surface of the Antarctic Plateau in winter is
increased by the extreme cleanliness of its
atmosphere, the probable lack of clouds, and
the low pressure at the high-altitude surface (<
700 mbar).

This extinction would be far from complete
because the surface is highly-reflective snow
and ice, viewed at grazing incidence.
Fortunately the surface of Antarctic snow is
highly corrugated by wind action, with small
peaks over 100 mm high at about twice the
separation of their height. The shadows they
create will cause a massive loss of albedo at
grazing incidence.

The probability of GOMOS'viewing the surface
suggests the exciting possibility of detecting
the clear-sky precipitation in the boundary
layer. Such precipitation has an optical depth
of less than 0.05 in the vertical, but could well
be 0.1 or 0.2 when viewed tangentially. If
would probable not be observed by the
spectrometers because their 0. 5 s integration is
usually too long to distinguish the boundary
layer, often less than 600 m in thickness, from
the surface. But it might indeed be observed
by the fast photometers on GOMOS. If so,
GOMOSmight help identify if precipitation from
a clear sky is ubiquitous over much of the
Plateau in winter, as believed by some workers.

upper ray
refracted
slightly

light ~;:: :
from

..f"_nextended -r~c:::;;;r source .:::r"lowerray
(planet) refracted

more

parallel
light
observed
by GOMOS

Figure 7. GOMOS'viewing of an extended
source. The lack of refractive dilution and
scintillation occurs because non-parallel light
can arrive from an extended source such as a
planet or the moon. The increase in the range
of tangent heights is not significant.
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ABSTRACT

Limb scanning from a satellite is a new geometry for
radiance measurements in the near-UV, visible and near-IR
wavelength range. It is used by two instruments on
ENVJSAT-1, SCJAMACHY (Scanning Imaging
Absorption Spectrometer for Atmospheric Cartography),
and by GOMOS (Global Ozone Monitoring by
Occultation of Stars), which will measure the backscattered
solar radiance as a background term of bright limb stellar
occultation. Retrieval of geophysical parameters from the
measured spectra requires accurate radiative transfer
modeling in the atmosphere. In this wavelength range the
backscattered radiance forms in a complex way through
multiple scattering of light in the atmosphere. Most
multiple scattering algorithms assume approximations (e.g.
plane-parallel geometry) which are not valid in limb­
viewing geometry. We have developed a backward Monte
Carlo algorithm "Siro" especially for realistic and accurate
radiative transfer modeling of limb measurements. The model
is fully three-dimensional, i.e. it does not require spherical
symmetry of constituent density profiles or boundary
conditions. Siro is a tool for the development of constituent
retrieval algorithms, but it requires too much computer time
to be used in an iterative inversion algorithm. Siro can be
used as a reference against which to validate faster but more
approximate models.

I. INTRODUCTION

Two UV, visible and near-IR instruments on ENVISAT-1
have been designed to be able to measure atmospheric
radiance spectra in limb-viewing geometry. These
instruments are SCJAMACHY (Scanning Imaging
Absorption Spectrometer for Atmospheric Cartography)
and GOMOS (Global Ozone Monitoring by Occultation of
Stars), which will measure the solar radiance spectrum as a
background term of bright limb stellar occultation. Also
the OSIRIS instrument on the Swedish Odin satellite
(launch scheduled for Sept. 1999) will have a limb-viewing
UV-visible spectrometer. The instruments scan the limb
vertically and record spectra at different tangent altitudes
from about 10 to 100 km (Figure I). The density profiles of
several atmospheric constituents (e.g. 03, N02, BrO, OClO.
neutral density and aerosols) are retrieved from one vertical
scan.

300 600 800500 700

Wavelength (nm)

Figure 1. Single scattering radiance simulated by the
MODTRAN 3.5 model using U.S. Standard atmospheric
model and Background Stratospheric aerosol model.
Tangent altitude of detector's line-of-sight is 10, 20, 30
and 50 km, zenith angle of Sun e,=80° and azimuth
<p,=90°. Spectra have been smoothed to 1 nm spectral
resolution.

Before, UV-visible measurements of backscattered radiance
have been conducted in nadir-viewing geometry (e.g. by
the GOME instrument). Limb-viewing measurements are
expected to yield constituent profiles at a better altitude
resolution (I - 3 km) than measurements in nadir-viewing
geometry (vertical resolution about 5 km). For example,
studies of stratospheric chemistry and dynamics would
benefit from the improved vertical resolution. In limb­
viewing the stratospheric optical depth of the line-of-sight
is longer than in nadir-viewing, so a better sensitivity to
small amounts of stratospheric absorbers is to be expected.

Retrieval of geophysical parameters is based on fitting a
modeled spectrum to the measured spectrum of scattered
solar light. Therefore, accurate radiative transfer (RT)
modeling is necessary for the development of retrieval
algorithms for the measurements. Due to the essentially
different geometry RT models used with ground-based
measurements or nadir-viewing instruments (Ref. I) can not
directly be applied to the limb-viewing case. A RT model
for simulating limb-viewing measurements must be able to
model:

- a spherical atmosphere,
- multiple scattering and
- refractive bending of light.

243



Monte Carlo RT models working in limb-viewing geometry
have been published (Refs. 2-4) as well as a model which
uses Gauss-Seidel iteration (Ref. 5). However, no accurate
and validated RT model for this geometry has been made
publicly available.

In Monte Carlo simulation of radiative transfer the radiance
is determined statistically by following a large number of
individual photon trajectories through the atmosphere. A
minimal amount of geometrical approximation is required,
so limb-viewing geometry can be modeled accurately. The
conceptual simplicity of this method also allows one to
introduce easily new physical processes to the simulation.

An effective Monte Carlo approach in limb-viewing
geometry is the backward (or adjoint) Monte Carlo method.
The word "backward" refers to time reversal: the photons are
started from the detector and their path is followed
backwards from the detector to the point where they leave
the atmosphere towards the source, the Sun. The backward
Monte Carlo method was introduced to atmospheric optics
in the 70's (Refs. 2-4, 6). More recently, it has been used for
computing air mass factors for ground-based zenith sky
measurements, where during twilight conditions the
sphericality of the atmosphere becomes important (Refs. 7-
8).

In this paper we describe a Monte Carlo algorithm "Siro"
("sirota" is the Finnish word for "to scatter") which is
similar to the backward Monte Carlo methods presented by
the authors above, but Siro is especially tailored for
simulations in limb geometry with a realistic model
atmosphere. While previous algorithms used a spherical­
shell model atmosphere, the implementation of Siro is fully
three-dimensional. The model does not require spherical
symmetry of the atmosphere or boundary conditions.

Two examples of simulations by Siro are presented in the
end of this paper. The first example shows how the
backscattered radiance and the proportion of multiple
scattered light to total radiance depend on the relative
orientation of the tangential line-of-sight and the Sun. In
the second example mean photon path lengths at different
altitude layers are calculated, which illustrates the
coupling of the vertical and spectral dimensions of the
retrieval problem (coupling of vertical and spectral
inversion).

2. RADIATIVE TRANSFER EQUATION

The radiance spectrum !Jrd,,.nd,,) detected by an
instrument at location rd,,from direction ndtt is modeled by
solving the radiative transfer equation in a model
atmosphere

The incoming solar beam at the top of the atmosphere sets
an upper boundary condition and a lower boundary
condition is set by the reflective properties of the ground or
a cloud top surface. In (1) IJ:>+M'(r,Q) is the radiance

(single and multiple scattering) at_ point r in the
atmosphere propagating to direction n. The first terrn in
the right hand side of (1) presents loss of radiation. Total
volume extinction coefficient k~"(r) includes absorption
and scattering by molecules and particles. The source
function J, (r,n) gives the gain of radiation.

At the wavelengths and atmospheric region studied in this
work the source function is only due to elastic scattering
by molecules and particles

1,(r.fo = f P,(n.fr,r) k,"'011(r) 1:s·MS (r.fr) dn'.
4K

Scattering phase function P, (n,n·J) is a weighted sum of
phase functions for molecular and particle scattering

k"'"an(-) kasca11(-)
p (n fr r) = P"' enfr r) A r +r:(n fr r) A r• • • • • • kt•" (r) • • • k;c•rr (r) .

Function k; SCQ/r(r) is the coefficient for scattering from
molecules (equal to the product of the spectral scattering
cross section and the local density) and k~"'011(r) is the
coefficient for scattering from aerosols. Total scattering
coefficient k~'011(r) at wavelength A. and point r is

We call single scattering (SS) that part of radiation where a
photon reaching the detector has undergone only one
scattering event on its way through the atmosphere. All
other photons belong to the multiple scattering term (MS).
We consider also those photons, which have been
scattered only once by an atmospheric molecule or particle,
but have also been reflected by the ground to belong to the
multiple scattering. The SS component /~' can be expressed
as an integral over the line-of-sight (LOS) of light
scattering towards the detector

!J"" f Tf'(s) r:P(s) P, (nd,1(s),n0(s)) k,"'"11(s) ds , (2)
LOS

Here Tf' (s) is the transmittance of the path fromSun to the
scattering point s on detector LOS and r;P(s) is the
transmittance of the path from the scattering point to the
detector. The solar irradiance incident on the atmosphere is
denoted by IJ"" . It arrives to the LOS with direction
Q0(s). The single scattering term can easily be solved by
numerical integration of (2) and is therefore a commonly
used approximation for the scattered radiance.

3. BACKWARD MONTE CARLO ALGORITHM SIRO

In a Monte Carlo computation one photon at a time is
followed along its three-dimensional path through the
atmosphere. The photon's probability to be absorbed or
scattered at a given point in the atmosphere is calculated
and random numbers are used to select the results of
collisions. Because the propagation of light is reversible
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the probability of a photon going through the atmosphere
along a particular path is independent of the direction in
which we follow the path. The backward Monte Carlo
method uses this idea (Ref. 2). We shoot photons from the
detector and trace their paths backwards. This increases the
speed of the simulation, because those photons, which in
the forward method escape from the atmosphere outside the
field-of-view of the detector, will now not be simulated at
all. An other advantage over a forward method is a simpler
description of the photon source, which is now the detector
instead of the solar beam illuminating the whole day side of
the atmosphere (Ref. 2). In a typical limb case the backward
method selects the first scattering event most likely near the
tangent point of the LOS, which is exactly the area where
largest contribution to the scattered radiance can be
expected to originate.

The basic formulation of Siro is similar to the method
presented in Ref. 2. Siro starts with a computation of the
line-of-sight of the instrument. The LOS is traced with
short steps of length D.s and the optical depth r, to each
point i of the LOS is calculated. The first (or last if
counting in the forward direction) scattering cell is
determined by finding the largest r, which satisfies

where RN is a uniformly distributed random number
between 0 and I. Transmittance to the last point of the LOS
is denoted by r=. Scaling factor 1-t= forces a
scattering to occur at some point of the LOS. The photon
weight, initially equal to 1.0, is multiplied by the single
scattering albedo kr0" er,)/ k~"(ij) at the selected first
scattering point ij to remove the bias from requiring the
interaction to be a scattering event and by l -Tws to
remove bias from forcing a scattering to occur along the
LOS.

The SS contribution from this photon is then calculated by
multiplying the photon weight by the probability that the
photon would have come directly from Sun to point ij. This
probability is the product of the transmittance of path ij -
Sun multiplied by the scattering probability to the
direction of Sun. The resulting SS photon weight is added
to the cumulative SS weight. Several different solar
positions can be simulated together, in which case the
transmittance of ij -Sun and the scattering probability are
calculated separately for each solar position.

We then continue tracing the photon path from ij to
simulate higher scattering orders. A random number is used
to decide whether the first scattering occurs from a molecule
or an aerosol particle. The probabilities are scaled
according to the ratio of the corresponding scattering
coefficients k;.1ean (ij) and k~.1e011(ij ). A new propagation
direction for the photon is obtained by sampling the cosine
of the scattering angle cos(!.1,n') from the phase function
and determining scattering plane 8 by 8 = 2tr ·RN.

Next a new path through the atmosphere is calculated
starting from ij to the new direction. We proceed to draw a
scattering point ~' update photon weight and calculate

second order scattering contributions as in the case of the
LOS and SS component. If the photon hits the ground a
Lambertian reflection is modeled and photon weight
multiplied by the surface albedo. The photon's history is
followed until its weight becomes smaller than a given
minimum value. After the simulation of a sufficiently large
set of photons the cumulative weight of each solar position
and scattering order is divided by the total number of
photons shot from the detector, which gives the ratio of the
detected radiance to incident solar irradiance.

Atmospheric density profiles enter the simulation in the
form of stepwise analytical functions of altitude, latitude
and longitude. No shell structure is introduced to the
model to allow full three-dimensionality. Also surface
albedo and scattering phase functions could be allowed to
vary as a function of geographical location. Refractive
bending of the photon trajectory is taken into account by
bending the ray path at the middle point of each short step
Ss . Bending angle for a step is calculated by Snell's law
from the values of refractive index at the end points of the
step. For the scattering point - Sun paths refractive bending
is solved by iteration.

The statistical error in the retrieved radiance is estimated by
dividing the simulation to ten independent subsets (for
example, 10 000 photons are simulated in sequences of
1000 photons). The standard deviation of statistical error
in the full simulation is estimated from the standard
deviation of the results from the ten subsets. Some
thousands of photons (depending on model details,
wavelength, geometry etc.) usually have to be simulated for
a statistical accuracy better than I %. When photons are
followed to minimum weight 10'6 with a step of I km this
takes from a minute to more than an hour in a Silicon
Graphics Origin 200 computer (simulation of radiance at
one wavelength).

4. MODELLING RESULTS

In a fixed static spherically symmetric atmosphere the
scattered solar radiance is only a function of wavelength,
tangent altitude of the line-of-sight and the relative
direction of the Sun. The radiance spectrum (Figure I)
reflects the wavelength dependence of molecular and
aerosol scattering and absorption. Limb radiance is largest
at visible or long UV wavelengths. It decreases fast
towards shorter UV because of increasing absorption by
ozone. Radiance decreases slowly towards IR because the
molecular and aerosol scattering coefficients decrease. In
the optically thin limit the radiance measured along a fully
illuminated LOS increases about exponentially as the
tangent altitude decreases.

4.1 Model atmosphere

The model atmosphere of the Monte Carlo simulations
below includes scattering by molecules and aerosols and
absorption by ozone. The vertical distribution of
absorption and scattering coefficients k;"' (z) and
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k;l"'"'"'' (z) is shown in Figure 2 for 250 nm, where 03
absorption is the dominating process, and 500 nm, where
absorption coefficient of 03 is of the same order of
magnitude or smaller than the scattering coefficients. The
profiles present the U.S. Standard Atmosphere, rural
boundary layer aerosols with surface visibility 23 km,
summer tropospheric aerosols and background
stratospheric aerosol conditions.
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Figure 2. Absorption and scattering coefficients used in
the simulations at 250 and 500 nm. Rayleigh scattering
coefficient is drawn by a solid, aerosol scattering by a
dashed and ozone absorption by a dotted line.
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Figure 3. Phase functions used in the simulations for
Rayleigh scattering and aerosol scattering (Henyey­
Greenstein with asymmetry factor g=0.75).

We model the Rayleigh scattering phase function by

3r(y) =-(1 +cos2(y))
161r

where y is the scattering angle. Aerosol scattering phase
function for all wavelengths is modelled by the Henyey­
Greenstein phase function with asymmetry factor g= 0.75
(presents background stratospheric aerosols)

P'(; )= 1 1-g2 .y "-
41r [l+g2 -2gcos(y)

The phase functions have been plotted on Figure 3.
Reflection from the ground is assumed to be Lambertian,
with surface albedo 0.3.

4.2 Variation of radiance with the relative position of Sun

Figure 4 explains the co-ordinates that are used in this
work to specify the direction of Sun: zenith er and azimuth

<fir relative to tangent point of LOS. Figure 5, which has
been produced by a simplified orbit propagator, gives an
idea of the range of solar co-ordinates (er, <fir) occurring in
the measurements by SCIAMACHY, GOMOS and OSIRIS.
Figure 5 assumes that the LOS of SCIAMACHY and
OSIRIS lies in the orbit plane. For SCIAMACHY and
OSIRIS the possible directions of Sun (en <fir) form
approximately a circle, the radius of which depends on the
orbit (descending node of Envisat is IO a.m., Odin's 6 arn.)
and the month of the year. The maximwn radius occurs at
summer solstice, the minimum in February. GOMOS is
pointed at stars of varying azimuths relative to the orbit
plane and the relative direction of Sun is more scattered.

Sun

Line-of-sight
(LQS)

Figure 4. Co-ordinates for characterizing the geometry of
a limb measurement. The direction of Sun relative to
detector LOS is defined by the zenith angle er and
azimuth angle <fir at the LOS tangent point. The zenith
angle is defined as the angle between the z-axis and the
direction of the Sun. The azimuth is the angle between the
LOS and the projection of Sun's direction on the plane
perpendicular to the z-axis.

0 Sun co-ordinates at tangent point

30

150

1801 '
0 30 120 150 180

Azimuth (°) (measured from line-of-sight)

Figure 5. The direction ( eT' <fir} of the incident solar
beam relative to the LOS of SCIAMACHY, OSIRIS and
GOMOS. For OSIRIS the possible directions are inside
the innermost circle, for SCIAMACHY within the two
outermost circles. The dots present the direction of Sun
for GOMOS (all possible occultations with stars brighter
than magnitude two, one orbit/month). For GOMOS
azimuths 180°< <f1r<360°have been mapped to the mirror
image in 0°< <fir< 180°. The shaded area gives
approximately the dark limb where no scattered solar
light is measured.
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We study how limb radiance depends on the direction of
the Sun (er> <f'r) in an average case: tangent altitude of line­
of-sight 20 km, wavelength 500 nm. In this case most of the
radiation originates near the tangent point of the LOS
(except for cases where er = I00°) and the absorption and
scattering coefficients are of the same magnitude (Figure 2).

The Rayleigh scattering phase function peaks for forward
and backward scattering, and the aerosol phase function
has a strong forward maximum (Figure 3). The observed
radiance as a function of the relative direction of Sun
reflects this angular dependency clearly (Figure 6). Even
photons that have undergone two or three collisions
(second and third order scattering) show small maxima for
forward and backward Sun. The radiance decreases rapidly
as the Sun get's colser to the horizon (large er).

Total (single +multiple scattering) radiance0..--~~~-,-~.;_~~~~~~~~~~~~~
0.05

20 .d.05
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Figure 6. Upper plot: the ratio of total limb radiance to
incident solar irradiance at 500 nm as a function of Sun's
direction (er. <f'r)simulated by Siro. Tangent altitude of
line-of-sight is 20 km. Lower plot: multiple scattering
term alone (second order and higher orders of
scattering). The statistical accuracy of the simulation is
better than 1 % for er::;90°, and better than JO % for
er= 100°.

The proportion of multiple scattering to total radiance as a
function of solar position is shown in Figure 7, upper plot.
Multiple scattering is most important, constitutes about
half of the total radiance, when the solar zenith angle er is
small. In the region of strongest total radiance (detector
looking almost directly to Sun), and also for near-horizon
sun, the relative contribution of multiple scattering is at
smallest.

The effect of surface albedo on the measured radiance can be
seen from the proportion of photons whose trajectory
includes a reflection from ground (Figure 7, lower plot). The

effect of surface albedo is largest for high solar elevation
angles and smaller for geometries where Sun is close to the
horizon. When the surface albedo is 0.3 light reflected from
the ground constitutes about half of the multiple scattering
term when er is small. Extreme albedos of 0.0 and 1.0
would give correspondingly 30% and 70 % multiple to
total scattering ratios at high solar elevation angles.
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Figure 7.. Upper plot: proportion of multiple scattering
radiance to total radiance as a function of Sun's direction
(er• <f'r)at 500 nm and tangent altitude 20 km simulated
by Siro. Lower plot: proportion of light that has
undergone at least one reflection from ground. Statistical
error Of the Simulation is better than 3% for er:f90°,
better than 30%for er=100° ..

4.3. Mean photon path lengths at different altitude layers of
the atmosphere

When the transmittance to the tangent point of the LOS is
above about 0.1 (for example visible and near-IR
wavelengths and tangent altitude ~ 15 km), most of the
radiation observed by a limb-viewing instrument
originates near the tangent point of the LOS. To study more
closely the altitude region relevant for the radiance
measurement we calculate mean photon path lengths Ss,
(photon path lengths weighted by the weights of
individual photons) at different I km thick altitude layers i
in the atmosphere. The path length Ss, can be interpreted as
the derivative of the radiance with respect to the absorption
coefficient (e.g. of ozone) at altitude z relative to total
intensity 1f•M5 '

d/SS+MS
6.s = ~ __ 1- (3)

' dk;b• (z.) Jf+MS
Figure 8 shows examples of mean path lengths for
wavelength 500 nm and different tangent altitudes.
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Because of strong absorption by ozone in the UV (Figure 2)
photons at wavelength 300 nm or below reaching the
detector have only visited upper parts of the stratosphere.
This is illustrated by Figure 9, where mean photon path
lengths for a measurement at tangent altitude 10 km have
been plotted for different wavelengths.
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Figure 8. Mean photon path lengths (3) for wavelength
500 nm and different tangent altitudes of LOS simulated
by Siro (8r=80°, <fJr=90°).
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Figure 9. Mean photon path lengths (3) for different
wavelengths simulated by Siro (tangent altitude JO km,
8r=80°, <fJr=90°).

5. CONCLUSIONS

We have presented a backward Monte Carlo algorithm Siro
which has proven to be a versatile tool for studying the
limb-viewing measurement technique. Siro is a good tool
for validating approximations adopted by other faster
methods, but it is too slow to be used as part of an iterative
retrieval algorithm. Comparisons between Siro and some
other models are going on.

In limb-viewing geometry multiple scattering constitutes
10 - 50 % of the total radiance at visible wavelengths
(background stratospheric aerosols and albedo 0.3),
depending on the solar position relative to the detector
LOS. Volcanic aerosol conditions or a surface albedo close
to 1.0 (snow or cloud cover) can increase the proportion of
multiple scattering well over 50 % at visible wavelengths.

A single scattering model would be a poor approximation
of limb radiance in this wavelength range.

The mean photon path lengths at different altitude layers
(altitude weighting functions) depend strongly on
wavelength, especially at near-UV wavelengths (Figure 9).
A common retrieval approach in occultation measurements
separates the inversion to two parts: a spectral inversion
and a vertical inversion (e.g. onion peeling). For limb
radiance measurements this approach must be used with
caution: the wavelength dependence of weighting
functions shows that spectral and geometrical effects are not
decoupled. Measurements in the UV can only give
information of the abundances of atmospheric constituents
in the upper stratosphere (Figure 9). For good profile
retrieval down to JO - 20 km measurements at visible and
near - IR wavelengths are also needed.

A future version of Siro will perform the radiative transfer
calculation separately for different polarisation directions
of light. Neglecting the vector nature of light may cause an
error of a few per cent to the scalar intensity (Ref 9). A very
realistic simulation would also take into account the Ring
effect, i.e. the filling of solar Fraunhofer lines by inelastic
scattering processes in the (Ref. I0).
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ABSTRACT

The multiparameter inverse problem relevant to the
interpretation of the limb radiance measurements with
account for the non-LTE conditions in the atmosphere is
considered. The method of joint retrieval of the kinetic
temperature, gas concentrations and vibrational temperatures
which characterize the nonequilibrium populations of the
vibrational states of molecules is described. The method is
based on the optimal estimation algorithm and does not
require preliminary modeling of the processes driving non­
LTE. The applicability of the method to the processing of the
limb infrared radiance spectra measured from satellites is
demonstrated on the basis of the 15µm data obtained by the
CRISTA instrument during 1994 mission. The applicability
of the method to the processing of the MIPAS data is
discussed.

l. INTRODUCTION

The development of the high accuracy and medium/high
spectral resolution satellite instruments, e.g. CRISTA,
MIPAS (Refs. l,8) measuring the infrared spectra made it
possible to register weak limb emissions of the middle and
upper atmosphere and investigate the non-LTE effect which
is most pronounced in the upper atmospheric layers.

There are different approaches to the interpretation of the
limb radiance spectra measurements influenced by the non­
LTE effect:
a) Microwindow selection aimed to avoid spectral regions

with considerable non-LTE effect and performed on the
basis of theoretical modeling of the non-LTE populations
of molecular states and estimations of the magnitude of
the non-LTE effect (Ref. 6). This approach is the most
applicable in the case when the primary goal of the
remote sensing experiment is the determination of the
parameters which are not relevant to non-LTE.

b) Approximate accounting for the non-LTE effect on the
basis of pre-calculations of the non-LTE populations of
molecular states using available models of the non-LTE
processes and utilization of these data in the inversion
procedure (the process can be iterative). This approach is
also the most applicable in the case when the primary
goal is the determination of the parameters which are not
relevant to non-LTE.

c) Derivation of the parameters which characterize the non­
LTE conditions together with other atmospheric
parameters (kinetic temperature, gaseous content, etc.)
directly from spectra without preliminary modeling of the
processes driving non-LTE. Such approach is applicable

in general case and gives the opportunity to investigate
the non-LTE atmospheric conditions, but the inverse
problem becomes more complicated and the requirements
to the measurement data quantity and quality increase.

The latter approach is used in the present study for the
problem of the multipararneter sounding of the non-LTE
atmosphere in the 15µm C02 band using spectra measured
by the CRISTA and MIPAS instruments. General
consideration of the problem was done in a number of papers
(Refs. 2,3). The detailed description of the simultaneous
retrieval approach to the remote sensing problems of the
non-LTE atmosphere can be found in several studies
(Refs. 4, 5, 10).

In the present study only the ''vibrational non-LTE" is
considered, though in general the population of the rotational
molecular states may be influenced by non-LTE too. The
non-LTE populations of molecular vibrational states are
described by so-called vibrational temperatures (which is
rather common approach).

In the subsequent sections the description of the method and
the formulation of the specific inverse problem are given.
The results of the derivation of the kinetic temperature and
the C02 vibrational temperatures from the CRISTA data are
presented. The problem of sounding the non-LTE
atmosphere by the MIPAS instrument is discussed.

2. RETRIEVALMETHOD

2.1 Formalism

Radiative transfer equation for limb radiance I at
wavenumber v and tangent altitude z, can be expressed as a
complex functional depending on a number of parameters
including the vibrational temperature profiles:

/(v,z,) = F [ Tk(z), p(z), 11,(z), Tv''(z) I, (1)

where z is the altitude coordinate, Tk is kinetic temperature,
p is pressure, 11, is the concentration of atmospheric gas of
the number g and Tv'' is the vibrational temperature of the
vibrational state s of the gas "g", After linearization Eq. 1
may be written in a vector-matrix form:

By= lmca.surcd(V, Zt) - lmcan(V, Zt) =ABX, (2)

where By is a vector composed of the variations of limb
radiance at wavenumber gridpoints for different tangent
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altitudes, A is forward operator, and ox is a vector of
unknowns:

ox+= ( OTk(Z1), 0Tk(Z2), ... ' OTk(ZN),
Op(z1), Op(z2), ... , op(zN),
011,(z1), 011,(z2), ... , 011,(zN),
0T.''(z1), 0T.''(z2), ... , OT.''(zN) ),

where O denotes variations from mean values, N is a total
number of altitude levels, here and below "+" denotes
transposition. The problem of the inversion of Eq. 2 is a
well-known ill-posed one. The solution of such problem can
be obtained on the basis of the regularization algorithm in
the iterative process:

'Xk+l = X....a11+ OXk+l :X....a11 +
(At1:"1At + R)"1AtE·1 (Oyt+ AtOx.t),k = 0, l, ..., (3)

where E is the matrix describing measurement random
errors, R is the regularization operator, 0Yt denotes the
discrepancy between measured spectra and spectra
calculated on the basis of the set of profiles obtained at the
kth iteration (not in linear approximation). If R is assigned to
the inverted covariance matrix of unknown parameters, we
obtain the so-called "optimal estimation" algorithm. The
diagonal elements of the error matrix:

E=(A~-I A+ R)"1'

are the estimates of the retrieval errors at different altitudes
for different parameters.

2.2 Physical background

Physical background for the joint retrieval of atmospheric
parameters including the vibrational temperatures for
different molecular vibrational states comprises several
aspects:
a) The main principle is the utilization of measurements in

spectral regions corresponding to different vibrational
bands in order to achieve separation of the variables.

b) True or model covariance matrices can be used in order to
incorporate a priori information into the retrieval
procedure for obtaining unique solution.

c) Different physical constraints may be applied to the
inversion process which diminish the number of
unknowns, for example: hydrostatic _equation with
reasonable accuracy, vibrational temperature coupling for
closely located (by energy) vibrational states (so-called
"internal LTE"), identification of layers where non-LTE
is not expected (on the basis of model predictions, if any),
non-variable volume mixing ratio for certain gases.

d) Different approximations may be applied, e.g. the
equivalence of certain vibrational temperatures with
reasonable accuracy (on the basis of model predictions, if
any).

Combination of spectral separation of the variables with
minimum a priori information (e.g. on expected mean values
and variability of parameters) eliminates the necessity for
rigorous preliminary modeling of the processes driving non­
LTE. It should be mentioned that the requirements to the
accuracy of mean values of the vibrational temperatures

(4)

(used also as initial guess) are not strong and the estimation
of these values can be done on the basis of general
considerations.

3. INTERPRETATIONOF THE CRISTA DATA

3.1 Formulation of the problem and error analysis

The limb radiance spectra from 645 cm·1 to 675 cm·1 (the
15µm region) measured by the CRISTA instrument during
1994 campaign were taken for the interpretation. Fig. I
shows sample spectrum and indicates the location of the
most intensive Q-branches of vibrational bands for four C02
isotopes, thus demonstrating spectral separation of the
variables. The resolving power of the instrument was
estimated as 520. Tangent altitude range of measurements
was from 40 km up to 150km. The random noise was
estimated to be about 0.005 mW/(m2 sr cm").

The vibrational states of the C02 molecule for which the
non-LTE effect was taken into account are shown in Fig.2.
For other states the approximation of the validity of LTE
was used.

Sample spectrum

=:
1:u 1.0•.•Ng-

636

Tangent altitude 91.01 km
626

0.0 '---'---'----'---'---'-~--'----'---'---'--'-~
645 650 670 675655 660 665

Wavenumber (cm-1]

Figure 1. Sample spectrum. Demonstration of the spectral
separation of the variables (see text).

- - - - - - - - - - - - - - - - - - - - - - - - - - - -.l l l 0 l

00001

Figure 2. The vibrational states of the C02 molecule for
which the non-LTE effect was considered. Boxes
show the "internal LTE" groups of states.
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The following details of the formulation of the inverse
problem and the retrieval process should be mentioned:
a) A priori information

Mean profiles: Tk - MSIS90, gases -AFGL86, all T,=Tk up
to 110 km, T,=260 K above 110 km.

b) Covariance
Matrix of the model type with exponential dependence of
covariances was used. A priori uncertainty for Tk and all
T, was constant and equal to 50 K, correlation radius was
set to the value of 7 km.

c) Constraints
LTE conditions for all levels up to 60 km were assumed.
Internal LTE for the groups of levels: (10001, 02201,
10002), (11101, 03301, 11102) was assumed. Volume
mixing ratio profiles for all gases were taken equal to
correspondent mean profiles. Hydrostatic constraint with
15% accuracy was applied.

d) Approximations
The vibrational temperatures of the levels 01101, 02201,
and 03301 for each isotope were set equal since the
spectral resolution was insufficient for the separation of
correspondent variables.

The following error sources were taken into account: random
noise, tangent altitude pointing errors, wavenumber
calibration errors, offset calibration errors.

As a result, the inverse problems was formulated with
respect to 5 unknowns: (1) - kinetic temperature Tk, (2-5) -
vibrational temperatures T, of the 01101 level of the C02
isotopes 626, 636, 628, 627. The retrieval errors for these
parameters estimated on the basis of the error matrix are
shown in Fig. 3. For the sake of convenience it is useful to
set the criterion identifying the upper boundary up to which
the parameters could be retrieved with reasonable accuracy.
We selected the criterion of 50% decrease of a priori
uncertainty which resulted in the error value of 25 K for all
temperatures. One can see from Fig.3 that the altitude levels
of the 50% decrease of a priori uncertainty for Tkand Tv are
the following: Tk-130km, T,(626)-higher than 130km,
T,(636)-120 km, T,(628)-115 km, T,(627)-105 km. It should
be mentioned that the numerical experiments confirmed the
error estimations based on the error matrix calculations.

3.2 Retrieval results

We present the results of the interpretation of several limb
scans obtained at different geographic locations (scan
numbering is valid only for the present study). The plots
show the retrieved kinetic temperature and the vibrational
temperatures of the state 01101 for the 626, 636, 628, and
627 isotopes in the altitude range 40-130 km. The "upper
limit" identification marks designate the altitude levels of
50% decrease of a priori uncertainty (25 K error) for
T,(01101) of the 636, 628, and 627 isotopes. There are no
marks for other parameters since corresponding levels are
130 km and higher. It should be stressed that the retrieval
results for the atmospheric layers higher than the upper limit
are not suitable for analysis due to large errors, however they
are plotted for the sake of consistency. The error bars
correspond to the error estimations made on the basis of the
error matrix calculations.
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Figure 3. Retrieval errors of the kinetic temperature Tk and
vibrational temperatures T,of the 01101 state (for
different C02 isotopes) estimated on the basis of
error matrix calculations (the CRISTA 15µm

40

measurements)

Together with the results of joint kinetic-vibrational
temperature retrieval, we plotted the results of the
independent retrieval of kinetic temperature by the
Wuppertal University scientific team (referred below as
WU) under the assumption of LTE.

The retrieval results obtained for scan S09 are presented in
Fig 4. All vibrational temperatures arc very close to the
kinetic temperature up to the altitude of 75 km indicating the
validity of the LTE conditions. In the upper layers
vibrational temperatures start to deviate from the kinetic
temperature and the deviations in the vicinity of the
mesopause are larger for T, of minor isotopes. The
considerable deviations of the vibrational temperatures from
the kinetic temperature start at about 107 km where the
vibrational temperature profiles become relatively constant
if compared to the kinetic temperature profiles. The results
of the kinetic temperature profile retrieval arc very close to
independent retrieval by the Wuppertal University group up
to 80 km, except the 50-60 km region where the independent
retrieval profile is slightly oscillating. In the 80-90 km range
the WU results are larger and closer to the vibrational
temperature of the 01101 state of the major isotope.

The retrieval results for scan S 11 are presented in Fig. 5. The
non-LTE effect in this case starts at about 73 km, however
there are small deviations of vibrational temperatures from
the kinetic temperature in the vicinity of 67 km altitude.
There is a strong temperature inversion at 90 km altitude.
Above this temperature inversion the vibrational
temperatures are close to the kinetic temperature, As it was
for the S09 scan, the most pronounced non-LTE effect starts
at about 107 km altitude. We stress that large retrieval errors

253



for the vibrational temperatures of minor isotopes make the
comparative analysis of different vibrational temperatures
problematic. The independent kinetic temperature retrieval
results are in very good agreement with the results obtained
by the joint retrieval method up to 72 km altitude. Above
this altitude, they coincide with the T,(01101) of the 626
isotope.

The results for scan S13 are interesting since the kinetic
temperature profile in this case is characterized by two very
strong inversions, see Fig. 6. One can see that the non-LTE
effect is considerable in the inversion area and in the vicinity
of mesopause (the temperature minimum at 95 km can be
attributed to the mesopause).

Let us consider one more example of the retrieval - scan
Sl5, which is characterized by a very high mesopause at
105 km and two temperature inversions at 88 km and 98 km.
The results are shown in Fig. 7. One can see that the non­
LTE effect starts at about 80 km altitude, however the
deviations of the vibrational temperatures from the kinetic
temperature are not large up to 100 km altitude. In the
vicinity of mesopause, the deviations increase, and the
magnitude of deviations is larger for minor isotopes. Starting
from 112 km the vibrational temperature T,(01101) of the
626 isotope is practically constant As far as the comparison
with the kinetic temperature independent retrieval is
concerned, we stress that the situation is similar to other
scans: in the LTE layers there is a very good agreement, but
in the non-LTE areas the independent results are more close
to the vibrational temperature T,(01101) of the 626 isotope.
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Figure 4. The CRISTA retrieval, scan S09, -51.9LAT,
-150.7LONG, l3:54GMT, 05.11.1994. Triangles
show the independent retrieval of kinetic
temperature by the Wuppertal group without
accounting for non-LTE.
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Figure 5. Same as Fig. 4 but for scan Sll, -42.4LAT,
-112.9LONG, 14:01GMT, 05.11.1994.
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Figure 6. Same as Fig. 4 but for scan S13, -22.9LAT,
-90.2LONG, l4:08GMT, 05.l l .1994.
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4. APPLICABILITY OF THE METHOD TO THE
PROCESSING OF THE MIPAS DATA

The Michelson Interferometer for Passive Atmospheric
Sounding (MIPAS) will operate on board ENVISAT-1 polar
platform (Ref.l ). The operational scenario of measurements
will cover tangent altitudes in the range of 8-70 km, however
besides the operational scenario, special observations will be
performed up to the tangent altitude of 150 km which will be
of particular interest with respect to the investigation of non­
LTE effects.

In order to estimate the potential possibilities of the applying
the developed approach to the interpretation of the MIPAS
measurements, we simulated the 15 µm limb radiance
measurements using the performance characteristics of the
MIPAS instrument, and made calculations of the error
matrix. The spectral resolution of measurements was taken
equal to 0.055 cm·1 and the noise equivalent spectral
radiance was set equal to 0.32 mW/(m2 sr crn'). It should be
stressed that we did not take into account the error sources
other than random noise. We performed the numerical
experiment on the joint retrieval of atmospheric parameters
using the same wavenumber interval as in the case of
processing the CRISTA data. The non-LTE atmospheric
model for the numerical experiment was provided at our
disposal by Dr. V.P.Ogibalov (Refs. 7, 9).

The results of the error matrix calculations are shown in
Fig 8. One can see that the limb radiance measurements by
the instrument of the MIPAS type can provide the
information on the vibrational temperature of the 01101 state
of the major C02 isotope with reasonable accuracy up to
130 km altitude. For the vibrational temperatures of other
isotopes the retrieval errors are considerably larger. If the

400

criterion of 50% decrease of a priori uncertainty is assumed,
then the upper altitude limits for the retrievals will be: Tv-
117km, T,(626) - higher than 130 km, T,(636) - 108 km,
T,(628) - 103km, T,(627) - 94 km. Taking into account the
fact that the non-LTE effect for the considered C02

vibrational states can start from about 70 km altitude, there
is the opportunity to derive new information on the non-LTE
conditions from the MIPAS measurements even for minor
isotopes.

In Fig. 9 we present the results of the retrieval of the kinetic
temperature and the vibrational temperature of the state
01101 of the major C02 isotope in the numerical experiment
simulating limb measurements by the MIPAS-type
instrument and in Fig. 10 - the results if averaged over 10
samples. The error bars correspond to the error estimations
made on the basis of the error matrix calculations. As one
can see, the retrieval of the T,(01101) of the 626 isotope is
very good in the whole altitude range. The kinetic
temperature profile retrieval is very good up to 110 km
altitude if averaging is applied. In the whole altitude range
the retrieved and true profiles coincide within the limits of
error matrix estimations.

5. CONCLUSIONS

The interpretation of the CRISTA measurements in the
15µm spectral region provided the information on the
vertical profiles of the kinetic and vibrational temperatures
of the 01101 state of the C02 626, 636, 628, and 627
isotopes up to the altitude of 105-130 km for different
geographic locations.
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Figure 8. Retrieval errors of the kinetic temperature Tk and
vibrational temperatures T,of the 01101 state (for
different C02 isotopes) estimated on the basis of
error matrix calculations (15µm measurements
simulated for the instrument of the MIPAS type).
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Figure 9. Retrieval in the MIPAS numerical experiment The
non-LTE model (true profiles) has been provided
by Dr. V.P.Ogibalov. Onlv the random noise error
source has been taken into account. Bold lines
show the retrieved profiles, thin lines show true
profiles. Random noise 0.32 mW/(m2 sr cm'),

Numerical experiments and error matrix calculations have
shown that the most accurate are the retrievals of the kinetic
temperature Tk and the vibrational temperature T.(01101) of
the 626 isotope.

Processing of the CRISTA measurements in the 15µm
domain has shown that the non-LTE effect for C02 starts at
about 80 km if the Tk profile is smooth but can start lower in
case of kinetic temperature inversions.

The vertical behavior of the kinetic and vibrational
temperatures is highly variable for different geographic
locations and can be rather complicated (characterized by
multiple inversions).

Comparison of the kinetic temperature retrievals with
independent retrievals of Tt performed by the Wuppertal
University scientific group without accounting for non-LI'E
has shown, first, very good agreement in the LTE layers, and
second, considerable discrepancies in the regions with
noticeable non-LTE effect

Numerical experiments and error matrix calculations have
shown the possibility to sound the non-LTE atmosphere in
the 15 µm region by the MIPAS-type instruments. For such
instruments the highest retrieval accuracy is expected for the
vibrational temperature of the 01101 state of the major C02
isotope and for the kinetic temperature. The vibrational
temperatures T.(01101) for minor isotopes can be derived
with reasonable accuracy up to the altitude of90-100 km.
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Figure JO. Same as Fig. 9 but with averaging over 10
samples.
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ABSTRACT

A summary of the non-local thermodynamic equilibrium
(non-LTE) studies carried out for assessing the non-LTE
effects in the MIPAS spectra is presented. For that
purpose, LTE and non-LTE limb radiance spectra have
been computed in the 685-2410cm-1 range with a spec­
tral grid of 0.025 cm-1 at tangent heights from 8 to 83
km. These calculations include non-LTE populations of
a large number of vibrational levels of the C02, CO, 03,
H20, CH4, NO, N20, N02 and HN03 molecules which
originate the most prominent atmospheric infrared emis­
sions. The impacts of these effects on the retrieval of
pressure, temperature and species abundances from MI­
PAS spectra are presented. In addition, a number ofnon­
LTE issues that could be addressed with J\tIPASdata are
discussed.

1. INTRODUCTION

~IIPAS (Michelson Interferometer for Passive Atmo­
spheric Sounding) is one of the ESA-developed instru­
ments to be launched on board the ENVISAT-1 polar
platform. This instrument. will measure atmospheric
limb emission spectra in the infrared {4.15-14.6 µm)
in the 8-150 km altitude range with a spectral resolu­
tion of 0.05 cm-1 and a sensitivity which varies from 50
nW/(cm2 sr cm-1) at 14 µm to 4.2 nW/(cm2 sr cm-1)
at 4 µm. The main objective of JvIIPASis to derive the
pressure-temperature distribution and the abundances of
the minor atmospheric constituents 03, H20, CH4,N20,
and HN03 (Ref. 1). Global measurements of these pa­
rameters will be provided by operating the instrument
from space in the emission mode.
The principle of atmospheric sounding by measuring in­
frared emissions to derive geophysical parameters such
as temperature, pressure, and trace species abundances
is based on the assumption that the atmospheric com­
pounds emit according to the Planck function at the local
kinetic temperature. It is known, however, that many of
the vibrational levelsof atmospheric constituents respon­
sible for infrared emissions have excitation temperatures
which differ from the local kinetic temperature in the
stratosphere and mesosphere and hence can affect the
limb radiances at those tangent heights and below (Refs.
2-9).

In this paper we briefly describe the work performed to
evaluate the potential effectsof non-local thermodynamic
equilibrium (non-LTE) on the retrievals of pressure. tem­
perature, and of 03, H20, CH4, N20, HN03, CO, NO,
N02, N20s and ClON02 abundances in the 10-60 km
altitude interval.
Further to the main objective of MIPAS of studying
the stratospheric chemistry, the instrument offers an un­
precedented opportunity to study the upper atmospheric
regions (mesosphere and lower thermosphere). At those
altitudes, non-LTE processes are most important and are
essential for deriving the energy balance (eg, C02, 03
and NO) and for determining the concentration of trac­
ers such as H20, CH4, and CO. Its high spectral resolu­
tion, wide spectral coverage, and high sensitivity makes
this instrument ideal for pursuing those studies. Thus,
in this paper we also describe the non-LTE aspects of
the upper atmosphere that could be tackled with MIPAS
measurements.

2. NON-LTE EFFECTS IN OPERATIONAL RE­
TRIEVALS

The goal of these studies was to evaluate the effectsof the
breakdown of local thermodynamic equilibrium (LTE) in
the atmosphere with respect to the retrieval of pressure,
temperature, and the volume mixing ratios (VMR's) of
03, H20, CH4, N20, HN03, CO, NO, N02, N205 and
ClON02 in the 10-60 km altitude interval (the opera­
tional altitude range). Once evaluated, it was also aimed
at finding the best way of treating non-LTE in the op­
erational retrieval scheme. From this point of view, the
followingschemes were considered:
a) To avoid non-LTE by a proper selection of small spec­
tral regions (microwindows,see Ref. 11). Given that the
handling of non-LTE wouldseverely increase the retrieval
computer time, this option was the most desirable. The
high spectral resolution {allowing for selecting individ­
ual rotation-vibration lines) and the wide spectral cover­
age of l\IIPAS (covering various vibrational bands of the
species at work) make this selection plausible.
b) To evaluate the non-LTE effects if they are significant
(either very large or small but need to be corrected for).
Two ways were considered: 1) to use pre-calculated non­
LTE populations (eg. vibrational temperatures) and 2) to
use a direct computation of the vibrational temperatures
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in the retrieval scheme in conjunction with the forward
radiance model. The latter option is more adequate if
the non-LTE model is not very time consuming (eg, the
cases when radiative transfer is not important).

c) Finally, we evaluate if, simultaneously with the VMR
of the species at work, information on the non-LTE popu­
lation of the emitting states was retrievable, eg, retrievals
of vibrational temperatures. Examples of these are the
works presented in Refs. 12 and 13.

To evaluate the non-LTE effects we selected a set of ref­
erence atmospheres for temperature, species abundances,
solar illumination and tropospheric conditions that cov­
ers both, typical and extreme atmospheric conditions for
which the potential non-LTE effects vary from weakest
to moderate to strongest. A set of four reference at­
mospheres was established corresponding to mid-latitude
day- and night-time conditions, and typical polar winter
and polar summer cases (see Ref. 14).

The method followed to evaluate the non-LTE effects
consists of the following steps. First, LTE and non-LTE
l\HPAS synthetic spectra were generated. The computa­
tion of the non-LTE ones requires, in turn, the calculation
of new spectroscopic data (mostly of hot bands originat­
ing in high energetic levels), and the non-LTE popula­
tions of all the emitting levels of all molecules known
to be (or likely to be) in non-LTE in such conditions.
From those spectra retrievals were performed including
all known sources of errors. For those retrievals, Jaco­
bians from the calculated synthetic spectra were pre­
computed. The differences between the quantities re­
trieved from the non-LTE and from the LTE spectra were
assumed as the errors of non-LTE, ie, the errors we would
commit if non-LTE were neglected.

2.1 Spectroscopic Data

In the analysis of atmospheric spectra and the retrieval
of atmospheric parameters such as concentration pro­
files, the spectroscopic line parameters are usually taken
from atmospheric spectral databases such as HITRAN
(eg, Ref. 16). However, the spectroscopic data in these
databases are given with an intensity cut-off (different for
each molecule) corresponding to a 'minimum' absorption
observable through a 'maximum' path length in an atmo­
sphere under LTE conditions. Thus, hot bands involving
highly excited vibrational states are not available. These
weak isotopic and hot bands, which do not emit a signif­
icant radiance in the atmosphere under LTE conditions,
might contribute with radiances similar to those from
fundamental bands when the high energetic upper levels
of these transitions are highly populated under non-LTE
conditions. Therefore, line parameters for many of these
hot bands were needed for computing the non-LTE spec­
tra. The spectroscopic linelist used in these non-LTE
studies was extended from HITRAN 96 with 199 bands
of the ozone molecule involved in 17 polyads, and with 30
bands involved in 7 polyads of N02. These calculations
represent a large increase in the number of spectral lines
since the final dataset was approximately twice as large
as the original HITRAN 96 data.

2.2 Non-LTE Vibrational Populations

Already existing non-LTE models for some species and
other recently developed, eg, for N20, CH4, N02, and
HN03, have been used to obtain the non-LTE popula­
tions of the vibrational levels originating the most im­
portant atmospheric infrared emissions. We briefly list
below the species and levels included. A detailed de­
scription of the non-LTE models used to calculate them
can be found in Ref. 14.
For C02 we have included 47 vibrational levels, includ­
ing those emitting the strongest emissionsat 15, 10, and
4.3 µm. For CO only the major CO(l-0) band near
4.6 µm was included. For 03, up to 245 levels were in­
troduced, including those emitting at 14.6µm, many hot
bands near 10 µm, and the combination bands around
4.8 µm. For H20, 7 vibrational levelsemitting at 6.3 and
4.7 µm were introduced. The levelsemitting the 11'2 and
v4 fundamental bands at 7.6 and 6.5µm of the twomajor
CH4 isotopes were incorporated. For HN03, 8 'equiva­
lent' states, which originate the 5.9, 7.5, 11, and 22 µm
bands were also introduced. For the N02 molecule, the
highest 7 (OOv3)levels, originating the V3 fundamental
and 6 hot bands emitting in the 6.2-7.0 µm interval, were
included. For the N20 molecule, 16 vibrational levels
originating the 8.6, 7.8, 4.5, 4.0. 3.6, and 3.0 {tm bands
were incorporated. Finally, the NO(l-0) transitions near
5.3 µm were also introduced.
The non-LTE populations of these levelswere calculated
for the four reference atmospheres mentioned above, in­
cluding day- and night-time mid-latitude conditions and
polar winter and summer conditions. Those are the situ­
ations for whichweexpect non-LTE populations to be fro
the smallest, to moderate and to the largest, In addition,
we also included maximum and minimum non-LTE pop­
ulations based on the uncertainties in the model's input
parameters. A detailed description of the models and the
results obtained can be found in Ref. 14.

2.3 LTE and Non-LTE Spectra

In order to evaluate the non-LTE effectson the retrievals
of the atmospheric parameters, LTE and non-LTE limb
radiance spectra as measured by MIPASwere computed
by using the Reference Forward Model (RFM) radiative
line-by-line code (Ref. 17). Spectra were generated at
a spectral resolution of 0.025 cm-1 (internal resolution
of 5x10-4cm-1) for the 5 l\UPAS filters: A (685-970),
AB (1020-1170),B (1215-1500),C (1570-1750), and D
(1820-2410)cm-1. They were computed for each of the
4 referenceatmospheres (mid-latitude day and nighttime,
polar winter, and polar summer}, Tangent heights from
8 km up to 83 at 3 km steps were covered,except for the
NO(l-0) bands for which they were extended up to 200
km. The spectra were calculated for LTE as well as for
non-LTE conditions, covering the nominal and extreme
(maximum and minimum) non-LTE conditions with the
corresponding vibrational temperatures described in the
previous section.
The target species (eg, those which are intended to be
retrieved) were the following 11 gases: C02, 03, H20.
CH4, N20, HN03, N02, CO, NO. Nz05, and ClON02.
Apart from those. other 21 gases were also incorporated
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in the limb radiance calculations as contaminants: S02,
NH3, HN04, CIO, HOC!, HCN, H202, C2H2, C2H6,
OCS, CF4, CCl4, COF2, SF5, CCiJF, CFC-11, CFC-12,
CFC-14, CFC-22, CCbF2, CHF2Cl.
The spectroscopic data included are the HITRAN 96
linelist (Ref. 16), in addition to the many hot bands
of 03, and N02 described in Section 2.1. Molecular
cross-section data (as opposite to line data) were used
for the followingspecies: CCl4, ClON02, CFC-11, CFC-
12, CFC-14, CFC-22, HN04, and N20s.
To simulate the instrument line response and
apodization, the high-resolution spectra calculated
at 5x 10-4 cm-l were convolved with a function
representing the Norton-Beer 'strong' apodization.
Three different field-of-viewconvolutions were used to
approximate the nominal l\IIPAS field-of-viewresponse
function (a trapezium of 4 km base and 2.8 km altitude)
for all spectral and altitude regions. In order of decreas­
ing accuracy these convolutions correspond to 12-, 5-,
and 3-points sampling of the trapezium.
The spectra werecomputed treating all lineswith a Voigt
line shape except for the C02 ones in filter A (685-970
cm-1) for which a sub-Lorentzian behaviour in the line
wingswasassumed by including a suggested x-factor (see
Ref. 14).
The vibrational temperatures for all the species and levels
mentioned in the previous section were introduced in the
calculation.
In addition to the spectra, the Jacobians, J;i, defined as
8R./8xi where R. is the radiance at some spectral grid­
point/tangent, and Xj is a parameter which represents a
retrieved quantity, were calculated. Jacobians were cal­
culated for all gases abundances considered, temperature,
continuum and spectroscopic uncertainties. They were
used to map the resulting error in radiance to the cor­
responding error in the retrieved parameters. Details on
the calculations of the Jacobians can be found in Ref. 14.

2.4 Error Analysis

These simulated LTE and non-LTE spectra, together
with their corresponding Jacobians, were used to select
narrow spectral regions (microwindows)for retrieving the
pressure-temperature and Vl\1R's. The selection was per­
formed in such a way that the total error budget in­
duced by the different sources, including the non-LTE
errors, wasminimized. The sources of error included are:
measurement noise, gain calibration error, pointing un­
certainties, uncertain abundances of interfering species,
spectroscopic data uncertainties, variability of isotopic
fractioning of species, temperature uncertainty (for the
retrieval of the VMR's), and errors induced by non-LTE
effects. The latter were evaluated from the difference of
retrieving the p-T and VMR's from the LTE spectra and
from the non-LTE ones.
The inclusion of non-LTE modelling into the operational
retrieval scheme would be very time consuming. So the
major idea was to findout microwindowsfor the retrieval
of p-T and Vl\1R's in which the non-LTE effects are neg­
ligible in comparison with the other sources of errors. So,
a procedure was followedto explore among all possible
microwindowsuntil we found those which minimized the
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Figure 1: MIPASsynthetic limb radiances for filter A at
a tangent height of 41 km for the daytime mid-latitude
atmosphere. Top panel: Non-LTE (dotted) and LTE
(solid) radiances. Lowerpanel: Non-LTE--LTEradiance
difference;the noise equivalent spectra radiance (NESR)
of MIPAS is also plotted for comparison.

total error. The calculation of the total error, includ­
ing the combination of random and systematic errors, is
described in detail in Ref. 14.
The selection of the microwindowswas done on the ba­
sis that a 'Global Fit' (Ref. 15) operational retrieval
scheme will be used and that, for tangent altitudes be­
low 30 km, the continuum will be jointly retrieved with
pressure, temperature or the VMRof the species at work.

MIPASFilter M3. NLTE,LTE. DAYTh=41 km

.3000

'E 2000
u

~§1000
~ o f ,1'1',~'T','~~~ry1~,!'•@tttlu1·~-11~@~
~ 100 NLTE-LTEGg
0

'g 50
a:

0

1025 1050 1075 1100
Wavenumber (cm ")

1125

Figure 2: As Fig. 1 but for filter AB at a tangent height
of 41 km.

2.5 Results

Our calculations showedthat the high spectral resolution
and wide spectral coverageof MIPASallowsone to select
a set of microwindowsfree from non-LTE effects for the
most important gases (p-T, 03, H20, CH4, N20, HN03,
and N02) in the altitude range of the operational re­
trieval (10-60 km). As an example, Fig. 1 (lowerpanel)
shows that the effects of non-LTE are negligible in the
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15 µm region (around 700 cm-1) where strong bands of
C02 and 03 are located and where most microwindows
for the retrieval of temperature and 03 VMR have been
selected. In contrast, the C02 and 03 bands near 10µm
(see the shorter wavelength part of Fig. 1, and Fig. 2)
clearly show very large non-LTE effects, and hence were
avoided for operational retrievals.
For the CO and NO molecules, however, which have
only one strong vibrational transition in the mid-infrared,
non-LTE effects are important in the whole operational
altitude range, and hence, require the inclusion of non­
LTE modelling into the retrieval scheme. Direct calcu­
lation of their non-LTE populations is the most accu­
rate approach, although in the case of CO this might be
difficult due to the dependence of the CO(l) excitation
temperature on the CO V.MRitself (Ref. 18).
For the remaining 'target' gases expected to be retrieved
fromMIPASspectra, N20s and ClON02, non-LTE pop­
ulations werenot included. These are not expected to be
important in the stratosphere. We considered, however,
the non-LTE effects due to possible contamination from
non-LTE emissionsof the 9 species described in Section
2.2, and found that a sufficiently large number of mi­
crowindows'free' from non-LTEcan be selected for their
retrieval.

3. FUTURE NON-LTESTUDIES

The l\UPAS instrument will expectedly offer highly re­
solved limb emission spectra with a full coverage of the
mid-IR, high sensitivity and a full global and seasonal
coverage. These characteristics make it a very useful in­
strument to study the non-LTE processestaking place in
the atmosphere. On one hand, its high spectral resolu­
tion willallowus to distinguish between the contributions
of different bands, both fromdifferentmoleculesand also
between the fundamental, isotopic and hot bands of some
molecules, shuch as C02. The fact that MIPAS covers
a wide spectral range in the infrared is also very useful
since it allowsto retrieve the kinetic temperature and, in
some cases (eg, C02 and
03), the abundance of the species at work, from one part
of the spectrum (usually at longer wavelengths, where
non-LTE effectsare smaller) and to analyse the non-LTE
emissions from the other (shorter-wavelengths) part.
In addition, the possibility of taking near-collocated
(both in space and time) measurements with 'Non-LTE­
free' instruments (like GOMOS and SCIAMACHYboth
in the ENVISAT platform) are very useful for studying
non-LTE since they will provide independent measure­
ments of the VMR's of the speciesat work, whichwill be
crucial to discriminate between the species abundances
and the excitation temperatures of the emitting states.
We discuss in the next paragraphs some potential non­
LTE studies that could be carried out with MIPASdata.
The kinetic temperature, Tj,, is usually retrieved from
the C02 15 µm spectral region. Fig. 3 shows a good
signal-to-noise ratio (S/N) in ?vlIPASfilter A up to 83
km. Hence it would be possible to retrieve Tk from his
filter up to around the mesopause (90 km). The C02
VMR starts being not wellmixed above about 80 km. It
is expected, however. that it can be retrieved from filter
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Figure 3: As Fig. 1 but for a tangent height of 83 km.
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Figure 4: As Fig. 1 but for filter AB at a tangent height
of 65 km.

D spectra (see below).
It is also interesting to note that the C02 10 µm laser
bands in filtersA and AB (Figs. 3 and 5) have a high S/N
up to and above83 km. These bands are both originated
by the C02(001) level which also originates the 4.3 µm
fundamental band. These emissionscan be used to study
the excitation of C02(001) from 0(1D) through Nz(l) in
the stratosphere and mesosphere (see, eg, Ref. 8). 0(1D)
abundances can be estimated by using chemical trans­
port modelsand the 03 abundances measured byMIPAS.
In addition, these emissions, which are rather optically
thin in the stratosphere and mesosphere, can be used in
conjunction with the C02 emissions in filter D (Fig. 12)
(many of them rather optically thick) to derive the C02
Vl\1R and to understand the vibrational-vibrational ex­
change of V3 quanta between the C02(v1,v2,v3) states
and Nz(l).
The 03 non-LTEemissionsaround 10µmare expected to
be greatly improvedwith the analysis of MIPAS spectra,
particularly in filters A and AB. A large fraction of the
fundamental and hot bands could be resolvedby MIPAS.
As shown in Figs. 4 and 5, the non-LTE effects could be
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Figure 6: As Fig. 1 but for filter B at a tangent height of
41 km.

detected up to the mesopause by integrating over the
band's interval. In addition. Tk and 03 VMR (the lat­
ter at least up to 60 km) could also be retrieved from
the spectra in filter A. The collisional relaxation as well
as the nascent distribution of the 03 vibrational states
are expected to be improved from MIPAS data (Ref. 13
discusses these possibilities in detail).

Filter B is mostly dominated by CH4 and H20 bands, as
wellas by somepossible contribution ofN02 v3hot bands
in the shorter-wavelength regionof this filter. Figs. 6 and
7 show synthetic spectra in this filter for stratospheric
and mesospheric tangent heights, respectively. In the
stratosphere, the CH4 and H20 non-LTE effectsare very
small. In the shorter-wavelength a significant non-LTE
contribution is appreciated due to N02 v3 hot bands.
These predicted non-LTE enhancements might be mea­
sured by .l\UPAS.In the mesosphere, the non-LTE ef­
fects of CH4 are predicted to be small. So far no experi­
mental evidence of non-LTE in the CH4 bands has been
reported. MIPAS could confirm these predictions. On
the other hand. the non-LTE contribution in the water
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Figure 7: As Fig. 1 but for filter B at a tangent height of
65 km.
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Figure 8: As Fig. 1 but for filter C at a tangent height
of 29 km. Note than maximum expected non-LTE Tv 's
were included.

vapour lines are at the noise limit. However, both the
CH4 and H20 signals are well above the noise up to 65
km. Hence, CH4 and H20 VMR's are likely to be mea­
sured in the mesosphere by MIPAS and hence allow to
study the mesospheric chemistry and dynamics.

Filter C is dominated by N02 1/3bands in the loweratmo­
sphere (longer-wavelengthpart) and by H20 lines. Fig. 8
showsspectra and the non-LTE contribution for a lower­
stratospheric tangent height in which the maximum ex­
pected non-LTE populations of the N02(v3) levels were
included. MIPASwillclearly be able to detect such large
non-LTE contribution in the fundamental and first hot
bands of N02 (v3). In the mesosphere, the H20 lines have
a good S/N up to 74 km (see Fig. 9) and non-LTE can
be well measured in both the fundamental and first hot
bands of H20(v2).

Filter D, in the shorter-wavelength region, is the richer
part of the .l\IIPASspectra in non-LTE effects. Figs. 10
and 11showsynthetic spectra for stratospheric and upper
mesospheric tangent heights for mid-latitudes conditions
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Figure 10-.As Fig. 1 but for filter D at a tangent height
of 41 km. The inset in the lowerpanel shows an extended
region of the non-LTE-LTE radiance differences.

at daytime. Focussingin the stratosphere, wesee first the
prominent. bands of NO(l-0). Non-LTE effects in these
bands are negative for retrievals of NO V"MRbecause
most of the radiation seen even at stratospheric tangent.
heights comes from the upper thermosphere (above 120
km), where the vibrational excitation of NO(l) is much
smaller than the very high thermospheric temperature. A
detailed study of the possibilities of retrieving NO VMR
and non-LTE parameters related to the NO(l) levels is
presented in a companion paper (Ref. 12).

Wealso observe the large contribution of the 03 combina­
tional bands near 4.8 µm. Their non-LTE contributions
is predicted to be well above the noise of the instrument
(see inset in lowerpanel of Fig. 10). This additional piece
of information, in addition to the measurements in the
10µm region, would help in understanding the non-LTE
populations of the 03(v1.V2,v3) levels. The contribution
of carbon monoxide is also seen very clearly, being most
of it in non-LTE because CO(l) is in non-LTE in the
mesosphere and the large mesospheric gradient of CO
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Figure 11: As Fig. 1 but for filter D at a tangent height
of 83 km.
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Figure 12: Non-LTE radiances for filter D at daytime
conditions and a tangent height of 83 km in the C02
spectral region. Note that most of the lines are spectrally
resolved. The symbols 636, FB, FH and SH denotes the
C02 4.3 µm 636 isotopic, fundamental, first hot, and
second hot bands, respectively.

VMR makes the mesospheric contribution very impor­
tant at stratospheric tangent heights. Also is clearly seen
the large contributions of the fundamental, isotopic, and
hot bands of C02, with the large non-LTE contributions
even at stratospheric tangent altitudes. A simulation for
a 29-km tangent height shows that all these non-LTE
contributions are very similar, hence being important in
nearly the whole altitude coverage in this filter.

Fig. 11 shows a spectrum at 83 km. At this altitude, the
signal from NO, CO and C02 bands is well above the
noise of the instrument. Particularly important is the
CO contribution for which it is expected to be retrieved
up to the lower thermosphere, and hence contribute to
the understanding of the mesospheric dynamics, eg, the
meridional circulation and the mesosphere-stratosphere
exchange particularly at the polar winter. C02 contribu­
tions are very strong, too. The high spectral resolution
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of l\lIPAS will allow us to distinguish between the contri­
butions of the different. C02 bands near 4.3 µm, eg, the
fundamental, isotopic, and first hot bands (see Fig. 12).
This will allowus to understand better the V3vibrational
exchange between the upper st.ates of these bands and,
in consequence, be able to retrieve the C02 Vl\IR with
a high accuracy. Simulations for high altitudes with the
C02 VMR retrieved from ISAMS measurements (Ref.
10) show that MIPAS spectra are expect.ed to have a
good S/N in the C02 4.3 µm bands up to 120-130 km.
From these high-altitude spectrally resolved bands, the
kinetic temperature can also be retrieved. Hence, to­
gether with the retrieved C02 Vl\1R and a C02 15 µm
non-LTEmodel, it will be possible to derive the radiative
cooling of the upper mesosphere.
Although not. included in these simulations, l\1IPASfil­
ter D is also sensitive to the emission from OH(v) vibra­
tionally excited in the 4.2-4.5 pm interval at nighttime.
MIPAS has a sensitivity similar to the ISA!\1Sinstrument
on UARS, which has been able to detect such emissions
(Ref. 19). Finally. also l\1IPASmight be able to measure
the No+ emission around 4.3 pm which seems to have
been detected by ISAMS (Ref. 10).

4. CONCLUSIONS

Non-LTE studies have been carried out to evaluate the
potential impacts of our current knowledgeof non-LTE
atmospheric emissions in the operational retrievals of
pressure, temperature, and Vl\1R's of 03, H20. CH4,
N20. HN03, and N02 from ENVISAT/l\1IPAS spectra.
Our results show that the high spectral resolution and
wide spectral coverage of l\1IPASallows us to select.mi­
crowindows (narrow spectral regions) 'free' from non­
LTE effects for the most important gases (C02 (p-T,)
03. H20. CH4, N20, HN03, and N02) in the altitude
range of the operational retrieval (10-60 km). The simu­
lations carried out for the CO and NO infrared emissions
show that non-LTE effects are important in the whole
altitude of the operational retrieval and their retrievals
require the inclusion of non-LTE modelling into the re­
trieval scheme.
For the N205 and ClN02 gases, non-LTE populations
were not. included. These are not. expected to be impor­
tant in the stratosphere. The non-LTE effectsdue to pos­
sible contamination from non-LTE emissionsof the most.
abundant. atmospheric species were found to be negligi­
ble.
The high spectral resolution, widespectral coverage, high
sensitivity and full global and seasonal coveragesmakes
MIPAS an ideal instrument. for studying non-LTE pro­
cessesin the atmosphere. Wehave performed simulations
for all the l\1IPAS filters and shown the large potential
of this instrument to study non-LTE atmospheric emis­
sions. Most of the non-LTE atmospheric emissions will
be measured by l\1IPASwith a high spectral resolution,
and a large step forward in understanding these processes
is expected to be achieved from MIPAS measurements.
In addition. the understanding of these processes will al­
low .tl1IPASto measure the most. important constituents
of the upper atmosphere. eg. C02. 03. H20. CH4. and
NO. and hence to contribute to the understanding of the

energy balance. dynamics. and chemistry of the upper
atmosphere.
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ABSTRACT

Measurements from MIPAS (Michelson Interferome­
ter for Passive Atmospheric Sounding) contain a large
amount of information - up to 106 spectral points are ob­
tained from each limb scan. To use these data efficiently
we need to select a subset of the measurements which are
most useful in the retrieval of atmospheric profiles. The
use of 'microwindows', sections of spectrum containing
a number of adjacent points, increases the efficiency of
forward model calculations. An objective scheme was
developed to select microwindows using the Shannon in­
formation content as a figure of merit. The Shannon in­
formation content represents the reduction in retrieval er­
ror due to the inclusion of a measurement, using the full
error covariance of the retrieval. The use of the full co­
variance matrix allows selection of microwindows which
are optimal both in spectral and in altitude range, and
takes correlations between levels into account. Sources
of retrieval error (random and systematic, e.g. forward
model errors) were considered and measurements were
selected sequentially to build up an optimal list of mi­
crowindows. Initial results compare favourably with cur­
rent MIPAS microwindow sets. Analysis of information
content can also be used to select a subset of microwin­
dows in an optimal sequence from an existing microwin­
dow list.

I. INTRODUCTION

High-resolution Fourier Transform Spectrometers such
as MIPAS, the Michelson Interferometer for Passive At­
mospheric Sounding, use a huge number of channels
and obtain many atmospheric spectra: a typical limb
scan measures 16 spectra in 75 seconds, each contain­
ing 60,000 spectral points. The spectra cover the mid­
infrared region (685-2410 cm-1) with ~0.035 cm-1 res­
olution (unapodised) at 0.025 cm "! spacing (Ref. 4). In
order to use these data efficiently it is usual to select sec­
tions of spectrum, 'microwindows', containing a limited
number of spectral points, where each microwindow tar­
gets an atmospheric parameter to be retrieved. The width
of a microwindow is usually limited by the presence of
spectral lines of contaminants or regions contributing no

significant information to the retrieval. The use of mi­
crowindows in retrievals has a number of advantages over
the use of isolated spectral points, including more effi­
cient forward model calculations and continuum and off­
set fitting.

Traditionally, microwindows have been selected on an ad
hoc basis but work has been done to select microwin­
dows in more objective and reproducible manners (e.g.
Refs. 2, 7). Rodgers, 1996 [7] uses information con­
tent to optimise the selection of channels for retrieval, but
only accounts for random errors. The approach described
by von Clarmann and Echle [2] constructs microwindows
by minimising the retrieval error, taking systematic er­
rors into account, but assuming a single-layer retrieval.
In this paper, a method is described which uses a multi­
layer approach to microwindow selection. A multi-layer
method allows microwindows to be defined which are op­
timal both in frequency and in altitude range, and allows
for inter-level correlations to be included in the analysis.
Full covariance matrices are intercompared to fully rep­
resent the multi-layer retrieval, and the Shannon informa­
tion content is used as a figure of merit to perform the se­
lection. Using this method microwindows can be gener­
ated by analysing and evaluating the information content
of individual spectral points and combining useful points
optimally.

In addition, it is possible to select microwindows from
an existing list in the most useful order: the order which
improves the information content, or reduces the total
retrieval error most efficiently. This has a potential ad­
vantage in operational systems where the microwindow
list can be arbitrarily truncated or extended according to
available processing time.

Some theory of the retrieval problem and information
content as a selection criterion will be presented, fol­
lowed by a test case where microwindows are generated
for a MIPAS 03 retrieval. The results are compared to
some existing MIPAS microwindow lists.
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2. THEORY

2.1 DEFINITIONS

The retrieval aims to obtain a profile x with n elements
from a set of measurements y, where the state and mea­
surements are related by the weighting function matrix K
as y = Kx. As individual measurements y are included
in a retrieval at stage i, the estimate of the retrieved pa­
rameter and the retrieval covariance are sequentially up­
dated from their previous values at stage i - 1as follows.
Using the contribution function d:

A T 2 A T -1d, = S;-1k; (a + k;S;-1k; ) (1)

where k is the weighting function, S the (random) er­
ror covariance, and a2 the measurement error. It can be
shown (Ref. 6) that

i.e. the retrieval combines the measurement and the state
at the prior stage i-1weighted by the measurement noise
and the (random) error covariance S;-1. The covariance
matrix is then updated as:

S; = (In - d;k;)S;-1

In optimal estimation (Ref. 6) a measurement vector y is
combined with an a priori state vector x, and a priori er­
ror covariance Sa to provide a new estimate of the state x.
The 'sequential update' contribution function given here
is equivalent to that used in optimal estimation. However,
the retrieval by sequential update is optimal only if errors
are uncorrelated between channels.

2.2 INFORMATION CONTENT

The information gained by including a measurement can
be expressed by its 'information content'. The informa­
tion content expresses the improvement in knowledge, or
the reduction in uncertainty. Shannon, 1949 (Ref. 8) uses
the logarithm to the base two of the ratio of the prior and
posterior uncertainties. It can be shown that:

where I is the information content expressed in bits
(Refs. 7,8). The use of the full covariance matrix in
this way allows off-diagonal elements in the covariance
matrices to be considered. Using equation 3 the covari­
ance and hence the information content can be updated
sequentially, as points are added to the microwindows for
use in the retrieval. If there are no correlations between
measurement errors, the information content can be com­
puted efficiently as in Ref. 7.

(2)

(3)

2.3 SYSTEMATIC ERRORS

An optimal retrieval should account fully for both un­
correlated and correlated errors. The latter will include
systematic forward model errors, such as contributions
from absorbers that are not retrieved, spectroscopic er­
rors, etc. However for efficiency the MIPAS retrieval
considers only errors which are uncorrelated between
measurements, and is therefore not optimal. The sequen­
tial update approach described above is also efficient only
for uncorrelated errors for the same reason. In selecting
microwindows the effect of ignoring correlated errors on
the information content must therefore be considered, so
that the process can avoid using measurements which are
degraded by systematic errors. On evaluating the change
in information content due to a non-optimal update, we
find that it may be positive or negative. A negative change
clearly indicates a channel that should not be used in the
retrieval, and so is likely to determine the boundary of a
microwindow.

The effect of systematic errors in the sequential update
can be tracked as follows. Systematic errors in the for­
ward model act as errors in radiance but are also carried
through as errors in the prior state. An example: if wa­
ter vapour is unknown in an ozone retrieval at stage i,
there is a contribution c5y; due to unknown water vapour
radiance but also a contribution c5x~f which is the error
in the retrieval so far due to the unknown water vapour.
The corresponding retrieval error due to the water vapour
uncertainty is given by:

(5)

where

(6)

and £ indicates the expected value of the expression in
brackets. The total error covariance of the retrieval is the
sum of the random and systematic error covariances:

S'total - s. + '<' -s~.i - ' L;J J• (7)

where superscript s denotes systematic error contribu­
tion. The last term is the sum over j error sources each
contributing an error s:i at stage i, as in equations S and
6:

(8)

and
c5xfj= d;c5y;j+(In - d;k;)c5xj(i-l) (9)

The total error covariance should be used to obtain the
true information content of a measurement. The random
error component will always be reduced by the use of a
measurement: I > 0, but the systematic error component
can lead to negative information.
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3. MICROWINDOW SELECTION

3.1 GENERAL APPROACH

Starting with a suitably chosen a priori covariance, the
information content of every spectral point at each al­
titude can be computed as outlined above. Using the
point with the highest information contribution as a start­
ing point it is then possible to add adjacent points to
form a microwindow. The adjacent point or group of
points with the highest information content is added at
each stage. When the microwindow has reached a pre­
determined maximum size, or if the addition of adjacent
points no longer adds information, the microwindow is
complete and a new starting point is selected from the re­
maining points in the spectrum. The next microwindow
always starts from the prior state assuming all previous
microwindows have already been used in the retrieval.

The selection of individual channels (not microwindows)
as in Ref. 7 leads to a more rapid increase in information
content with number of points used, but microwindows
have many advantages both in the retrieval (more efficient
forward model calculations) and in the channel selection
procedure. It is much faster to grow microwindows as
the search through the spectra is only performed once per
microwindow and not for each individual channel.

3.2 STARTING POINT SELECTION

The single point with maximum information content is
not necessarily the best place to start growing a mi­
crowindow: it is possible that the single point is sur­
rounded by low information points. It is more useful
to start growing microwindows in an 'information-dense'
area, where area is given by a spectral and altitude range.
There are many possible approaches to select such an area
from the spectra but in this case the following was used:
the spectrum was surveyed in blocks of 4 spectral points
by 4 tangent altitude points. The microwindow growing
procedure was started in the block of points with max­
imum information content. This approach avoided the
generation of many very small microwindows as obtained
by the single point search.

3.3 MICROWINDOW GENERATION

The microwindows were grown from the single point
with the most information in the high-information block,
by increasing the size in spectral or altitude directions,
retaining a rectangular shape at all times. The constraint
of rectangular microwindows makes the definition of the
completed microwindows very simple: each microwin­
dow can be defined just by tangent height and spectral
boundaries. The procedure itself however could generate
any shape microwindows if required.

3.4 MICROWINDOW ORDERING

A microwindow list generated in this way or from an­
other source can also be re-ordered according to informa­
tion content. In this case the information content of each
complete microwindow is computed, the microwindow
with the highest information content selected and all the
covariances updated. The best microwindow can then be
selected from the remaining list and so on. The resulting
list contains the most useful microwindows in the most
efficient order.

4. A TEST CASE

4.1 DESCRIPTION OF TEST CASE AND INPUT
DATA

Microwindows were computed for 03 using the method
described above.

The state vector was constructed with 25 elements: 03

volume mixing ratio at 16 tangent heights (8-53 km in
3 km steps), continuum at 8 tangent heights (8-29 km)
and radiometric offset. The information content was op­
timised for 03 only, using the first 16 x 16 elements of
the covariance matrix only to compute I (equation 4).

An a priori covariance was chosen to be diagonal
(100% 03 uncertainty, 10% continuum absorption and 50
nW/(cm2 sr cm-1) offset).

All spectral calculations for weighting functions and sys­
tematic error terms were performed using the Reference
Forward Model (Ref. 5) with 0.025 cm-1 spacing. Sys­
tematic error terms were included for temperature un­
certainty at each altitude (3K), LOS uncertainty at each
altitude (l 50m), 22 different contaminant species with
realistic uncertainties (Ref. 3), non-LTE, spectroscopic
errors and gain. Each of these terms was generated
by differencing spectra generated with unperturbed input
parameters to the forward model and spectra generated
with input parameters perturbed by the appropriate un­
certainty. The difference spectra were then handled as in
equation 9. Spectroscopic and gain errors were treated
as microwindow-specific errors which arc correlated be­
tween points in the same microwindow, but uncorrelated
between microwindows.

The instrument noise was taken as a diagonal matrix with
values of a from MIPAS specifications. The off-diagonal
elements of measurement noise introduced by convolu­
tion with the apodised instrument lineshape have not been
considered.
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4.2 RESULTS

The first ten microwindows are listed in table l with
the incremental information content in bits in the right
hand column. It can be seen that the first microwindow
contributes a large amount of information and that sub­
sequent microwindows contribute less. Figure l shows
how the information content increases with the number
of spectral points used (logarithmic scale).

mw spec. range alt. range info.
[cm-1] [km] [bits]

I 723.600 - 723.875 14 - 53 25.80
2 760.800- 761.175 8 - 26 35.61
3 I044.575 - I044.875 29- 53 38.34
4 779.500 - 779.650 8 - 29 39.46
5 748.175 - 748.300 20- 32 40.12
6 753.075 - 753.250 17 - 32 40.69
7 717.000-717.IOO 35 - 53 41.03
8 760.450 - 760.600 14 - 53 41.92
9 761.750 - 762.000 14- 32 42.61
10 766.825 - 767.175 8 - 17 43.19

Table 1: First ten 03 microwindows in order of selection
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Figure 1: Information content vs number of points

The first 40 microwindows were taken and re-ordered ac­
cording to microwindow information content. The first
ten from the resulting list are shown in table 2. The first
three microwindows appear as in the original list, fol­
lowed by microwindows from further down the original
list. The re-ordered list achieves a higher information
content for fewer microwindows, but larger microwin­
dows tend to be selected earlier as their information con­
tribution is relatively high. The first IO microwindows in

the re-ordered list contain 946 points, before re-ordering
the first IO microwindows contained 801 points. Larger
microwindows imply larger computing costs, so there is
scope for a selection method where computing costs are
taken into account and a measure of e.g. information con­
tent per unit cpu time used.

mw spec. range alt. range info.
[cm-1] [km] [bits]

1 723.600 - 723.875 14 - 53 25.80
2 760.800 - 761.175 8 - 26 35.61
3 I044.575 - 1044.875 29 - 53 38.34
24 759.275 - 759.650 8 - 17 39.92
21 781.875 - 782. l 00 14- 53 40.94
9 761.750- 762.000 14- 32 41.80
13 765.250 - 765.525 8 - 20 42.48
8 760.450 - 760.600 14 - 53 43.13
5 748.175 - 748.300 20- 32 43.65
16 I074.875 - I075.IOO 32 - 53 44.12

Table 2: Top ten 03 microwindows after re-ordering

4.3 MICROWINDOW COMPARISONS

Full retrieval error simulations were made to compare
these and existing MIPAS microwindow lists based on
the MIPAS Global Fit approach (Ref. l ). Random and
systematic errors were computed using the same error
contributions and weighting functions for all microwin­
dow sets. The weighting functions and systematic error
contributions were calculated by a method independent
from that used in the microwindow selection procedure.
Results are plotted in figure 2.

The 'Old' microwindow set is one obtained by visual in­
spection of spectra (Ref. 3) and subsequently reduced
by a selection algorithm to a subset based on MIPAS re­
trieval runtime and error requirements. The selection al­
gorithm uses a single-layer retrieval analysis. The 'H3'
microwindow set is one generated by von Clarmann et
al. (Ref. 3), where each microwindow is allowed up to
3 different 'masks' blanking out spectral points over an
altitude range. The use of masks allows for further opti­
misation of microwindows as sections contributing large
unknown errors can be left out.

MWl 0, MW20, MW30, MW40 are the top I0, 20, 30 and
40 microwindows generated and re-ordered according to
information content as described above. The number of
spectral points in these microwindows is 946, 1549, 1999,
2241 respectively. The 'Old' microwindow set contains
15 microwindows and 2268 spectral points, the 'H3' set
contains 25 microwindows and 4158 spectral points, in­
cluding the 'masked' points. As expected the random er­
ror decreases as the number of spectral points is increased
(MWIO, 20, 30, 40). However, for a similar number of
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Figure 2: Comparison between microwindow sets. top:
random error covariance (diagonal elements), bottom:
total systematic error covariance (diagonal elements)

spectral points, the 'Old' microwindow set has higher
random errors than MW40 at most altitudes. The 'H3'
microwindow set has higher random errors at all but the
highest tangent altitude. It is important to note though
that the 'H3' microwindow subset has been obtained in
an ad hoc manner from the full 'H3' database. A more
rigorous selection method would probably improve these
results.

The systematic error plot shows that our microwindow
list performs better than the other lists at most altitudes.
The 'H3' has higher systematic errors at all but the lowest
altitude and the 'Old' list has slightly lower errors at 32-
35 km and at 8 km.

Overall, it seems that the performance in terms of re-

trieval error of the microwindows generated in this test
case is better than both the 'Old' and 'H3' lists. The
use of masks in our microwindow list should further de­
crease the systematic error and increasing the number of
microwindows and thus spectral points used should de­
crease the random error further. The effect of using a
non-diagonal measurement covariance matrix should also
be investigated.

A further important consideration is the computational
cost of a retrieval. The inclusion of some 'cpu cost func­
tion' for each spectral point would allow information con­
tent to be optimised for minimum cpu time.

5. CONCLUSIONS

It has been shown that information content can be used
to select channels and to grow microwindows for use in
retrievals. Information content may also be used to put an
existing microwindow list into the most useful sequence.
Initial results indicate that 03 microwindows generated
in this way compare well with existing MIPAS microwin­
dow lists. The method is objective, reproducible and sim­
ple to adapt to generate lists for other gases. Further work
will allow microwindow lists to be generated for all tar­
get species and temperature and pressure retrievals. If
required the constraint of rectangular microwindows can
be dropped or additional features could be added.
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ABSTRACT

OSIRIS is a UV-visible near-IR instrument on the
Swedish satellite Odin (launch in autumn 1999). It

· measures atmospheric radiance spectra in limb view­
ing geometry at different tangent altitudes. Finnish
Meteorological Institute is developing level 2 algo­
rithms and the processing chain for the U'V-visible
spectrometer of OSIRIS. GOMOS bright-limb back­
ground term and the OSIRIS measurements are es­
sentially similar, except for the worse spectral reso­
lution of the GOMOS background term.
Different inversion methods proposed for OSIRIS in­
clude onion peeling, DOAS and optimal estimation.
The subject of this paper is the onion peeling method
in OSIRIS level 2 data processing. Constituent re­
trieval error of OSIRIS is estimated by using sim­
ulated measurements. To analyze the onion peel­
ing method we determine marginal posteriori distri­
butions. Marginal posteriori distributions illustrate
how noise level of the measurement and choice of
wavelength points will affect the confidence of the
result. Posteriori distributions are calculated by the
Markov chain Monte Carlo (MCMC) method. The
results are also applicable for the GOMOS bright­
limb background term.

1 INTRODUCTION

The OSIRIS instrument is a part of the Swedish
Space Corporation's (SSC) Odin satellite, which will
be launched in autumn 1999 (Ref. 1). The UV-visible
spectrometer of OSIRIS measures atmospheric radi­
ance spectra in limb-viewing geometry at different
tangent altitudes. GOMOS bright-limb background
term and the OSIRIS measurement are essentially
similar, except for the worse spectral resolution of
the GOMOS background term. Table 1 compares
some characteristics of OSIRIS and GOMOS. Figure
1 illustrates the measurement geometry of OSIRIS
and GOMOS.
Finnish Meteorological Institute (FMI) is develop­
ing level 2 algorithms and the processing chain for
OSIRIS. Different inversion methods proposed for
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OSIRIS include onion peeling, DOAS and optimal es­
timation. In this paper we concentrate in the onion
peeling method applied to OSIRIS inversion prob­
lem and the reliability of this method. Constituent
retrieval error of OSIRIS is estimated by using sim­
ulated measurements. The advantage of using sim­
ulated data is that we can directly validate the re­
sults. The results are also applicable for the GOMOS
bright-limb background term. To analyze the onion
peeling method we determine marginal posteriori dis­
tributions. Marginal posteriori distributions illus­
trate how variance and choice of wavelength points
will affect the confidence of the result. Posteriori dis­
tributions are calculated by the Markov chain Monte
Carlo (MCMC) method.
This paper is organized in the following way. In
Section 2 we explain the measurement principle of
the OSIRIS instrument. The inversion problems of
OSIRIS data processing are introduced in Section
3. In Section 4 we discuss the Markov chain Monte
Carlo (MCMC) method which we have applied to
the data processing of the OSIRIS instrument. In
Section 5 we will show retrieval results and some ex­
amples of the posteriori distributions computed with
the MCMC methods to analyze the onion peeling
method.



Table 1: Some characteristics of the UV, visible, and
near-IR spectrometers of GOl\IOS and OSIRIS com­
pared with the GOJ\IOS background term. OSinIS
parameters are from technical reports of the Odin
group.

GO}.IOS OSIRIS
background term

Spectral range 2SO-J75 11111 U\'JS! 280-800 11111

405-675 nm l.l\'IS2
756-77:3 nm NIH!
9:.!G-952 11111 NI IU

~ .5.11 11111 (vis)
~ 0.7 nm (!H)

JG (vis)
11-14 (IR)

Spectral I nm (UV)
2 nm (vis)
2.5 (UV)
5 (vis)

vert., 0.02°
horiz. 0.8°

resolution
Sampling ratio

Field-of-view min. vert., 0.015°
min. horiz. 0.01.3°
::::::I km * I km

0.5 s 0.1-10 sIntegration
time
Noise level
(% of signal)

0.05 - 2.0 ::::::0.1 - 2.0

2 OSIRIS l\IEASUREJ\IENT PRINCIPLE
We introduce here shortly the measurement prin­
ciple of the OSIRIS instrument. The OSIRIS in­
strument contains one UV-visible spectrometer at
(280-800 nm) it measures ozone,N02, OClO, BrO,
aerosols and neutral density.
Nominally OSIRIS looks only at the limb in the orbit
plane of the satellite, but it.can also be direct.ed ±32°
out of plane. In nominal measurement geometry the
solar zenith and azimuth angle are between 58.7° and
121.3° measured at the tangent. point of the line-of­
sight.
The instrument will measure scattered light at limb.
The measured radiance spectra include spectral in­
formation of scattering and absorption processes. The
radiance spectrum is measured repeatedly at differ­
ent tangential altitudes (100-15 km) as the satellite
moves. During each vertical scan spectra are mea­
sured at about 30-60 different line-of-sights with tan­
gential altitudes between 15 and 100 km. During one
day the satellite takes about 15 rounds around the
earth. One round includes about 60 scans, which
gives a good global coverage in a day.
vVewill use a pure solar spectrum as a reference spec­
trum. Note that the measured signal is corrected for
instrument response at Level 1 data processing. By
dividing the radiance spectrum measured at tangent
altitude j by the reference spectrum we obtain the
transfer spectrum:

J().,j)
F(A,j) = Jref (A)' (1)
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Figure 2: The principle of a radiance spectra 111ca­
s11re111c11fal tau qcut altitude z.

where /(A,j) is the radiance spectrum at wavelength
). measured along ray path j and r-! ().)is the ref­
erence spectrum. The transfer spectrum includes i11-
formation of howmuch stellar light was absorbed and
scattered in the atmosphere. It is proportional to the
amount of absorbing or scattering gases in the atmo­
sphere. In Figure 3 we present simulated transfer
spectra at different altitudes.

0.01

0.04

0.035

003

0.025

0.02

0.015

0.005

3000 3500 •OOO 4500 5000 5500 6000 6500 7000
Wavelength

Figure 3: Simulated transfer spectra at tangent. alti­
tudes 10, 20, 30 and 40 km. The spectra heve been
simulated /Jy a single scatt.ering model.

3 OSIRIS INVERSION PROBLEM

By using the onion peeling method we can retrieve
the vertical profile of each gas. Hence, the unknown
quantities are the different gas densities in layers
(j = 1 ... n). To formulate the inversion problem we
have to determine the forward model. Let us have a
closer look for the term l(A). Actually/().) forms in
a complex way. It includes single and multiple scat­
tering effects. In this paper we will use a forward
model which includes only the single scattering ef­
fect. Multiple scattering effect will be included later
and a similar approach can be used.
Let J().) be the radiance spectrum measured at a
given tangent altitude. When we are using only the



single scattering model, radiance!(>..) can be written

!(>..)=run f T1()..,s)S(>..,1,s)T2(>..,s)ds, (2)lws
where S( >.., /, s) is the scattering term, T1 ( >.., s) is the
transmittance of the paths from the Sun to the scat­
tering point s on the line-of-sight and T2(>..,s) term
is the transmittance from the scattering point to the
detector.

The scattering term S(>..,/, s) can be written

S(>..,1,s) = Pm(>..,1)Pm(s)am(>..,s)
+Pa(>.., i)Pa(s)aa().., s), (3)

where Pa is the phase function of scattering from
aerosols and similarly Pm is the phase function of
Rayleigh scattering.

By Beer's law transmittance functions T1(>..,s) and
T2().., s) are:

k

T1(>..,s) =exp(- j' LP;(u)a;(>..,u)du),
Sun i=l

(4)

j detec. k

T2(>..,s) =exp(- L p;(u)a;(>.., u)du),
• i=l

(5)

where Pi is the density of gas i and O'; is the cross
section, which is known and typical for each gas.

In practice we have to discretize the forward model
for layer structure. In the discretized model we have
replaced integrals with sums. In OSIRIS level 2 data
processing the number of unknown quantities per
layer is 4-6.

The detector measures actually photons (i.e.discrete
counts) and hence the measurement error is Poisson
distributed with variance proportional to the amount
of signal measured. Due to the great amount of
detected photons the noise due to photon counting
statistics can be assumed to be normally distributed
with variance proportional to the amount of photons.

In this work we further assume that there is no cor­
relation in the noise between detector pixels.

3.1 Onion peeling method

In a standard onion peeling method we assume that
the atmosphere consists of layers. Within each layer
the densities of the different gases are constant. Fig­
ure 4 illustrates the layer construction for one spe­
cific measurement. In this approach we use mea­
surements in the following way. Let us have mea­
surements 1 ... n from up to down. We construct
the layer structure so that there is exactly one tan­
gent point of a measurement in each layer. Hence
the number of layers is the same as the number of
measurements.
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Figure 4: Layer structure of the atmosphere.

Like we can see in Figure 2, the line-of-sight of the
first measurement is going through only the upper­
most layer. When the zenith angle is :S 90 the mea­
surement is independent of the gas densities p;(k),
where k ~ 2.The main aim in onion peeling method
is to find gas densities for each layer one by one by
using measurements from up to down. The first step
in our case is to find gas densities for the uppermost
layer using a non-linear least-squares fitting method.
Then next step is to find gas densities for the next
layer by using the already known densities in upper
atmosphere. When we continue like described above
we will get the vertical profile for each gas.

3.2 Minimising the sum of squared residuals

Let us next derive an expression of the sum of squared
residuals. Let Pi(j) be the density of gas i in layer j
and F().., j) be the observed transfer spectrum, which
now includes also noise. Note, that transfer spectrum
F( >.., j) is independent of gas densities Pi ( k), where
k > j in case where zenith angle is :S 90.

The traditional approach to inverse problems is to
seek for the solution which minimises the sum of
squared residuals (SSR) term also known as the least
squares solution (see for example Ref. 2). Using ma­
trix notation this term in OSIRIS inversion is follow-
111g:

SSRj = (M(p) - F(j))T c-1 (M(p) - F(j)), (6)

where M is the response of the forward model at
different wavelengths and given gas densities p =
p; ( 1 ... k). In the OSIRIS case the covariance ma­
trix of the measurement error C is a diagonal matrix
and c-1 denotes the inverse of it.

The non-linear least-squares solution can be found
by using an iterative routine. We have applied the
Levenberg-Marquardt routine (Ref. 3) to OSIRIS in­
version problem. The method is based on combining
the steepest descent and the inverse Hessian methods
and the error estimates are computed by assuming
that the SSR term can be linearised around the min­
imum value.



3.3 Statistical solution for inverse problems

In statistical inversion theory both the measurements
and the unknown quantities are treated as random
variables and they are characterized with probability
distributions. Hence the solution is not only a point
equipped with an error bar, but instead, it is a whole
distribution of probable solutions. The Bayesian ap­
proach expresses the inverse problem as a conditional
posteriori probability distribution of the unknown
parameters with t.hc condition that the measurement
F(>.) has been made. 1\pplied to OSIHIS inversion
the posteriori distribution reads

P(plF)= P(Flp)P(p)
P(F)

(7)

where P(p) is the a priori knowledge of the gas den­
sities, P(F) is a scaling factor (and can be ignored
hereafter). The likelih ood f1111ctio11 P(F Ip) is the
probability density of the transfer data with the con­
dition that the estimated parameters are p. Since the
noise in the OSIRIS data is normally distributed the
likelihood function is

l
P(F Ip)= (2;r)d/2 /[CT x

exp[-~ (M(p) - F)T c-1 (M(p) - F)], (8)

where d is the number of unknown parameters (di­
mension of the parameter space) and ICl is the de­
terminant of the covariance matrix. \Ve see that in
the case of normally distributed noise the estimate of
p which maximises the posteriori probability density
function equals with the one that minimises the SSR
term if we ignore the a priori knowledge of p.

4 Markov chain Monte Carlo (MCMC) methods

In this section we discuss how the posteriori density
can be computed in practice. \\'e shortly introduce
the Markov chain Monte Carlo (l\ICMC) method by
which posteriori distributions can be determined nu­
merically (see for example Ref. 4). The basic idea
of MCMC methods is to generate a Markov chain of
random samples from the posteriori distribution so
that the set of sampled points converges towards the
unknown posteriori distri bu ti on.

I3y analysing the generated chain we can approxi­
mate, for example, the expectation value and the
covariance matrix with sample averages in a follow­
ing way. Let us assume that we have sampled d­
dimensional states X1, ... , X11 from the posteriori
distribution (7). The expectation values of the un­
known gas densities are now computed simply by ap­
proximating

1 71

E[p] ~ -I:X;.
11
i=I

(9)
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Similarly the covariance matrix is approximated with

E [(p - E[p]) (p - E[plJT] ~
l 71- °" (X; - E[p]) (X; - E[p])T. (10)11-lL..,

i=l

4.1 Random walk l\letropolis-Ilastings algorithm

There are many variations of the i\!Ci\IC methods
depending on how the Markov chains arc created see
for example Adaptive Proposal (Al') method, intro­
duced in (Hef. 0 and u-r. G) for the GOi\IOS spectral
inversion. In this paper we use only the standard
random walk Metropolis algorit lnn (Hef. 7). Our in­
tent.ion is to draw samples X1, ... , X,, from the pos­
teriori distribution (7). Let Xi, (t=l) he our starting
point. Now each state t > 1 in the chain is sampled
in two steps:

1. Sample a candidate point Y from a fixed sym­
metric proposal distribution Q(-) (e.g. Gaus­
sian centered at the current point)

2. Accept the candidate point with the probabil­
ity

{
P(FIY)P(Y)} (11)

o(Y, Xi)= min l, P(F IXt)P(X1) .

IfY is accepted put Xi+1 = Y else X1+1 =Xi.

These steps are repeated until t = tmaJ" The re­
quired length tmar of the chain has to be carefully
studied (see for example Ref. 8). After making sure,
that the i\Iarkov chain has converged, we can use
the chain to approximate the posteriori distribution
and we may compute the expectation values and the
covariance matrix defined above. It is advisable to
leave out the early part of the chain (called the burn
in period) so that the starting point does not affect
the solution.

5 RESULTS

In this section we present some retrieval results of
OSIRIS level 2 data processing by using the onion
peeling method. \Ve also take a closer look on the
inversion problem at one specific zenith and azimuth
angle and altitude. In this study we use the MCMC
method described above.

To study how the onion peeling method works in the
OSIRIS case we have performed the inversion at 48
altitudes between 10 and 80 km. In this case we
set the zenith angle to 80° and the azimuth angle to
90°. A set of simulated spectra was prod used using
the profiles of Figure 5.
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Figure 5: Gas etu! aerosols density profiles (U.S.
Standard air and 03) as a function of altitude (y­
axis). Note that the x-axis is logeritlunic.

The Levenberg-Marquardt method was run twice to
optimize the starting points. The results are pre­
sented in table 2, where we have relative error of
different gases. The relative error corresponding to
each layer i, (j = 1, ... ,n) is calculated in a follow-
111gway:

(12)

where p'f'1 (j) is the estimate of gas density i in layer
j and similarly ptrue is the true value of the simula­
tions.

Next we study how the choice of wavelength points
will affect the size and the shape of the posteriori
distribution. The posteriori distribution varies a lot
depending on the altitude and on the signal to noise
level. As the a priori information of the gas densities
we have used non-informative density.

We have run exactly the same case by using onion
peeling method with the Levenberg-lV!arquardt and
with the MCl'vIC method. In order to get a starting
point for the MCMC method we run the Levenberg­
Marquardt method first. The MCMC chain length
was 17000 and we discarded the 2000 first states.
In Figure G we present two sets of two-dimensional
marginal posteriori distributions of the retrieved gas
densities at 30 km altitude. The upper row corre­
sponds to a case where we have data point at every
3 nm and the lower row corresponds to a case where
we have a data point at every 1 nm. It is clear from
the figure that when we use less spectral data points
the posteriori distributions are flatter and the confi­
dence limits are wider. We see that ozone, N02 and
aerosol densities can be identified quite well in both
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cases. However, estimates are more accurate when
we have a data point at every 1 nm.

From the two-dimensional marginal distributions it
is easy to observe possible correlations between gases.
The Figure shows that there exists a positive corre­
lation between ozone and N02 at 30 km.

Ta blo '2: Relative error of different gases when zenith
angle is 80° and azimuth angle is 90°. Sim uIa ted
measurements are made at tangent altitudes 10-80
km.

alt o, N02 Air Aer 13r0 OCIO
80 259.8 - 71.2 inr.s
78 139.9 21.7 38.4
7G 309. l 9.2G 18.G
74 39. l 4.32 11.4
72 -31.1 2.57 G.38
70 -24.0 - 1.47 4.23
68 -4.57 - 0.81 3. is
6G 2.08 0.50 2.49
64 6.70 0.43 -0.03
62 -G.00 -0.05 ., ~,..,

-·I....,

60 0.56 0.24 0.75
58 -0.37 - 0.21 0.07
56 0.23 - -0.12 0.51
54 -0.10 0.02 0.19
52 -0.13 -0.13 1.71
50 -0.54 0.11 -1.0G
48 -0.05 - 0.07 -0.85
46 -0.67 -0.07 -0.62
44 0.84 - -0.04 0.38
42 0.43 102.3 0.18 0.56
40 -0.73 -1'.U -0.06 0.19
38 -0.97 -27.0 -0.44 1.96
36 0.48 1.84 -0.12 2.61
34 -0.16 16.0 0.56 -4.86 213.4
32 1.12 -1.19 -0.04 1.04 117.0 -59.27
30 -0.84 -3.91 -0.18 0.17 83.95 -41.22
28 0.53 5.63 0.29 -0.96 -44.15 13.04
26 0.38 4.40 0.32 -1.07 29.05 -0.72
24 0.15 -0.42 0.03 -0.04 -2.28 -6.92
22 -0.04 -1.60 -0.05 0.46 9.45 2.36
20 0.04 0.83 0.14 0.18 -9.59 -35.48
18 0.27 10.3 0.25 -0.90 6.65 14.82
16 -0.68 -21.5 -0.16 0.29 43.11 21.86
14 -0.35 -33.4 -0.07 0.82
12 0.89 0.19 1.32
10 0.81 0.07 -0.32

G CONCLUSIONS

The onion peeling method with Levenberg-Marquardt
has turned out to be a useful approach in OSIRIS
data inversion. The method is fast and it gives quite
accurate results when the signal to noise ratio is fairly
good. The method gives us the possibility to use
spectral data efficiently. Hence, we can use more
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Figure 6: Two dimensional kernel estimates of the
marginal posteriori distributions of the gas densities
at 30 km. The contours refer to 68, 90, and 95% con­
fidence regions. On the left ozone and N02. On the
right ozone and aerosols. Upper plots corresponds to
a case where we liave data point at every 3 nm and
lower plots corresponds to a case where we have a
data point at every 1 nm. The true value is denoted
by a dot.

than 400 different wavelength points simultaneously.
The analysis of posteriori distributions in Section 5
shows the advantage of using as many data points as
possible.

In this work a single scattering radiative transfer
model was used. A more realistic forward model
would include multiple scattering effects. With mul­
tiple scattering we can't, in principle, use the onion
peeling method. In Figure 7 we compare Monte
Carlo simulations (Ref. 9) of single and multiple scat­
tering effects at tangent altitude 10 km. We see that
the optical depth of ozone at different altitude lay­
ers is quite similar in both models. Therefore, with
suitable use of a priori information, it seems to be
possible to use the onion peeling method also with
multiple scattering effect.
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ABSTRACT

A column-classified climatology of 03 profiles is used
to generate a global look-up table of Air Mass Factors
(AMFs) for the conversion of fitted ozone slant columns
to vertical columns, in the GOME and SCIAMACHY
level 1-2 operational processing algorithms. The column
classification may be used to optimize the choice of
AMF and vertical column. The 03 AMF dependence on
surface albedo is also examined. More representative
AMFs can be found by computing area-weighted
;I\erage albedos for the nadir footprints.

A suggested climatology for N02 profiles is derived
from HALOE stratospheric NO, measurements. while
the tropospheric burden is approximated b;. a set of
analytic curves based on the ground concentration as a
tree parameter. A look-up table of N02 AMFs is
constructed on this basis. The climatology facilitates the
selection of an A'.\1F (and hence vertical column) which
reflects the tropospheric burden of N02 implicit in the
slant column result.

I. INTRODUCTION

GOME was launched on board ERS-2 in April 1995.
Operational ozone total column products have been
available from July 1996 to the present. The level I to 2
GOME Data Processor (GDP) has used the DOAS
(Differential Optical Absorption Spectroscopy) spectral
titting method for the retrieval of 03 and N02 columns.
DOAS comprises a least-squares tit of the measured
optical density spectrum to retrieve slant column
amounts. followed by an Air Mass Factor (AMF)
division to achieve the (geometry-independent) vertical
column result. A first-order correction is made to the
vertical column result to allow for partial or total cloud
cover in the footprint. See [I) and (2) for details on the
instrument and data processing algorithms.

In addition to 03 and N02, spectral fitting of slant
column amounts from GOME backscatter measurements

has now been demonstrated for a number of minor but
chemically important trace species. These include BrO
and S02, which have been retrieved on a global basis.
and OCIO and HCHO, retrieved in special scenarios.
Some of this work is summarized in (3) and references
therein. While there has been considerable research into
improving spectral titting and deriving new or improved
reference spectra, less attention has been paid to the
AMF issue.

AMFs are simulated quantities calculated using radiative
transfer (RT) models. For determination on a global
basis. suitable trace gas profile climatology is required.
In the first versions of GDP level 1-2 processing. AMFs
for 03 and N02 are computed using a quasi-exact single
scatter radiative transfer model. and a look-up table of
multiple scatter correction factors generated off-line
with another RT model. Profiles used in these
simulations are taken from model output (no
climatology. The need for improved AMFs has been
recognized as an essential ingredient in level 2 data
product upgrades for GOME. The motivation for the
present work is to create a consistent set of look-up
tables of AMFs for 03 and N02 for use on a global basis
in the operational environment of the GDP and (in the
near future) the SCIAMACHY Data Processor.

In section 2, we consider the AMF situation for 03. A
suitable column-classified climatology for this trace
species is now available from SAGE II and balloon
results (4). Based on this climatology, a look-up table of
AMFs for use in the operational framework has been
generated using the GOMETRAN radiative transfer
model (5) (sections 2.1 and 2.2). The 03 column
classification in the table may be used to return an AMF
that corresponds more closely to the real atmospheric
burden; this is especially true for 03 hole scenarios
where the depleted profile shape has a significant effect
on the AMF value. In addition, it is shown how error
covariance values in the profile climatology translate
into AMF errors that contribute to the overall Level 2 03
product error (section 2.3).
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A wrong choice of surface albedo from climatology
data can produce a significantly incorrect AMF. By
using an area-weighted coverage algorithm. a
··footprint-representative albedo .. can be derived from
the surface database to ensure that the correct AMF is
returned from the look-up table (section 2.4 ).

lhe situation for global NO: AMF values is less clear
(sections 3. I to 3 .3 ). The GDP default uses just one
model output profile for every Ai'v1F simulation: there
is no climatology. We show ho« a set of analytic NO:
profiles may be generated from HALOE NO:
occultation profile retriev als [6] in the stratosphere.
together \I ith an assumed tropospheric shape that has
the ground concentration as the single free parameter.
We examine the corresponding look-up table of NO:
.·\MFs constructed using G0i\1ETRAN. We show how
it may be used to improve the vertical column
estimation. and to derive a tropospheric ground-level
concentration as a by-product of the AMF correction.

2. 03 Air Mass Factors

2.1 Column-classified climatology

\\ e use the column-classified climatology developed
by :\ASt\ for use in the TOi\1S retrieval (algorithm
version V7l [-I]. The data has been compiled from an
analysis of several ) ears of SAGE 11data, together \I ith
a large number of balloon sonde profiles for
tropospheric coverage. The data is divided into 3 broad
latitude zones. There are 6 low latitude profiles \I ith
tntal columns from 275 to -175 Dobson Units [DU]. at
intervals of .50 DL. There are I0 mid-latitude prof les
and I0 high latitude profiles. both sets ranging from
125 to 575 DU at intervals of .50 DU. O, profiles are
expressed in Urnkehr columns (in DU) .. Umkehr layer
boundaries are specified as pressure levels decreasing
in exponential half steps (scale height -5 km in lower
atmosphere). The top U rnkehr layer extends to the top
of the atmosphere: there are 11 Urnkehr layers in all.
Temperatures in [K] are given for each Umkehr layer,
and for all 26 profiles. There is also a single symmetric
11\11 matrix of error covariances in [DU]", valid for
all profiles. (The data set also includes principal
components from an eigenvector analysis. but these ae
not used in the AMF derivation). Figure I illustrates
the Urnkehr data for I 0 mid-latitude profiles.

The creation of O, profiles expressed as number
concentrations [mol.crn'] on a user-defined height grid
is done by first computing the cumulative Urnkehr
column amounts, then taking the derivative to get
number concentration values. A 4-point Lagrangian

interpolation scheme is suitable for the cumulative
column interpolation to user-defined height lewis. and
some small modifications were made to ensure
continuity of the profile.

V.id tctituce Ozo-ie orof::es iCVS V7

50 100 150
Umlil:el'ir coturins {Du]

Figure I. NASA-TOMS 03 Urnkehr column mid­
latitude profiles .

Profile error covariance matrices may be derived from
the database Urnkehr covariance matrix using the
Jacobean of transformation between the Umkehr
column profile in the original data set and the profile
number concentrations. For each profile we require
also a set of tropospheric columns up to a set of pre­
specified heights (up to 10 km. resolution 1 km is
sufficient). This adjunct set of columns is required for
the "ghost column" evaluation in the vertical column
cloud correction (section 2.3 ). We may also define an
error covariance for this set. Mathematical details of all
these derivations are not given here. but can be
obtained from the author.

2.2 Derivation of an 03 AMF Look-up table

Let q, be the 03 concentration profile defined on a user
defined height grid .:,, and S,1 is the corresponding
covariance matrix. The standard AMF definition is:

Ln(J,. )'II 1)A1\!J0!3 = . ol ·' lolu (I)
ro3

Here /1,,101 is the simulated backscatter intensity with all
absorbers present, and /,,,m is the intensity simulated
\1 ithout 03 absorption; 103 is the vertical depth given in
terms of the concentrations q, and cross sections a, as:

v-t

r(}3 = L 0.5(qp, + qt+l(Jt+I X.:-, - =r-1) (2)
r=I

The AMF variance is computed from S,1 as follows:
aA aA

var(AMf'cJ3) = -S,1 - (3)
aq1 · aq,

aA I[ ar 1 a10 l
aq' = -; - A aqj - I; aq' c4>
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Note that 11100, has (by definition) no dependence on q,
(the subscript O, has been dropped in the last two
equations). The derivative of optical depth may be
calculated directly from equation (2).

!he forward model G0\1ETRAN (5] (Version 2.1)
was used to carry out the intensity calculations. Note
that the derivative of /,,,,"1 in equation H) is related
directly to the weighting function output from this
model. A 37-level atmosphere was used both for the
profile derivations from database. and for the
subsequent RT simulations. Wavelength dependence of
the AMF across the DOAS fitting window range (325-
335 nm) has not been used in GDP to date. It has been
demonstrated that the 1alue at 325 nm is the most
representative single AMF to use for this window and
this is the default in the present \I ork.

For each of the 26 NASA-TOMS Urnkehr profiles. we
calculate AMFs for 6 albedo values (assumed
l.ambertian. from 2° o to 90° oJ. for 6 lower boundary
heights from 0 to I0 km at 2 km resolution. and for a
set of vie« ing geometries. This latter includes 16 solar
zenith angles from 16° to 91.5°. S line-of-sight zenith
;111gks from 0° to 35°. and 6 azimuth angles from 0° to
I80°. Figure 2 gives an example of the dependence on
the column amount for the I0 mid-latitude Urnkehr
profi les of Figure I.

AM~S for Mid-latitude Ozone or of .le s
6.0

5.8

5.4

8 line-of-sight zeniths from

5.2
Height is 00
Albedo is 30
Sunzen is 80

5.0

4.8~~~~~~~~~~~~~~.....__~~ ....•...•
100 200 300 400 500 600

Toto! 03 column amount in DU

Figure 2. AMF variation with mid-latitude O, profiles
for albedo 30%. solar zenith 80°, azimuth 0°
and 8 line-of-sight zenith angles.

For a given geophysical scenario. the extraction of a
correct AMF from this table needs to be fast and
accurate. For the viewing geometry, 4-point Lagrangian
or Akima polynomial interpolation is performed over
the 3 sets of reference angles (should interpolate using

cosines}. Linear interpolation is sufficient for the
albedo and height dependence (see Figure -I below for
example). An alternative for the viewing geometry
extraction is to use a double parameterization scheme
for the zenith angle dependencies (this assumes that
Ai\1Fs Gill be linearly regressed to polynomials in
zenith angle cosines). Such a parameterization scheme
is used in GDP for the extraction of multiple scatter
correction factors. and for all scenarios encountered bv
GOME. the accuracy is better than I .5~o.

The azimuth angle interpolation may be avoided. Since
the GOMETRAN RT model output is expressed in
terms of a Fourier cosine series in azimuth. one can
store Fourier components of the backscatter intensities
instead of the actual AMF values. The number of
Fourier terms determines the accuracy of the azimuth
expansion. Another approach using neural networks
has been proposed recently [7]: once the network is
trained the extraction is very rapid.

Further work on the look-up tables is needed to
establish the dependence of the 03 AMF at 325 nm on
aerosol burden. All calculations presented here were
done \1 ith a single aerosol class ("maritime" boundary
layer. background stratospheric loading) However, a
land sea distinction in the aerosol boundary layer is
allowed for in the GDP operational algorithm. The
look-up table makes no distinction between cloud-top
and ground reflectance - both are assumed Larnbertian.
1\ version of GOMETRAN with the treatment of clouds
as bi-directional reflecting surfaces has recently been
released. and this will be used in future to deal more
accurately with AMFs for O, absorption in an
atmosphere wr.h a reflecting cloud layer as the I0\1er
boundary.

2.3 Vertical column computation and error

The fol lowing equation is used
first-order correction for cloud
vertical column (VC) evaluation:

I' = S + F · G · A:.

in GDP to make the
contamination in the

(5)
F ·A:. +(I - F) · A1

G is the tropospheric "ghost" column below cloud-top.
F is the cloud fraction (a result from the operational
cloud coverage algorithm) and S is the slant column
value (from spectral fitting). A1 and A2 are the AMFs
to ground level and cloud-top level respectively.
Equation (5) reduces to the clear sky result V=S/A1
when F=O. G may be found readily by integrating part
of the appropriate climatology profile from ground
level to cloud-top. Error bars on G. A1 and A2 may be

279



expressed m terms of the climatology profile
\:0\ ariance. with the help of equations (3) and (4) and
suitable Jacobeans of transformation.

In the classical DOAS approach. AMFs and the VC are
calculated using a single 0; profile chosen as most
representativ e for the geophysical scenario. The wrong
choice of profile may result in significant errors in the
.-\\IF values and hence the level 2 total column
product. At lo« latitudes. the A\IF values are in
general on!; weakly dependent on the total column
content and the usual approach is sufficiently accurate.

I Iowev er. using AMFs from a high latitude profile \1 ith
(,;ay) 400 DL'. column content in an 0; hole scenario
will lead to a significant error (8-10% from Figure 2).
\\'e may use equation (5) to adjust the Al\IF values to
reflect the actual content of atmospheric O, implicit in
the slant column result. The first guess V11 for the
\ ertical column may be taken for example from the
TOMS zonal mean total ozone climatology. (An
alternative for the operational environment is to take a
nearest neighbor previously retrieved 03 total column).
lrorn the look-up table of Al\IFs. we compute A1 and
.\: using the built-in column classification to
interpolate to Yu The ghost column G is also evaluated
for a profile with total column Y11. Equation (5) is then
used to update the vertical column to a new value V 1•

lhe process is iterated until the difference between
successix e \ ertical column estimates is less than some
pre-set conx ergence criterion c:

r1 - __l_l_:J_' < E:
r·
"

(6)

Scuing e= io' ensures convergence after 3-5 iterations.
Clearly this iteration is a form of quality control on the
.-\f\IF computation. and it provides an answer to the
classic dilemma inherent in the DOAS approach. (How
can you retrieve vertical column amount when you
need to know the profile accurately in advance for the
AMF evaluation"). From equation (5) and the Gaussian
error propagation law. we may compute the total error
on V from knowledge of errors on the fitted quantities
(S and F). and uncertainties on G, A 1 and A2 due to 03

profile climatology covariance errors. The latter errors
are assumed independent of the spectral fitting errors.
(So far in GDP. only errors on S and F have been
considered).

The look-up table and vertical column quality control
iteration have been used to re-process whole orbits of
GOME level 2 03 total column data. The slant column
and cloud fraction results are taken as read from the
intermediate records in the level 2 product.

Climatological and reference databases are used as the;
appear in GDP (with the exception of O; profiles).
Instead of computing the AMFs using the GDP
scheme. we get them straight from the look-up table
described here. and then apply the vertical column
calculation as outlined above.

·o,...

-50 0
cct.tooe] deg J

50 '00

Figure 3. Comparison between re-processed and GDP
original 03 total column amounts.

Figure 3 illustrates the comparison between original
GDP total ozone level 2 data and the re-processed
values using the AMF look-up table and quality control
iteration (center pixels. part of ERS-2 orbit 70930005 ).
The comparison reveals some of the faults noticed in
the original data; the "west pixel bias .. is clearly seen in
the third panel (absent in the re-processed results).
Some of the differences (particularly at high latitudes)
can be attributed to the mixing of two RT model results
in the original GDP AMF algorithm.

The re-processing is a fast and effective tool for
investigating and improving the AMF formalism in the
global operational environment. The use of a look-up
table for O, AMFs has already been implemented for
GOME. and this will be done also for SICAMACHY.
at least in the Near Real Time application. The work
can be taken further by looking at a number of
validation orbits in order to assess the impact of the
look-up table AMF extraction in operational processing
for total column retrieval of ozone. This work has
already started at DLR, and validation studies will
begin in Spring 1999.

2.4 Albedo dependence and footprint averages

In GDP the surface albedo selected for AMF
determination is taken from a climatological database
of Lambertian albedos and associated vegetation types
(land surface indices). The database resolution is I"x I 0
(latitude and longitude). The requisite albedo is
selected by examination of the surface coordinates of
the footprint center. If the center lies over a dark ocean
(albedo 2-5%) surrounded by an ice shelf (albedo 75-
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90%), the low albedo is not representative of the level
of reflected light from the whole footprint. This can
lead to large errors in the resulting AMF values. This is
evident in the example shown in Figure 4, where the
ice/ocean albedo variation mentioned above would
generate a 10-12% change in AMF.

High-latitude 03 AMFS, various albedos
3.60

3.50" -- -- 90%

:::r>.. - . - - - 70%

----- ···· .. 50%

/ - - - ---30%/. -
3.20 ~ .·· - - .10%

nadir 00.0 ··-.02%

3.10 t solar zenith 65.0
3.00

100 200 300 400 500 600 700
Total 03 column amount in DU

Figure 4. AMF dependence on albedo for high latitude
03 profiles. Direct nadir, sun zenith 65°.

This effect was noticed round the arctic ice shelf in a
comparison between GDP 03 total columns and those
derived from coincident profile measurements from
Ny-Alesund (Spitzbergen). GDP results were too high
due to underestimated AMFs brought about in large
part by just the sort of incorrect albedo assignment
mentioned above. To remedy this fault, it is necessary
to ensure that a representative albedo is chosen.

The obvious answer is to assign an area-weighted
albedo. A footprint will be covered by several I"x I 0
latitude/longitude bins, each with a different albedo
value. Some bins will lie entirely inside the footprint,
others will be split in various ways by the 4 sides and
corners of the footprint. If each tessellating bin has an
albedo AJ and area (total or partial) Sj, then the average
albedo is

A= ~A1s1 /~s1

This value should be used in the AMF selection. The
computation of areas is straightforward, but care has to
be taken with the partial areas included by footprint
sides and corners. A rectilinear approximation to the
grid area computations only really works near the
equator. Elsewhere one should use spherical geometry.
To a very good approximation the footprint sides can
be treated as great circle sections, and this allows for a
straightforward analytic solution to the curvilinear area

(7)

determination. In Figure 5 we given an example of the
area tessellation algorithm applied to a section of an
orbit from IOil 0196 over Antarctica. There are just two
values in the database (one for ocean, the other for ice).
The variety of area-weighted albedos near the ice shelf
boundary ensures that representative AMFs are
returned for these footprints.

Area-weighted footprint Albedos, orbit 61008094

_;.

Figure 5. Footprint average albedos near Antarctic ice
shelf, 10/10/96. Red 75%, black 5%.

3. N02 Air Mass Factors

3.1 Introductory Remarks

For an N02 DOAS retrieval from measurements in the
visible part of the spectrum (425-450 nm), it is
sufficient to compute the AMF at a single wavelength
(437.5 nm). Ideally for GOME, we require a global
climatology of N02 profiles as an auxiliary database.
GDP currently uses the single USA-standard
atmosphere N02 profile that may be completely
unrepresentative of the actual N02 burden. N02

profiles have been measured in the stratosphere by a
number of limb and occultation instruments but there is
no global climatology. The nearest equivalent is the
database of N02 profiles derived from occultation
measurements by the UARS HALOE instrument [6].

Tropospheric N02 is variable; boundary layer amounts
are especially dependent on local sources of
combustion (industrial, automotive, biomass burning,
etc.). To date, it has proved impossible to generate any
sort of tropospheric climatology based on sets of
ground-based measurements. Unfortunately the AMF
for N02 is sensitive to the tropospheric burden. This
source of uncertainty, in addition to the slant column
error from the spectral fitting, may be enough to
seriously compromise the accuracy of the desired
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vertical column result. Here we indicate a solution to
this problem for a global remote sensing application.

First we attempt to create a convenient and simple
·analytic· N02 profile climatology (section 3.2). A
profile is constructed by piecing together sections of
analytic curves; parameters for stratospheric curves
may be inferred from HALOE data. Next (section 3.3)
we describe a look-up table of N02 AMFs based on
this climatology, and examine the dependence on
ground-level concentration (a free parameter in the
climatology choice). Finally in section 3.4, by allowing
this parameter to vary. we find an iterative solution for
the AMF (and hence the vertical column result) which
matches the N02 burden implicit in the slant column
value. This process also provides an estimate of the
ground level concentration.

3.2 Towards an NO~ climatology

We examine a set of stratospheric N02 profiles from a
'ear's worth of HALOE sunrise and sunset occultation
events. Retrieved profiles of pressure, temperature and
\102 volume mixing ratios are given at a resolution of
-0.3 km. from a top height of about 54 km down to the
upper troposphere (-9 km). Profile retrieval errors
below the tropopause are too great for the results to be
reliable. Number density profiles and total column
amounts (plus error estimates for both) may be derived
easily from the retrieval data. Concentration profiles
show a characteristic maximum (25-33 km, depends on
latitude) and fall off to a minimum around the
tropopause. There is little longitudinal variation. and
large-scale zonal variations are relatively smooth.
Figure 6 shows concentration extreme values for NO:
profi Jes retrieved for a number of events in early 1997.

In constructing an analytic climatology for
stratospheric N02 based on this data. we make some
simplifying assumptions. First, profiles from the top of
the atmosphere down to the tropopause are
approximated by two curves P1(z) and P11(z), with
profile and gradient continuity at the transition height
z=z-. The second assumption is that the profile can be
accurately reproduced (at least from the viewpoint of
AMF computation) determined by a small set of
parameters taken from an examination of the HALOE
profiles. This parameter set comprises the profile
maximum concentration C0 at height Zo, the tropopause
minimum concentration C 1 at height Z1> and the total
column content U (down to height z.). Errors E(C0),

E(C1) and E(U) can be determined readily from the
HALOE standard deviation data. We assume that the

curves P(z) have the generalized distribution
(GDF) shape, expressed by

P(z)=Po+ mexp[-f3(z-zo)]o
(1 +exp[- /3(z - z0)D-

max & min heights (km)

function

(8)
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Figure 6. Maximum and minimum concentrations of
N02 for HALOE occultation events from
26/12196 to 03/02197. Also shown are the
heights of occurrence.

The GDF function is characterized by the 3 parameters
{P0,m,y} and an abscissa z' at which the function
reaches an extreme. We take the upper curve P1(z) with
its maximum value C0 at z=zs; also, P1(z) vanishes as z
goes to space. P11(z) has the minimum value C 1 at
height z=z, Function and gradient continuity at z=z­
provide two equations for parameter determination. A
third is provided by the column constraint (U is the
integral of P(z) from space to the tropopause height z1 ).

The value of z2 may be set by imposing a shape
constraint (curves should look same at the changeover).
The derivation of z2 and parameters that characterize
P1(z) and P11(z) is straightforward. In determining error
bars for these profiles, we assume that z2 is fixed and
that uncertainties depend only on errors E(C0), E(C1)

and E(U) through the Gaussian error propagation law.
A profile error covariance matrix can be constructed
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from these errors and from suitable Jacobeans of
transformation.

For the tropospheric part. we assume the concentration
c~at ground level z=z, is the only free parameter
determining the distribution. We use again two GDF
curves P111{z) and P1\(z). with function and gradient
continuity at a second changeover height z=z, in the
troposphere. We assume the concentration reaches its
maximum value at ground level. and we require
continuity with the stratospheric curve Pll(z) at the
tropopause minimum height z=z.. To determine z: and
the appropriate GDF parameters. we again impose
continuity and shape conditions: and the solution is
similar to that derived for the first curves.
t Tropospheric profiles are dependent on the choice of
!!ALOE-derived parameters). Figure 7 shows analytic
profiles for a single HALOE parameter set. and for 5
\ alucs of ground concentration.
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Figure 7. Analytic profiles for a single set of HALOE­
derived stratospheric parameters. and for 5
tropospheric ground level concentrations.

The assumptions above for the tropospheric profile
represent just one possibility. A number of other profile
shapes should be -onsidered. as it turns out that the
AMF is sensitive to profile shape and loading in the
troposphere (J.C. Lambert, private communication).

3.3 Look-up tables and tropospheric dependence

AMFs for N02 are calculated in a similar manner to
those for O,. The definitions in section 2.2 are relevant,
and the classification system is similar. We use 16 solar
zenith angles from 16° to 92°, 8 line of sight zenith
angles. and 6 albedos and lower boundary heights as

before. Again we can compute AMFs directly or store
the Fourier cosine harmonic components of intensity to
deal with azimuth angle dependence. We compute
Ai\!Fs for 5 profiles parameterized in Table I. and for
5 different values of tropospheric ground level
concentration (total 25 profiles in complete data set)

4.2
AMFS for N02, for HALOE profile OL

3.8

Sunzen is 70

4.0

Albedo is 20

Height is 11

Azimuth is 000

3.6

nadir angles o,s,12>20,28,.36

0 2 4 6 8 10
Tropospheric ground Cone, 1.0e+09 mol.cm-3

Figure 8. AMF dependence on NO: column content
for 5 tropospheric burdens. Sun zenith 70°.
6 nadir zeniths. albedo 0.2, azimuth 0°.

Extraction of AMFs from the look-up table proceeds as
before . -l-point Lagrangian interpolation is performed
for the determination at intermediate solar and line-of­
sight zenith angles. while linear interpolation is again
sufficient for height and albedo values. The recovery of
AMF parameter derivatives follows in the same \\a~
(derivatives of the optical depths are also stored in an
auxiliary data set).

Figure 8 shows the dependence of the AMF on profile
column amount for one choice of HALOE stratospheric
profile. and for the choice of geometry and
height.albedo indicated. It is clear that AMFs are
strongly dependent on ground-level concentration (and
thus on total column amount). Similar values for other
profiles indicate that the AMFs are only weakly
dependent on the stratospheric HALOE-based
parameterization.

3.4 Vertical column computation

The calculation here is preliminary. One may use the
vertical column formulation to iterate on the AMF in
the manner suggested earlier for 03. So far this works
well for cloud-free cases, but problems have been
encountered with the first-order cloud correction
formula as used for the 03 tropospheric correction
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(equation (5)).

An alternative is to use an equivalent Lambertian
approach, which has been used in a number of TOMS
applications (see [8] and references therein). An
effective Lambertian albedo for the footprint as that
\ alue of the surface albedo that generates a simulated
intensity at 380 nm equal to the measured intensity at
this wavelength. The simulations are done in an
atmosphere with trace absorption and molecular scatter
(look-up tables are suitable for the albedo
determination). This equivalent albedo is then used as
the baseline in the AMF extraction.
. 0
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Figure 9. NO, columns and ground concentrations for
part of orbit 70927024 over S. E. Asia. Note
also the equivalent Lambertian albedos

1f the stratospheric part of the profile is assumed
known. then the variation of AMF with the free ground
level concentration parameter may be used to iterate
the vertical column. The use of an analytic form for the
profile shape provides a simple relationship between
the ground level concentration and the vertical column.
Thus the tropospheric ground level concentration

emerges as an adjunct to the vertical column retrieval.
Figure 9 illustrates these computations for part of an
orbit over tropical SE Asia, at a time of biomass
burning (27 September 1997, center pixels over Borneo
near the equator). The general level of N02 is high.
Note the large dip in slant column values for pixels
with total or near total cloudiness - in these cases
GOME misses the N02 boundary layer amount below
the cloud layer.

The initial examination of HALOE data presented here
will be extended to cover all the data, and an
examination of tropospheric profile shapes and AMF
dependence is required. An extensive table of AMFs
will be created so that the vertical column estimation
(and ground level concentration) can be made effective
on a global basis. This work will be done in
conjunction with improvements in the fitting for NO,
slant columns. It should then be possible to validate re­
processed N02 results and upgrade the level 2 product.
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Retrieval of carbon monoxide, methane and nitrous oxide from
SCIAMACHY measurements
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ABSTRACT

SCIAMACHY's channel 8 covers the wavelength range 2265-2380 nm (with resolution 0.27 nm) and will allow the global
determination of concentrations of methane, carbon monoxide and nitrous oxide. Sensitivity studies using the most recent
values for the instrument parameters have shown that the minimum values for the accuracies for total vertical columns (as
determined by the noise) are of order 5 Dobson units (DU) for carbon monoxide, 3 DU for methane, and 6 DU for nitrous oxide,
for a 1 s SCIAMACHY nadir observation and ground albedo 0.3. Using data from small spectral windows only increases these
values by a factor of 4-5.

The detection of the infrared spectra features novel InGaAs detectors, specially developed for the SCIAMACHY project.
While providing the required sensitivity in this wavelength domain, these detectors are limited by noise levels (mainly due to
dark current and thermal background) that vary strongly from pixel to pixel. This poses special challenges to the retrieval of
molecule concentrations from the measured detector signals.

The retrieval process is hampered by a lack of knowledge on the spectroscopic parameters. This situation is expected to
improve in the near future.

1. INTRODUCTION

SCIAMACHY will be able to measure atmospheric spectra in nadir, limb, and (solar and lunar) occultation in 8 channels (each
comprising 1024 detector diodes) covering the spectral ranges 240-1750 nm (channels 1-6), 1940-2040 nm (channel 7), and
2265-2380 nm (channel 8), with resolutions down to 0.22 nm (FWHM).1-9

In this paper, the focus is on channel 8, measuring with a resolution of about 0.27 nm (FWHM) in a wavelength region
where the absorption spectrum is almost entirely determined by the molecules H20, CH4, CO, and NzO. The vertical trace gas
column retrieval precision is dependent on many factors. In practice, however, it will be dominated by the noise generated by
the dark current of the detector and the instrumental thermal background. In a realistic retrieval, the eventual accuracy may
also be determined by factors external to the instrument: knowledge of a priori physical quantities, clouds, variations over the
scene. In other words, the retrieval precision will be dependent on the extent that these effects can be accurately modelled in
the forward model.

In the first part of this paper, an answer is sought to the question: what is the contribution of the instrument to this accuracy,
in other words: what are the limits to the sensitivity of SCIAMACHY channel 8 brought about by the detector noise, even with
the best retrieval methods?

In order to answer this question model spectra for a number of scenarios have been computed, involving various model
components for gas distribution, radiative transfer, and the instrument. A convenient method to relate the expected instrument
noise values to limits in sensitivity is to compute Cramer-Rao limits by inverting the Fisher matrix.11 Besides giving an estimate
of the minimum retrieval precision, the non-diagonal elements give an indication of the expected correlations.

An early assessment by Mewe12 of the measurement sensitivity of SCIAMACHY for these species resulted in values of
0.5% for CH4 and 2.6% for CO. Other results, obtained using preliminary values for the instrument parameters have been
reported by Chance et al., 13 Schrijver et al., 14 Roemer et al., 15 and Schrijver et al..16 The results presented here use definitive
values for the instrument parameters as far as available, and differ from those previously reported mainly because of a larger
entrance slit width, improved noise characteristics of the detector, a lower quantum efficiency for the longest wavelengths, a
corrected spectral resolution, and the inclusion of the effects of the so-called dead and bad pixels.

In the second part of the paper, some of the problems to be addressed in the development of the forward model are dealt with.
The detection of the infrared spectra in SCIAMACHY is done using a novel InGaAs detector system built and characterised at
SRON. It has been shown to provide the desired sensitivity in the relevant wavelength domain. The sensitivity is limited by a
noise level caused by instrumental thermal background and dark current. Moreover the noise level related to dark current varies
considerably from (detector) pixel to pixel. In addition a small number of pixels appear to be non-respondent ('dead'). This
poses special requirements to the retrieval process. Details are given in section 3.2.

Spectroscopic knowledge in the relevant wavelength region, such as line strengths, temperature and pressure dependency is
far from complete, as was already noticed in the SCIAMACHY Scientific Requirements Document. This problem is discussed
in section 3.3
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2. SENSITIVITY OF THE NOMINAL INSTRUMENT
2.1. Method
The measured spectrum is read out in 1024 detector pixels. The signal eventually measured in these pixels is a complicated
function of all physical and instrumental parameters contributing to the measured result: extraterrestrial solar irradiance,
atmospheric properties, earth surface albedo, observation geometry, optical and electronical properties of the instrument. In
this paper, for a selected choice of most of these parameters, the effects of variations in the concentrations of the four gases
that contribute to SCIAMACHY channel 8 will be investigated. More precisely, while keeping the relative distribution over the
column fixed, the effect of changes in the total column amount will be studied.

Thus the expected contents of pixel k can be written as a function of the four total column amounts:

(1)

where then 's are the total column amounts of the various gases, and a stands for all other parameters, kept fixed in this analysis.

The computed noises Ekin the pixels can be translated back to a variation in the n's by computing the Fisher (or information)
matrix F, the elements of which can be shown (for Poisson noise) to be:

oh oh -2
"---EkF;j = L.., on; onj
k

(2)

where the sum can be over all or over a subset of the pixels. The inverse of this (4 x 4) matrix is the Cramer-Rao matrix; its
diagonal values give the Cramer-Rao limits for the estimation of the values of n from observations h with noise Ek·The non­
diagonal elements are estimates of the covariances, and hence of the correlations between the n's. For probability distributions
such as the Poisson distribution, it can be shown that the Cramer-Rao limit is a good estimate for the real (co-)variances following
from the statistics of the noise. But it presents a lower limit in the sense that systematic effects introduced by modelling errors
are not taken into account, so the final accuracy of the results, in general, will be worse. In the context of this paper a change of
three times the Cramer-Rao limit (3o-) is considered to be the minimally detectable change in the concentration.

The computation of the expected SCIAMACHY detector signal involves three main steps. First, one needs a model of the
distribution of the relevant molecules in the atmosphere. Then, the problem of radiative transfer from the original extraterrestrial
solar spectrum through the atmosphere (downwards and upwards, including the scattering) must be solved. Finally, the radiance
arriving at the entrance of the instrument must be translated into detector pixel counts.

The vertical distribution of the various species in the atmosphere is taken from results from the two-dimensional model of
TN0.17•14•15 The results have a north-south resolution of IO degrees and a vertical resolution of 1 km, and they are available for
all months of the year.

For observations in nadir mode, the geometry of the problem follows from the date of observation and the geographical
latitude (as related to the distribution model). The orbit and attitude rules of Envisat fix the local mean solar time of the nadir
point for a given latitude. This allows to compute the solar zenith angle for the observation, taking into account the equation of
time. The date also fixes the sun distance, and hence the absolute value of the extraterrestrial solar irradiance.

As discussed in Refs. 14, 15, the radiative transfer can be computed by running the line-by-line program FASCODE18 twice,
the first time to compute the transmission Ts(>.) along the path from the sun to the earth surface, and a second time for the
transmission Tn(>.) along the path from the surface to the satellite. The line list fed to FASCODE is provided by the HITRAN
1996 database.19 The spectral radiance at the top of atmosphere I,may be calculated as:

(3)

where S(>.) is the solar irradiance for a sun distance of 1 astronomical unit (as provided by the MODTRAN prcgram/"), R0
is the distance of the sun in astronomical units, (}the solar zenith angle, and A the albedo of the earth surface. This procedure
has been validated using results from MODTRAN. Although this procedure neglects scattering, extensive comparison with
MODTRAN results has shown that reliable results can be obtained using an 'effective' albedo, 15 that corrects for the effects of
scattering. Typical values for such an effective albedo are in the range 1.1-1.3 times the ground albedo.

The GOME/SCIAMACHY instrument software simulator (ISS) developed by SRON21 has been used for the computation
of detector pixel contents and signal-to-noise ratios from the computed radiances. The ISS simulates all optical and electronical
components of the SCIAMACHY instrument; a so-called travelling spectrum is passed through consecutive modules representing
the components. The physical parameters of each component are continuously updated as new calibration and characterisation
results become available. The output of the version of the program used in this investigation consists of the computed detector
spectrum and its associated noise level. For the computations a detector dark current level of 30 fA, and an instrument thermal
background resulting in a detector background signal of 150 fA have been assumed. These values correspond to a detector
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temperature (for infrared channels 7 and 8) of 150Kand a spectrometer optical unit temperature of 253 K. The dark signal
values are slightly overestimated, but on the other hand, the real dark current is variable from (detector) pixel to pixel (see
section 3.2). Higher values of the noise lead to larger statistical errors (higher values of the sensitivities), so that the values of
the latter will be on the safe side. A spectral resolution of 0.27 nm FWHM has been assumed; this corresponds to the value of
2.1 detector pixels currently applicable (after the refocusing activities aimed at improvement of the degraded spectral resolution
that became evident in the calibration period).

In order to produce the present results, the so-called dead and bad pixels (cf. section 3.2) have been excluded from the
computations.

In Table 1 the sensitivities (expressed in Dobson units) for a 1 s SCIAMACHY observation in nadir mode for various
geographic latitudes and times of the year are presented, assuming a ground albedo of 0.3, and assuming that all detector pixels
are contributing to the sensitivity (i.e., the sum in Eq. 2 is from 1 to 1024). These values can be compared with typical values
of the total vertical column of 1300DU for CH4, 250 DU for N20 and varying from 20 DU in southern summer to 120DU in
northern winter for CO.

It appears that sensitivities do not strongly depend on latitude or time of year; differences are mainly related to differences
in solar zenith angle.

Except for very high values of the earth albedo, detector noise is dominated by instrument noise (and not by earthshine
photon shot noise, cf. Figure 2). As a consequence, the sensitivities are approximately inversely proportional to the earth albedo,
as is illustrated in Table 2 for one of the cases of Table 1.

In this spectral region, low albedos are expected over water and snow, whereas the albedo will be 0.3-0.4 over soil and
vegetation. Higher albedos can be expected for clouds, but in this case only part of the atmosphere is sounded, either the
upper atmosphere in the case of continuous thick cloud cover, or a fraction (variable with height) of the full vertical column
in the case of partial cloud cover, or semi-transparent clouds like cirrus. A good estimate of the air mass contributing to the
absorption might be obtained by estimating the absorption by C02 from SCIAMACHY channel 7 (1940-2040 nm). Additional

Table 1. 3-u sensitivities for SCIAMACHY nadir observations of 1 s exposure time for different geographic latitudes, times of
year, and a ground albedo of 0.3, expressed in Dobson units. The corresponding solar zenith angles (SZA) are included.

Month Latitude SZA co CH4 NzO
[DU] [DU] [DU]

Jan 50° N 73~5 7.5 4.7 5.6
oo 38~0 5.9 2.6 4.6
40° s 38~8 5.4 2.3 4.4

Apr 50° N 42~3 5.3 2.4 4.3
oo 31~6 5.8 2.5 4.6
40° s 61~4 6.1 3.1 5.0

Jul 50° N 33~5 5.6 2.5 4.5
oo 37~3 6.2 2.7 4.9
40° s 70~9 6.7 4.1 5.5

Oct 50° N 61~1 6.5 3.3 5.1
oo 27~9 5.6 2.4 4.5
40° s 42~6 5.0 2.2 4.2

Table 2. 3-u sensitivities for a 1 s SCIAMACHY nadir observation at 50° north in July for different values of the ground
albedo, expressed in Dobson units.

Albedo co CH4 NzO
[DU] [DU] [DU]

0.01 152 64 110
0.03 51 22 37
0.1 16 6.8 12
0.3 5.6 2.5 4.5

2.0 0.9 2.1
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information on cloudiness may be gained from SCIAMACHY's polarisation measurement devices which sample the ground
pixels with a higher spatial resolution.

Retrieval using all detector pixels assumes that spectroscopic line parameters (wavelengths, line strengths, broadening
parameters) are available with good precision for all lines in the relevant spectral range. Imperfect knowledge of these
parameters obviously introduces additional errors, because of under/overestimation of the total absorption, and hy correlation
effects between the different molecules. Unfortunately, for the wavelength region considered, knowledge of the spectroscopic
data is inadequate. Details can be found in section 3.3.

A way to overcome this problem is to select small windows where (almost) isolated and well known lines are available.
The disadvantage of such an approach is clearly less sensitivity, since only a part of the statistical information is used. Also,
there is a more critical dependence on the good functioning of the relevant detector pixels (cf. section 3.2). In Table 3 minimum
sensitivities are reported that may be expected for the spectral windows now selected for the standard near-real time retrieval
of CO, CH4, and N20 from SCIAMACHY data in the operational processing employed for the Envisat data product (R. Spurr,
private communication).

Sensitivities are reduced considerably when using the spectral windows, with values higher by factors 4 to 20, It should also
be noted that the correlation between N10 and H20 becomes rather strong (about -0.8) compared to -0.25 in the full detector
case; in the latter case the strongest correlation is between CH4 and H20 (about -0.6). The determination of the NzO vertical
column may therefore become sensitive to the precision of the result for H20.

It is instructive to examine the matrix J(ki = 8h/ 8ni, i.e., the sensitivity of the detector pixels (labeled k) for changes in
the column amounts of the four species (labeled i); see also Eq. 2. An example is shown in Figure I. This matrix makes clear
which pixels contain information on a species, and what fraction of sensitive pixels fall within the small spectral windows.

The conclusion is that restricting the retrieval to small spectral windows will considerably reduce the accuracy of the results.
It seems necessary to find an optimal retrieval strategy between the two above extremes of using either the entire detector pixel
array for retrieval, or only a small fraction. By applying a sophisticated pixel-to-pixel weighting scheme which takes into
account the level of accuracy of the spectroscopic data such an optimum might be found.

3. FORWARD MODEL

3.1. Instrumental effects
All the above results have been derived for a nominal instrument. This represents the instrument as built knowing the calibration
and characterisation results up to this moment in time, with one exception: the detailed noise characteristics of the detector have
been represented by average values (as quoted in section 2.1 ).

As an example, Figure 2 shows a simulated detector spectrum, together with the computed noise level, for the above nominal
detector. The main contributing terms to the total signal (instrument thermal background, detector dark current, and earthshine
spectrum) are displayed in a cumulative fashion. The good signal-to-noise ratio is apparent.

Table 3. 3-a sensitivities for SCIAMACHY nadir observations of I s exposure time for different geographic latitudes, times
of year, and a ground albedo of 0.3, expressed in Dobson units, for a partial spectral window (2269.0-2275.3 nm for NzO,
and 2359.5-2366.0 nm for CO and CH4) as selected for producing the operational Envisat data product. Results should be
compared with those in Table 1.

Month

Jul

Latitude SZA co CH4 NzO
[DU] [DU] [DU]

50° N 73~5 24 80 26
oo 38~0 23 44 21

40° s 38~8 20 37 22
50° N 42~3 19 37 22
oo 31~6 22 43 21

40° s 61~4 21 52 25
50° N 33~5 21 40 21
oo 37~3 24 47 22

40° s 70~9 22 70 27
50° N 61~1 23 56 25
oo 27~9 21 40 20

40° s 42~6 17 34 21

Jan

Apr

Oct
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Figure 1. Sensitivity of detector signal to variations in column amount of the various species (K = Bh / Bni. arbitrary units),
not modelling dead and bad pixels. The dashed lines indicate the windows selected for the retrieval of the operational (near
real-time) CO and N20 products.

3.2. Noisecharacteristics
The SCIAMACHY detector units built and characterised at SRON feature novel InGaAs diode arrays for the infrared channels.
These arrays have rather complex noise properties. First, the detector dark current (with an overall level which depends on the
voltage bias applied, and which is close to the value assumed in the computations presented in the previous sections) varies
considerably from pixel to pixel, and so does the associated shot noise. About 80 ('dead') pixels out of 1024 do not or hardly
respond to photons. Furthermore, about 80 ('bad') pixels have a much higher noise level or another quantum efficiency than
specified, and must be considered unsuitable for scientific return.

Figure 3 reproduces Figure 2, but now taking into account these effects. All three identified effects are clearly visible.

The following conditions have to be fulfilled for a reliable retrieval given the detector characteristics: 1) the dark current
must be sufficiently stable, and well calibrated as a function of detector temperature. A realistic estimate of variations must be
introduced as a noise term in the retrieval process. Note that, in general, much time is available at the night side of the earth to
perform dark measurements. Note also that the instrument thermal background may vary with instrument temperature, but its
variable part may be accounted for by fitting a low-order polynomial over the detector. 2) Dead and bad pixels must be excluded
from the retrieval procedure, although it might be possible to include some of the bad pixels at a lower weight.

Now that the precise wavelength registration of the detector has been measured, it has become possible to estimate the
sensitivities including the effects of dead and bad pixels. As was expected, the results for the case where the entire detector is
taken into account is only marginally influenced (a few percent).The results for spectral windows do not change too strongly
(in the unfavourable sense) by coincidence of dead or bad pixels with crucial spectral lines.

3.3. Spectroscopicdata
It has been known since the early phases of the SCIAMACHY project that the current level of knowledge on spectrocsopic data
such as line identification, line strength, influence of temperature and pressure is well below what would be desirable for an
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Figure 2. Simulated detector signal (upper two panels) and noise level (lowerpanel) for the instrument with nominal detectors
for northern hemisphere summer and albedo 30%, solar zenith angle 33~5. The total expected detector signal is represented
by the upper curve (in the upper two panels). The main contributions to this signal (instrumental thermal background ssss,

detector dark current , and earthshine spectrum "~' ~:)are indicated separately, in a cumulative fashion. For clarity, the
middle panel shows a zoom into a part of the detector (corresponding to 2359-2382 nm). The lower panel refers to the same
range. In this region, absorption lines from C~ and CO reside.
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accurate retrieval. The information has been collected in the SCIAMACHY Scientific Requirements Document and is copied
in Table 4. The approximate numbers of known lines represent all lines in this wavenumber domain irrespective of their line
strength; as a consequence the number of lines relevant for the retrieval may be lower.

The importance of an accurate knowledge of line data can be recognised from Figure 4. It is apparent that the atmospheric
spectra in the studied wavelength region are dominated by water and methane. Relatively small errors in the modelling of lines
of the latter species may influence considerably the interpretation of the faint lines of carbon monoxide and nitrous oxide.

Fortunately, there is some improvement to be expected. First, after the on-ground calibration period, the SCIAMACHY
flight model has been used to measure gas cell spectra of the various species, together with atmospheric measurements. These
measurements have the advantage of being taken with the instrument itself; but they give no insight in the underlying spectral
structure. Second, the University of Bremen plans to perform comprehensive high-resolution spectroscopy in this wavelength
region. Third, the Free University of Amsterdam (W. Ubachs) is planning to extend their 'cavity ring down' experiment, which
has successfully obtained high-resolution water spectra in the visual range, towards the wavelength region of interest here, and
measure spectra of the various species in windows to be selected in consultation with the retrieval algorithm development.

4. CONCLUSIONS
Lower bounds for the sensitivity of SCIAMACHY channel 8 for CO, CH4, and N20 have been computed using the most recent
values of the instrument parameters. For a 1 s nadir observation, sensitivity values of order 5 Dobson units (DU) for carbon
monoxide, 3 DU for methane, and 6 DU for nitrous oxide were derived. Due to uncertainties in the spectroscopic data, only
part of the detector data can be used, resulting in less favourable values; an example for a particular choice of spectral windows
shows a degradation of a factor of 4 for CO, about 20 for CH4, and 1.5 for NzO. This means that efforts should be devoted to
include as much spectral information as is available from the detector. This may be achieved by i) improving the spectral line
data base, and ii) careful selection and weighting of spectral windows during retrieval.

The impact of the specific noise and background characteristics of the InGaAs infrared detectors should be minimised by i)
careful and systematic on-board calibration of the dark signal, and ii) 'switching off' or downweighting suspect pixels in the
retrieval (for which ongoing on-board calibration is also a requirement).
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ABSTRACT

GOME is a high resolution spectrometer, which ob­
serves the backscattered atmospheric radiation in
nadir direction. From July 1995 till June 1997 the
GOME instrument has made additional observations
in polar view mode above the Arctic and Antarctic
region. The polar view mode means that GOME is
observing with a zenith angle of about 135 degrees
in the azimuth direction of the Poles. Results are
shown for height-resolved ozone densities in both tro­
posphere and stratosphere. Special attention is paid
to the polar view GOME observations of 1996 at the
Antarctic region.

1. INTRODUCTION

Since the late seventies satellites routinely mon­
itor the global ozone distribution. The early
TOMS/SBUV instruments measured the backscat­
tered radiation for several frequencies, resulting in
an accurate estimate of the total column densities of
ozone. Apart from this limited information is ob­
tained about the vertical ozone distribution in the
stratosphere. However, a growing need evolved for
more accurate profile measurements in stratosphere
and in troposphere. Knowledge on tropospheric
ozone is important for different reasons. First, be­
cause ozone belongs to the greenhouse gases and be­
cause of the toxic nature of ozone for humans and
vegetation. In addition, the ozone concentrations
in the troposphere are a measure for the oxidis­
ing capacity of the atmosphere and therefore impor­
tant for understanding the chemical processes in the
troposphere. Chemical modelling will benefit from
global measurements of tropospheric ozone. In 1995
GOME (Global Ozone Monitoring Experiment [Bur­
rows et al., 1997]) has been launched to measure in
nadir direction the backscattered sunlight from the
atmosphere in the range from 240- 790 nm. The
GOME spectrometer is a unique instrument to re­
trieve height-resolved ozone densities in the strato­
sphere as well as in the troposphere [Munro et al.,
19981. The improvement in comparison to former
satellite instruments is the high spectral resolution
of the observations in the ozone absorption bands
(the Huggins, Hartley and Chappuis bands). The
steep rise of ozone absorption from 350 to 270 nm

offers the possibility to infer height-resolved infor­
mation on the ozone concentration from backscat­
tered sunlight. The reason for this is that highly
absorbed photons at the short- wavelength side pen­
etrate the atmosphere only shallowly, whilst weakly
absorbed photons on the long-wavelength side travel
through the full height of the atmosphere. Therefore,
backscattered short-wave photons carry only infor­
mation on the upper layers of the atmosphere and
photons with increasing wavelength reveal informa­
tion on lower layers. Combining the measured re­
flectances in this wavelength range then gives the
desired height-resolved atmospheric properties. The
full spectrum between 270 and 350 nm can be used
to infer the ozone height profile in a global fit (or
retrieval) using the ozone concentrations at a num­
ber of specific heights as unknowns and the measured
reflectances as known parameters. The retrieval ne­
cessitates a radiative transfer calculation to obtain
reflectances given the ozone profile and other atmo­
spheric properties. Below the details of the retrieval
method are outlined. Ozone profile retrievals are
done from GOME observations in Polar View Mode
of the Antarctic region during the polar spring of
1996. The possibilities and some results of these re­
trievals will be discussed.

2. RETRIEVAL APPROACH

For the retrieval at KNMI [van der A et al., 1998] the
optimal estimation method [Rodgers, 1990] is used on
a linearisation of the forward model utilising an iter­
ative process to account for the non-linearity. With
this algorithm it is possible to retrieve height-resolved
ozone densities in both stratosphere as troposphere.
In addition aerosol, albedo, N02 and cloud informa­
tion can be obtained from the GOME observations.
To perform the retrieval of some of these parame­
ters in parallel improves the accuracy of the retrieved
ozone profile. A vital component of the retrieval
algorithm is the radiative transfer model. In our
retrieval algorithm we use MODTRAN 3.7 [Berk et
al., 1989]. MODTRAN is a semi-spherical radiative
transfer model which uses a frequency step size of
5 reciprocal cm. The multiple scattering calculation
within MODTRAN is based on the discrete ordinates
radiative transfer (DISORT) algorithm. For fast mul­
tiple scattering calculations a two-stream approxima­
tion is available, which give good results for radiances
with wavelengths below 300 nm. This approximation
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Figure 1. Relative differences between the integrated ozone profiles from GOME and the total ozone observations of TOMS.
May 5, 1998.

is used for most calculations and results in less accu­
rate values for the troposphere. Because of the high
resolution of the GOME spectrometer, the Ring ef­
fect, which is not included in MODTRAN, can not
be neglected in the radiative transfer modelling. The
Ring effect shows up in the spectrum of the backscat­
tered sunlight as a filling-in of solar absorption lines
and is caused by inelastic (Raman) molecular scat­
tering. To account for the Ring effect the magnitude
and a wavelength shift of a theoretic Ring spectrum
is fitted in parallel to the retrieval of ozone. The opti­
mal estimation method requires a-priori information
when available. A-priori profiles are taken from a
US standard atmosphere and an ozone climatology
of Fortuin [Fortuin and Kelder,1998]. This is a zonal
mean ozone climatology based on a 12 year obser­
vation period of ozone sonde stations and satellites.
The temperature profiles are also based on climato­
logical data. The a-priori albedo is calculated from
the GOME measurement at 400 nm where the ab­
sorption of ozone can be neglected. A mask is used
to reject parts of the spectrum that show NO-I' emis­
sion lines, because these features are not included in
the forward model.

The presented results are for retrieval of the ozone
profile (parallel to the fit of the albedo and the Ring
parameters) from the spectral interval of 260 to 340
nm. The ozone profile is given at 4 km steps at the al­
titude range from 12 to 48 km and an additional value
at 6 km. Clouds are not directly modelled in this
study, but are represented by a high albedo value.
For validating the resulting profiles we have applied

three methods. Firstly, a selected number of ozone
profiles are compared to co-temporal and co-spatial
ozone sonde measurements. Secondly, the resulting
retrieval errors are compared to the a-priori errors on
the ozone values in order to check the quality of the
retrieval on every altitude. Finally, the retrieved pro­
files are integrated to yield ozone columns which are
compared to the ozone columns as calculated by the
GOME Data Processor from the GOME observations
and as calculated by NASA from the TOMS obser­
vations. These ozone column densities from GOME
and TOMS are thoroughly validated. Figure 1 shows
the differences between the integrated ozone profiles
and the TOMS total column densities. On average
the integrated profiles have 3 to 5 % lower values than
the TOMS total ozone columns. Both total columns
are corrected for the ozone column below the cloud
surface. In general, the retrieved profiles compare
good to sonde measurements in stratosphere, while
there is lesser agreement in troposphere.

3. THE POLAR VIEW MODE

From the launch in 1995 of GOME till July 1997 the
GOME instrument has observed the polar regions in
a special mode: the polar view mode. When switch­
ing to polar view mode the viewing angle changes
from 180 degree (nadir) to 135 degree in the azimuth
direction of the pole. The advantage of this mode at
the Antarctic region is that GOME is viewing fur­
ther into the day-side of Earth, with the consequence
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Figure 2. Integrated ozone profiles from GOME Polar View Mode observations on Oct. 26, 1996.

that the signal, and thus signal-to-noise ratio, of the
measurements increases. In addition, the polar view
mode allows observations at latitudes as low as -89
degrees instead of the minimum latitude of -81 de­
grees for nadir observations. This means that during
polar spring from the end of September ozone profiles
could be retrieved in the complete Antarctic region.

A series of ozone profile are retrieved from polar
view mode observations in the Antarctic region dur­
ing polar spring in 1996. In Figure 2 an example is
given of the integrated retrieved profiles of GOME
observations in the Antarctic region on October 26,
1996. The normal observations can be identified by
their broad swath width. From the Figure it can
be seen that observations in normal mode does not
produce profiles on lower latitudes than -75 degree,
while the observations in polar view mode (smaller
swath width) still result in ozone profiles at about
-89 degree.

Figure 3 shows a retrieved profile from an observa­
tion in polar view mode at September 27, 1996 (lat­
itude= - 89.l0, longitude= 321.2°). Clearly visible
are the low ozone concentrations at every altitude,
especially at 16 km. The strong difference between
a-priori profile and retrieved profile indicates that the
observation contains enough information for the re­
trieval over the whole altitude range. On the other
hand, it shows that the climatology, which is mainly

based on measurements in the eighties, is not suit­
able for the situation with strong ozone depletion in
1996. The climatology, however, has recently been
extended with a series of sonde observations from the
ozone hole in recent years to cover also these cases
(Fortuin, private communication).

4. CONCLUSIONS

The spectrum of backscattered solar radiation mea­
sured by GOME is used to gain information on the
distribution of ozone over altitude. Due to its high
spectral resolution and accuracy the GOME spec­
trometer can be used to obtain ozone profiles in
stratosphere and in troposphere. A state-of-the-art
atmospheric radiation transport model is used as a
forward model in the retrieval code. With this re­
trieval method, it is feasible to retrieve ozone val­
ues at a step size of 4 km in stratosphere and one
or two values in the troposphere. Validation shows
that the retrieved ozone profiles closely match sonde
data in stratosphere and the tropopause. The re­
trieval of the ozone profile in the troposphere pro­
duces a poorer resolution, but improves on climato­
logical data. The resulting retrieval errors and the
comparison of the integrated profiles with total col­
umn values gives us confidence in the retrieval algo-
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Figure 3. Ozone profile at -89 degrees latitude on Sept. 27, 1996 from a GOME observation in Polar View Mode

rithm. However, during polar spring, it is difficult
to retrieve ozone profiles from normal observations
in nadir mode due to the high solar zenith angle.
Though, due to the switched viewing direction the
polar view mode provides us a tool to research the
height-resolved ozone distribution within the polar
vortex during polar spring. A series of ozone pro­
files are retrieved for the polar spring of 1996 in the
Antarctic region. For the first time ozone profiles in
both stratosphere and troposphere are retrieved from
satellite measurements at latitudes less than -85 de­
gree. The retrievals showed that ozone profiles could
be retrieved from the end of September at latitudes
close to the absolute South Pole.
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ABSTRACT

A retrieval scheme has been developed at the Ruther­
ford Appleton Laboratory to obt.aiu height-resolved
ozone profiles spanning the troposphere and strato­
sphere from GOME data, thercbv providing the first
direct measurement of tropospheric ozone from a sin­
gll' satellite instrument and offering greatly increased
horizontal and temporal coverage of the lower strato­
sphere than previous satellite instruments, The gen­
«rntion of a global dataset (sampling 1 day in 10
for 12 months), for release via t.h« British Atmo­
spheric Data Centre, is currently underway, Syner­
gistic use of ATSR-2 data for cloud information and
critical elements of a fast retrieval scheme to allow
more comprehensive processing of GO.\IE data is dis­
cussed. Some early results are presented showing, (i)
in situ production of tropospheric < 1wne as a result
of biomass burning and (ii) transport of sub-tropical
tropospheric air into the mid-latitude lower strato­
sphere.

Kev words: GOME; ozone; inversion algorithm.

1. INTRODliCTIO:\

The Global Ozone Monitoring Experiment (GOME)
was launched on ESA's ERS-2 satellite in April
1995. GOl\lE is a downward viewing spectrometer
which measures back-scattered solar radiation from
237-790nm at moderate spectral n-solution (0.2 -
0.4nm). Due to contiguous spectral coverage and
higher spectral resolution, GO:\IE provides height­
resolved ozone data of higher qualitv than previous
li\' back-scatter instruments. In particular ozone in­
formation extends down into the lower stratosphere
and troposphere, a region not measured extensively
hy previous satellite sensors.

A retrieval scheme capable of generating ozone pro­
files on a global basis from GO.\IE measurements has
])('(~ndeveloped and optimised at th« Rutherford Ap­
pk-ton Laboratory (RAL), thereby providing the first
direct measurements of tropospheric ozone distribu­
tions from space (Munro 1998). (The tropospheric
ozone column had previously been inferred indirectly
from TOMS and SAGE observations (Fishman 1990)

and from TO.\lS observations at different locations
Jiang l!J%.)

Section :!. contains a basic description of the proto­
type rot ricval scheme, developed to demonstrate the
potential of the GOME dataset for this application.
Validation of this scheme is then described in section
3. and ~<uric preliminary results are presented in sec­
tion -1.. Optimisation of the scheme to allow large
scale processing of a sub-set of the GOME data is
described in section 5., followed by an outline of de­
velopmouts to provide auxiliary information on cloud
from ATSR-2 in section 6 .. Finally, the status of cur­
rent dat ;1 processing is detailed in section 7.

2. O\TJWIEW OF THE RETRIEVAL SCHEME

Profile rotrieval is carried out using Optimal Esti­
rnation (OE) (Rodgers 1990), which solves an other­
wise un: lcr-constrained problem by combining infor­
mation from measured spectra with that from a priori
profiles. The primary input required is the GOME
Level 1 Product, comprising measured backscattered
spectra. and measurements of direct-sun spectra ac­
quired in-flight via a diffuser. The wavelength cali­
bration of the GOME spectra is refined by fitting to
a high resolution solar reference spectrum (Chance
1996). ,J priori ozone profiles and uncertainties were
taken from a monthly zonal mean climatology con­
struct.cd from SAGE II data (McCormick 1989).

The C:OMETRAN radiative transfer model
(Roznuov 1997), developed by the University of Bre­
men, is interfaced to the retrieval scheme to synthetic
reflect an cc spectra. It incorporates gaseous absorp­
tion, surface reflection and multiple scattering by air
molecules, aerosol and clouds. In this study, a fixed
single profile was adopted for aerosol scattering and
cloud "·;1s not included in the radiative transfer.

Due to differences in viewing geometry and ozone ab­
sorption properties, a two-step approach is adopted,
in which an ozone profile is first retrieved from
the 237-307nm region (known as GOME Band IA),
which primarily contributes information on ozone
down to. or just below, the stratospheric concentra­
tion peak. This profile is then used as a priori in a re­
trieval from 312-405nm (Band 2B). In addition to the
ozone profile it is necessary to retrieve: (i) a scaling

299



factor for filling in of Fraunhofer lines by the Ring ef­
fect; (ii) wavelength shifts of the back-scattered spec­
trum with respect to the reference ozone absorption
cross-section and the direct-sun spectrum and (iii)
total column amounts of BrO and :\02• As a pre­
cursor. an effective surface rcfiectnuce is retrieved
from measurements near 340nm, where absorption
by ozone and other gases is relatively small.

The current scheme retrieves the ozone mixing ratio
on a fixed altitude grid: 0, 6, 12km. then 4km in­
rervals up to 80km. These levels haw been chosen
to slightly oversample the intrinsic resolution of the
GO:'.\IE measurements, while maintaining retrieval
stability.

3. VALIDATIO~

GO:\IE retrievals using the prototype scheme have
been compared to 34 co-located ozone sonde mea­
surements made over Europe (including Northern
Scandinavia) between July 1995 and February 1997.
Means and standard deviations in the fractional dif­
ferences in integrated sub-columns between the re­
trieval levels are shown in figure 1 for: (i) a priori
profiles (SAGE II climatology): (ii) Band IA (step 1)
retrieved profiles and (iii) Band 2B (step 2) retrieved
profiles. The Band IA retrievals generally have much
smaller biases and standard deviations than the a pri­
ori profiles, and Band 2B results provide very valu­
able extra information in the lower stratosphere and
troposphere. The standard deviation in fractional
difference between the final (Band 2I3) retrievals and
the ozone-sonde measurements is soon to be <IO%
in the stratosphere and <40% in the troposphere,
with biases <5% above 6km and -30'/r below that al­
titude, where a negative bias is expected as GOl\IE
cannot detect ozone below opticallv thick cloud and
no screening was performed for this iuter-comparison,

The stratospheric profiles have also l«-en validated by
comparison to other satellite sensors (Stoffelen 1998).
The zonal mean ozone field construct Pd from nine or­
bits processed on 11 January I996 were compared
with with those obtained from SSI3UV and MLS.
Agreement is generally within 10/; between 1 and
40 hPa, the common altitude range within which the
three sensors provide information.

4. RESULTS

4.1. Observations of in situ production of
tropospheric ozone as a result of biomass

burning

Figure 2 shows retrieved distributions of surface
ozone (representative of a lower tropospheric column)
from 9 orbits processed on the Llth January 1996
and 14 orbits on the 4th July of the same year. Mea­
surements obscured by cloud have been omitted and
onlv a limited number of retrievals me successful in
the. Brazil / South Atlantic region <ls a consequence
of GOME Band lA data corruption by the South
Atlantic anomaly (SAA). Care must be exercised in

interpreting the gridded fields, as large data gaps ex­
ist in some locations, particularly the SAA region.
A limited comparison with fields from a 3-D UKMO
chernist rv-transport model (Collins 1997) has been
performed and the following features are worthy of
note:

• On the 11 January elevated ozone values are ob­
served over Central America and Central Africa,
whereas in July, highest concentrations are found
further South. This picture is qualitatively con­
sistcnt with the predictions of the model and is a
consequence of the seasonal variation of biomass
burning.

• Tho lowest ozone values are found in remote,
low latitude maritime locations, again consistent
with the model.

• Higher mixing ratios are observed over North­
ern mid-latitudes in summer than in winter (due
to euhanced photochemical production of ozone
arising from pollution in industrial regions), al­
though the model predicts a larger enhancement
than observed.

Further comparisons with model tropospheric ozone
distributions, more rigorously taking into account
possible «loud contamination in the GOME data, are
planned for the future.

4.2. Tr.msport of sub-tropical tropospheric air into
t lu- mid-latitude lower stratosphere in March

'97.

At the suggestion of workers at the University of
Aberysrwvth, retrievals were carried out to deter­
mine t IH' ozone distribution over the E. USA / N.
Altantir / W.Europe region (from 20°N to 70°N and
80°\Y to 50°E), on several days in March 1997. Dur­
ing this period, air of sub-tropical origin had been
observed in the mid-latitude lower stratosphere by a
number of ozone-sondes (O'Connor 1998), resulting
in a characteristic minimum in the ozone concentra­
tion profile at approximately 15km.

The potential for GOME to detect such structure in
the lower stratosphere was clearly demonstrated by
results from the period. Figure 3 shows a comparison
between GOME and co-located ozone-sonde. The
relativclv coarse vertical resolution of the GOME re­
trieval i~ apparent, but the ozone minimum at 15km
is detected in the Band 2B retrieval. In this case, the
contribution of the Band 2B measurements to the re­
trieval i11the lower atmosphere is clearly evident - the
step 1 n-t rieval, which makes use of measurements in
Band L\ only, produces a reasonable profile down to
20km hut fails to capture the structure below.

A height / latitude (Band 2B) cross section of the
orbit containing this profile is provided in figure
4(a). The figure also shows (b) the correspond­
ing equivalent latitude 1 derived from the UKMO

1Equivalent latitude at a given point on a potential temper­
ature surface is defined as the latitude circle which encloses the
same area as the potential vorticity contour passing through
the point. In adiabatic, frictionless motion, potential vorticity
and hence·equivalent latitude are conserved.
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CARS-assimilation analysis for 12l-T . In addition,
an "equivalent ozone" field is also shown (c), con­
st rncted by sampling the Fort.uin El~J.!monthly zonal
ozone climatology in equivalent l.ir itude / poten­
tial temperature space (treating ozone as a passive
tracer). Despite the limitations of this technique,
there is a certain correspondence in structure near
th« tropopause with the retrieved distribution, e.g.
the behaviour of the 2x1012 molernlcs/cm3 contour
which, proceeding northwards, descends near 30°N,
then rises near 30°N, before descending again near
47°N. The 15km ozone minimum near 50°N is iden­
tified as arising from air originating at 35°N overlying
air from 60°N.

5. OPTil\:IISATION OF RETIUE\"AL SCHEME
EFFICIEN'CY

In order that large scale processing of GOME data
lw feasible the prototype scheme (operating at 1 pro­
file per hour c.f. measurement time of 1.5 seconds)
required optimisation. Processing SJH'<'clis limited by
multiple-scattering, high-resolution. radiative trans­
fer (or forward) calculations required to synthesise
GO:\IE spectra during the retrieval process. Approx­
imations to these radiative transfer calculations were
considered:

Band lA obtains information. down to just below the
stratospheric ozone peak, from the ~teep wavelength
dependence of ozone optical depth in the Hartley
band. In this region, information of adequate qual­
ity can be obtained by matching measured spectra
at the 1% level (in reflectance, defined as the ratio of
back-scattered radiance to direct solar irradiance). In
order that profile information he ext ended down into
the lower stratosphere and troposphere by the Band

2B retrieval , however, measurements in the Huggins
bands 11111stbe matched to at least 0.1% (ESA 1991)
to exploit the temperature-dependent structure of
the band. Forward model accuracv must therefore be
signific.urt.ly better than 1% and.0.1%, respectively,
for rotru-vals from Bands lA and 2I3 to be of similar
quality to those of the prototype algorithm.

A scheme has been developed which meets the Band
lA accuracy requirement by making use of exact,
GOl\IETRAN calculations at 24 wavelengths. These
are interpolated in absorption and scattering optical
depth SJ »ice to obtain spectra at the required resolu­
tion. hv making use of the analytic weighting func­
tions provided by GOMETRAN. The scheme relies
upon t h« temperature dependence of the band being
relativclv weak, as a consequence of which the rela­
tionship between total optical depth and reflectance
is onlv ;i weak function of wavelength. The scheme is
accurate at the 0.2% level and rapid enough to allow
real-time processing of the Band lA data within the
available computational resource (5 Dec Alpha 433au
machines).

The torupcrature dependence in the Huggins bands,
coupled with the more stringent accuracy require­
ment, procludes the use of a similar scheme for the
Band 2D retrieval. Instead, work is proceeding on
a look-up table approach to parametrise the effects
of multiple scattering in the band. The accuracy
achieved so far (0.2%) is not adequate for this band.
(Retrieved ozone from this approximate scheme de­
viated In· up to 100% in the lower stratosphere from
reference calculations performed by the prototype
scheme).

Large srale processing is currently under way using
the Band lA optimised scheme but retains the accu­
rate, prototype Band 2B scheme. Single profile pro­
cessing time is now 10 minutes on a single machine.
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Figure 2. Reirieoed ozone mixing raiios at the surface on 11th Janiuvn; and 4th July 1996. "+" symbols indicate the
centre of each GOME observation used to construct the map (values between which are obtained by linear interpolation of
the triangulated dataset).

The look-up table approach is being refined in paral­
lel so as to allow accurate retrieval frcm Band 2B at
a rate approaching real time in future processing.

6. SY:\'ERGISTIC USE OF ATSR-2 DATA TO
DERIVE CLOUD INFORMATION

In the presence of optically thick cloud, GOME can­
not see ozone at lower altitudes, and the retrieval
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scheme therefore returns values which are erroneously
low. To properly interpret the rctri.-vcd tropospheric
distribution therefore requires accur.it c knowledge of
cloud fraction and altitude within 1 lie GOME field
of view (FOV). A scheme is current ly being devel­
oped to derive such information using data from the
ATSR-2 instrument (also on board ERS-2).

ATSR-2 provides visible and infra-red measurements
in 7 channels ( 0.56, 0.66, 0.87, 1.6, 3.1, 11and12µm)
at a spatial resolution of lkm x l kin. For the pur­
poses of characterising each GOME scene the more
readily available "GBROWSE" product, sampled ev­
ery 4km along and across track was found to be suffi­
cient. ATSR-2 / GOME co-locatiou as been verified
using spatially (ATRS-2) and spectrally (GOME) av­
eraged measurements made by both instruments at
0.55 µm. For each GOME FOV:

l. Each ATSR-2 sub-pixel within the GOME
FOV is classified from visible channel ra­
tios. Scene type is identified as thick cloud,
cloud-free land, cloud-free sea, thin/partial
cloud etc.

2. A histogram of occurrence of each scene
type vrs. infra-red bright nc-ss temperature

within the GOi\IE FOV is constructed.
3. Height is inferred from infra-red brightness

temperature using the appropriate temper­
ature profile from the UKivIO analysis.

-1 .. -\TSR-2 views the same scene twice bv
scanning in the forward and nadir direc­
t ions. From the two views, cloud height is
also inferred by a parallax technique. This
approach provides information on high­
altitude optically thin clouds which can oth­
«rwise be incorrectly assigned to lower alti­
tudes by the infra-red brightness tempera­
ture technique.

'>. Parameters representative of the GOME
FOV are derived from the histograms: e.g.
total cloud fraction, mean and standard de­
viation cloud reflectance, mean and stan­
dard deviation cloud height etc.

, . C'O:\'CLUSIONS AND FURTHER \VORK

6

A prot.ot up« processing scheme has been developed
at RAL which retrieves height-resolved ozone pro­
files spanning the troposphere and stratosphere, pro­
viding rho first direct measurement of tropospheric
ozone from space and representing a significant ad­
vance (in terms of temporal / spatial coverage) over
previous measurements in the lower stratosphere by
occult at ion techniques. The potential of GOME
to obtain tropospheric ozone distributions consistent
with a :)-D CTl\1 and to resolve ozone structure as­
sociatcd with upper troposphere/ lower stratosphere
dynamics has been demonstrated.

A mor« officient scheme allows large-scale processing
of GOl\IE data at a rate of approximately 10minutes
per profile per CPU, including processing of Band lA
data at ;1 real-time rate to provide information down
to just l.clow the stratospheric ozone concentration
peak. \\.ork is continuing on development of a fast
forward model from Band 2B with the aim of accu­
rate rotricvals at a real-time rate for this band.

. Tlu- <rhcme is capable of real time processing of
Band 1.\ data to provide information down to just
below t ll<' stratospheric concentration peak, however
the recovery of information at lower altitudes requires
Band 2B measurements to be fitted to a level of accu­
racy not vet achieved with the approximate radiative
transfer model developed thus far. Work is contin­
uing 0111his model with the aim of enabling full re­
trievals nt a real-time data rate.

The srlu-me, as it stands, is currently being used to
process l day in 10of the GOME data globally for one
year starting on 24th March 1998. Sampling was se­
lected to make use of the narrow-swath mode GOME
data an. I the commencement of a special view mode
of tho .-\TRS-2 instrument (also on board ERS-2),
designed to ensure full coverage of the GOME FOV.
A sclH·111<~to make use of this ATSR-2 data to obtain
accurnt.o cloud coverage and altitude information for
interpror ation of the GOME retrievals is currently
under dovelopment at RAL.

It is intended that the profile data, together with
ATRS-2 derived cloud information will be made
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Figure 4. (a) Height vrs. latitude distribution retrieved from GOME orbit commencing 09:20 on 'l March 1997. (b)
Corresponding equivalent latitude distrilnitioti derived from the UKMO 11.nalysisand (c) "equivalent ozone" derived by
interpolating the Fortuin climatological distribution in equiuelent latitud« /potential temperature space.
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available via the British Atmospheric Data Centre
(http://www.badc.rl.ac.uk/).
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Four-Dimensional Variational Data Assimilation of Chemical Species

Dominique Fo11tey11,Quentin Errera. Martine De Maziere, Ghislain Franssens and Didier Fussen
BIRA-IASB, Belgium

Advances in chemical modelling, assimilation techniques and computing power, allowed the use of chemical models
for the assimilation of chemical species. At BIRA-IASB a 40-VAR model for the assimilation of stratospheric
chemical species is developed. It is based on the 3-0 chemical transport model with detailed chemistry and uses
ECMWF's analysed dynamical fields.

Results will be presented using a sample of a passed spaceborne mission. The topics addressed in this presentation
will be:

• description of 40-V AR assimilation system,
• issues about observations of chemical species with respect to the assimilation,
• technical implementation,
• results on chemical composition and evolution, and,
• possibilties for the ENVISA T 'chemistry' instruments and measurements.
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ASSIMILATION OF SIMULATED GOMOS DATA OF VERTICAL OZONE PROFILES IN A 3-D CHEMISTRY-DYNAMICS­
TRANSPORT MODEL IN THE FRAME OF MSDOL PROJECT

A. Hauchecorne, B. Theodore. J.L. Bertaux, C. Cot, C. Deniel
Service d'Aeronomie du CNRS, BP 3, 91371 Verrieres-le-Buisson Cedex, France, hauchecome@aerov.jussieu.fr

A. Mangin, G. Berenger, 0. Hembise
ACRI, 260, Route du Pin Montard, 06904 Biot,
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ABSTRACT

Here, we show assimilation results from GOMOS simulated
ozone data. The model is derived from the stratospheric 3-D
chemistry-dynamic model ROSE developed at NCAR, and is
forced by ECMWF winds below 30 hPa and internally computed
above this level. An Eulerian advection scheme has been adapted
in ROSE in order to have a better mass conservation. The model
is first used to create a set of simulated observations randomly
noised. These observations are then assimilated in a second
version of the model with an initial field which may differ from
the first version. The ability of the model to converge toward the
true 3-D ozone field when observations are assimilated is
assessed. Results are discussed in terms of the time constant of the
ozone photochemistry and the assimilation process. This allow us
to define a new concept, the assimilation factor.
These results form part of an EC-funded project Monitoring of
Stratospheric Depletion of Ozone Layer (MSDOL), which is
preparing for data from the European Space Agency's ENVISAT,
due to be launched in 2000.

I. INTRODUCTION

ENVISA T polar platform. to be launched by the European Space
Agency in 2000, will carry 3 instruments for the study of the
chemistry of the atmosphere and particularly the stratosphere,
GOMOS, MIPAS and SCIAMACHY. These 3 instruments will
provide a large quantity of measurements of chemical constituents
for the study of the ozone layer and its possible depletion. In the
present paper, we concentrate on GOMOS experiment. A detailed
description of the experiment is given in (Ref. 2). GOMOS is a
stellar occultation experiment. It will measure UV-visible spectra
of stars occulted by the atmosphere. giving access to about 400
vertical profiles per day of ozone and other constituents.
However, the accuracy of each individual profile will be very
dependent upon several parameters as the star magnitude and
temperature and the local time of the occultation (day/night).

Furthermore. the geographical location of the profiles will not be
uniformly distributed over the globe. It is therefore not so easy to
obtain. using a simple interpolation scheme. global 3-D fields of
ozone needed for modelling and climatology studies.

2. OPTIMAL INTERPOLATION

The goal of the data assimilation is to make the optimal use of
observations in order to improve model data. In the sequential
assimilation technique used in the present study. an observation is
assimilated at the nearest time step from the measurement time. If
one wants to make this assimilation optimal in a statistical sense.
one has to modified the model field in the direction of the
measurement in order to minimise the model error. This
minimisation should be obtained in the full area where the model
field is correlated with the model value at the location of the
observation. This method. called optimal or statistical
interpolation. has been described in details in (Ref. 9) and a more
recent update is given in (Ref. I). Here we just want to recall the
basic principle of the method.
When an observation of the variable g is available at a grid point
(i.j), the best estimate of g at a grid point (i'.j') is given by:

a b bg., ., = g., ., + G (g b - g .. )
I , J I , J 0 S I, J

where G is referred as the Kalman gain and a and b refer to the
analysed and background values of g. The minimisation of the
analysed model error leads to the expression ofG:

(Ji. e i' ,j' r( i.j ).(i' .j')
G = . 2 2

<J · · +cr obs~J

where cr,j and cr0b, are the model and observation errors.
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In the present study, the correlation function r, also called
neighbouring function, is assumed to have a Gaussian shape in the
zonal and meridional direction and can be expressed as :

r( ~j),(i',j') = exp(- (~·- ~) (yi' - y.)2~ - .2L2 .I )
y

where (x, ,yi) and (x, .'Yi) are the co-ordinates of points (i,j) and
(i'j') and L, and L, are the zonal and meridional correlation
lengths of the error of model ozone field. In the present study,
they are fixed to L, = I000 km and L, = 500 km.
The analysed model error is computed taking into account the
weight given to the observation in the analysed model value. In
absence of observation, the model error is assumed to tend
exponentially toward an asymptotic value of 25% of the model
value with a 3 days time constant.

3. DESCRIPTION OF THE MODEL

The ROSE model was developed at Free University Berlin for the
dynamics (Ref. 7) and at NCAR for the chemistry (Ref. 8).
Published descriptions of former versions of the model can also
be found in (Refs. 3, 5, 10). A version of ROSE driven by daily
UKMO analyses have been used to assimilate MLS data (Ref. 6).
ROSE is a grid point model extending from the upper troposphere
to the mesopause with an adjustable resolution fixed for the
present study to:
32 grid points in longitude, resolution 11.25° ;
36 grid points in latitude, resolution 5° ;
24 pressure levels from I0 to 80 km, resolution about 3 km.

3.1 Chemistry
The model includes 45 chemical species or families, among them
30 long-lived species or families are explicitly transported and 15
short-lived species are assumed to be in photochemical
equilibrium in their family. The photodissociation rates are
calculated taking into account the diurnal variation. In ROSE
chemistry, ozone belongs to the odd oxygen family 0, which is
the sum of O, + 0. The variable to be assimilated is then 0, but in
the stratosphere 03 represents more than 99% of 0,. By
convenience of language, we refer to ozone instead of odd oxygen
in the continuation of the paper.

3.2 Dynamics
In this version of ROSE, wind and temperature fields below 30
hPa are nudged to ECMWF fields taken every 6 hours and
averaged at the ROSE resolution. In order to avoid unrealistic
gravity waves in the model, the nudging is introduced smoothly
during the 15 days initialisation period. Above 30 hPa the
dynamics is computed internally using primitive equations of the
motion.

3.3 Transport
The advection scheme originally implemented in ROSE was a
semi-Lagrangian scheme described (Ref. 11). It has the advantage
to have a relatively low numerical diffusion but at the cost of
unrealistic negative mixing ratios or non-conservation of the
mass. Following the recommendation of (Ref. 4), the initial
scheme has been replaced by an Eulerian scheme referred as
Vanleer I (Ref. 12) in which the mixing ratio is assumed to vary

linearly within each elementary cell of the model with a condition
on the slope to insure monotonicity. It has the advantage to
conserve perfectly the mass and present an acceptable numerical
diffusion.

4. STRATEGY OF USE OF THE MODEL

In the final stage MSDOL, a set of randomly noised simulated
ozone profiles will be generated taking into account the mission
planning of GOMOS and the estimation of ozone error bars as a
function of altitude and magnitude and temperature of the
occulted star. In order to better understand the efficiency of the
assimilation scheme, a more simple experiment is made in the
present study. We consider that we have each day one occultation
at each second grid point in latitude and longitude. all occurring at
00 UT. This corresponds to 288 occulations per day. The random
error bar is assumed to be constant and equal to 5% at all
altitudes. We define 4 runs of the model.
Run I : ROSE run freely and the output is considered as the "true"
atmosphere. Randomly noised ozone profiles are extracted from
the output of Run I.
Run 2 : ROSE starts from the same ozone field than Run l and
profiles created using Run I are assimilated.
Run 3 : ROSE starts with an ozone field increased by 50%
everywhere and runs freely.
Run 4 : ROSE starts with an ozone field increased by 50%
everywhere and profiles created using Run I are assimilated.

The 4 runs start on 22 January 12 UT and end 6 days later. Root
mean square (hereafter RMS) differences Run 2 - Run I, Run 3 -
Run l and Run 4 - Run I are represented respectively on Figures
I. 2 and 3 as a function of time (every 6 hours) and for several
altitudes in the stratosphere. All observations are assimilated just
after hours 00, 24, 48, 72, 96 and 120. It means that for instance
the point at 48 hours is obtained 24 hours after the previous time
of assimilation when the point at 54 hours is only 6 hours after.
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Figure 1 . Time evolution of the rms difference between Run
and Run 2 at several altitudes in the stratosphere. Highest curves
correspond to lowest altitudes.

The difference Run 2 - Run I is representative of the noise in the
model due to the noise in the observations. In this case the RMS
difference increases just after the assimilation. The RMS
difference never reaches 5% but has a maximum of the order of
2.5 %. This is due to the fact that each grid point is influenced by
several observations made during the previous days. what tends to
average statistical fluctuations of the noise. At higher altitudes the
RMS difference tends to be smaller than in the lower stratosphere.
This is related to the faster photochemistry of ozone in the upper
stratosphere where the model tends to converge rapidly toward its
photochemical equilibrium in absence of measurement.
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Figure 2 : Time evolution of the rms difference between Run 3
and Run 1 at several altitudes in the stratosphere. Highest curves
correspond to lowest altitudes.

The difference Run 3 - Run I is representative of the tendency of
the model to converge toward its photochemical equilibrium when
it has been displaced. As expected. in the lower stratosphere ( 13.0
to 25.2 km). the RMS difference decreases very slowly with time
due to the very low photochemistry in this region. On the
contrary. on the upper stratosphere (43.5 km) the ozone
concentration tends to converge toward its photochemical
equilibrium and after 6 days the ozone field is only weakly
dependent on its initial state. However the convergence is not
totally reached. It is very fast during the first 24 hours but much
slower after that. This may be due to the fact that some other
constituents have been modified by the 50% increase of ozone
and take some time to return to their equilibrium.
The difference Run 4 - Run I is representative of the efficiency of
the assimilation scheme to force the model field to converge
toward the ··true field. The convergence is faster at high levels
but after 5-6 days it is reached at all altitudes and the RMS
difference is about the same than in the case of Run 2 - Run 1.
This means that the memory of the initial state of the model is lost
and the ozone field in the model is totally driven by the
assimilation of observations made during the 5-6 days period.
This proves the efficiency of the assimilation process.
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Figure 3 : Time evolution of the rms difference between Run ./
and Run 1 at several altitudes in the stratosphere. Highest curves
correspond to lowest altitudes.

5. ASS IM ILATION FACTOR

The results presented above indicate the difference of behaviour
of the model when observations are assimilated in the lower
stratosphere where the photochemistry is slow and in the upper
stratosphere where it is very fast. In order to better visualise the
effect of the assimilation process in the model output. we defined
a new concept, the assimilation factor. It corresponds to the
proportion of ozone molecules assimilated at the time of one of
the previous observations and never destroyed after to the total
number of molecules.
During the assimilation process, the assimilation factor a is
increased according to the Kalman gain :

In the chemical module the assimilation factor a is decreased as a
function of the chemical evolution of ozone concentration N(t):

N(t)- LL'.it
a(t +Lit)= a (t) + N(t) + (P - L)L'.it

where t.t is the chemical time step (7.5 min in our case) and P and
L are the production and loss rates of ozone.
The assimilation factor is transported as long-lived species.
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Figure 4: Time evolution of the mean value of the factor of
assimilation in Run 2 at several altitudes in the stratosphere.
Highest curves correspond to lowest altitudes.

Figure 4 represents the evolution with time of the factor of
assimilation in the case of Run 2. The difference of behaviour as
a function of altitude is very clear. In the lower stratosphere up to
25.2 km (and to a less extent at 31.3 km). a is always above 90%,
indicating that the time constant of ozone photochemistry is much
larger than the assimilation time constant (mean time between the
assimilation of 2 observations for a given grid point) and ozone
can be considered as a quasi-passive tracer. Therefore. the ozone
field in the model is dominated by the assimilation of
observations. In the upper stratosphere (43.5 km), a is much
lower. which indicates that the photochemistry time constant is
smaller than the assimilation time constant. In this case. the ozone
field in the model is more driven by the photochemistry of the
model than by the assimilation of observations and by the
transport. The middle stratosphere (37.4 km) is a region of
transition where both the assimilation of observations and the
photochemistry of the model have a significant contribution to the
ozone model field.
Contrary to the 4D-Var assimilation where it is possible to
constraint species which are not measured, in the optimal
interpolation technique presented here, we modify only the
measured species. Differences between model and observations
may be due to differences in unmeasured species or inaccuracies
in the model photochemistry and transport. In order to assess the
quality of the assimilated ozone field even in the case where the
model is wrong, we assume an intrinsic error Em for the ozone
field in the freely running model and a contribution of this error to
the total error in the assimilated ozone field proportional to 1-a.
This gives for the error E. of the assimilated ozone field:
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Figure 5 : Time evolution of the mean value of the error on the
assimilated o::.onefield in Run 2 at several altitudes in the
stratosphere assuming a 25% error on the o::.onefield of the free
running model. Lowest curves correspond to lowest altitudes.

Figure 5 presents the evolution of the error in the assimilated
ozone assuming a model error of 25%. This value is perhaps
pessimistic but is chosen high in order to show that it is possible
to assimilate observations in the lower stratosphere even if they
are high uncertainties in the photochemistry of the model. Below
25.2 km, the error remains below 3%. In the upper stratosphere
(43.5 km) where the assimilated ozone field is mainly imposed by
the photochemistry of the model, the error is of course near the
25% value of the model error.

6. DISCUSSION

The goal of this preliminary study within the European MSDOL
project was to assess the potential of optimal interpolation
technique to assimilate ozone profiles in a 3-D chemistry­
dynamics-transport model. The simplified exercise presented here
allows us to conclude that the technique is working very well in
the lower/middle stratosphere up to 30/35 km where the time
constant of photochemistry is longer than the time constant of
assimilation. In this altitude range the accuracy obtained in the
assimilated ozone field is smaller than the accuracy of a single
ozone profiles due to the fact that the value at a given time and a
given grid point can be influenced by several observations during
the previous days. This result is in agreement with (Ref. 6) who
have shown that the assimilation of UARS- MLS observations in
a version of ROSE resulted in improved global 3-D distributions
of ozone. In the upper stratosphere, the time constant of the
photochemistry is shorter than the time constant of assimilation
and the assimilated field reflects the photochemical equilibrium in
the model. However, this does not mean that the model will be
useless in this altitude range. If we observe a systematic difference
between the model and the observations. it will mean that there is

some discrepancy in the model (concentration of other
constituents or/and rate of photochemical reactions). Some
modification of the model photochemistry could be done off-line
in order to improve the agreement.
The next step within MSDOL will be to generate realistic
GOMOS profiles taking into account the mission planning and the
estimation of errors on ozone profiles as a function of star
magnitude and temperature. This will help us to estimate what
will be the final accuracy of the 3-D assimilated ozone field .
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ABSTRACT

This paper presents a methodology for mapping the ultraviolet
radiation (UV) with a spatial resolution of approximately 5 km
and potentially on a half hourly basis. It consists in using a
standard radiative transfer code (UVspec) and in exploiting
various sources of information to assign values to the
influencing parameters. GOME total column ozone data ( or
TOMS for pre GOME years) are used for the total column
ozone. The attenuation of radiation by clouds is estimated
using the MVIRI/METEOSAT visible channel data. In
practice, for each METEOSATpixel, a cloud liquid water path
is derived from the enhancement of the signal with respect to
the cloudless situation. Other influencing factors taken into
account include the tropospheric aerosols (using the
observations by the ground meteorological stations), the
surface elevation and the enhancement of the UV surface
albedo in presence of snow. First results on maps at the
European scale are presented. A preliminary comparison of
the satellite derived surface UV irradiance with the
measurements performed at the Environment Institute in Ispra
is also discussed.

1. INTRODUCTION

The increase in the intensity of the UV radiation reaching the
ground is one of the most important direct consequences of
ozone depletion. As exposure to higher levels of UV radiation
is potentially harmful to human health (skin cancer, cataract,
immunosuppression), and could induce modifications in
natural systems, it is obviously important to monitor the
changes that occur in this environmental parameter. Not
directly linked with ozone depletion there is anyway an
increasing awareness that exposure to solar radiation plays a
role in the risk of contracting some diseases or simply on skin
aging. Be it for impact studies on the environment or
epidemiological studies, it would therefore be very desirable
to obtain geographically and temporally extended information
on the surface UV radiation. The work reported here is a
contribution to generating this information.

We have adopted an incremental approach and the method
presented here should be considered as a first version that can
certainly be improved following an assessment of the results
accuracy and as new sources of information on the influencing
factors become available. In this respect, the processing
scheme is not fundamentallybound to any particular sensor or
data set as the UV maps are ultimately obtained by
interpolation in look up table, the entries of which are physical
parameters. In this version, these are solar zenith angle, total
column ozone amount, cloud liquid water path, near surface
horizontal visibility and surface elevation and albedo. Most of
the processing actually consists in estimating the values of
these parameters in each pixel of the desired UV map. In this
work, we have focused onWestern Europe and have generated

maps on an area extending from 34 to 74 deg. North and from
12 deg. West to 32 deg. East A regular grid in latitude and
longitude with a 0.05 deg. resolution was chosen. It roughly
corresponds to the typical resolution of the METEOSAT
images over Europe.

2. METHOOOLOGY

We have used without any modification, the 1.51 version of
the UVspec package [Refs 1, 2]. This radiative transfer code
offers several options for solving the radiative transfer
equation; we have systematically used the well known
DISORT routine [Ref 3], in its classical plane parallel version
and with six streams. We used UVspec to generate two Look
Up Tables (LUT), one giving ultraviolet dose rates at the
surface and the other simulating the radiance at the input of
the MVlR.Isensor on board the METEOSAT satellites. The
entries of these tables are a selection of the UVspec
parameters describing the radiative characteristics of the
atmosphere and the Earth surface.

2.1 The UV Look Up Table
The retained entries for the ultraviolet LUT are solar zenith
angle, total column ozone amount, cloud liquid water path
(CLWP), horizontal visibility at the surface, Lambertian
equivalent UV surface albedo and surface elevation. We chose
these parameters on the basis of their significant influence on
the surface UV radiation intensity and/or because of the
possibility of assigning them geographically and/or temporally
resolved values. Figure I shows the overall scheme for
producing UV maps using this LUT.

Solar zenith angle, horizontal visibility and surface albedo are
explicit input parameters of the radiative transfer code. The
visibility parameter modulates the tropospheric aerosol optical
thickness (the code equates the extinction coefficient at 550
run to -3 times the inverse of the visibility expressed in km).
A background standard aerosol model was used [Ref 4], the
method is therefore unable to take into account the variability
in the spectral radiative properties of different aerosol species
or in vertical aerosol profiles. Changing the total column
ozone amount and/or surface elevation requires modifying the
atmospheric profiles. For the result presented here, a standard
mid-latitude summer atmosphere was used as the basis [Ref
5]. To take into account the surface elevation, the profiles are
truncated in their lower part, up to the surface altitude. The
resulting total column ozone amount is then computed and set
to the desired value by multiplying the ozone concentration by
the adequate scaling factor. This procedureobviously neglects
the variability in the ozone profile shape. UVspec uses four
parameters to describe the low clouds: thickness, altitude,
effective water droplet radius and density. As the cloud
information is later derived using only the visible band image
of the MVIRI sensor, we needed to reduce the cloud
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Figure 1. Overall structure of the algorithm to produce surface UV radiation maps.

description to a single parameter, equivalent to the cloud
optical thickness. We chose fixed values for the altitude,
thickness and droplet radius (respectively 1 km, l km and
7µm) and left the density variable, which then determines the
liquid water path. The value for the effective drop radius is a
climatological value adapted to clouds over land [Ref 6].

2.2 The MEI'EOSAT Look Up Table
This second LUT is used to retrieve a liquid water path from
the MVIRI/ME1EOSAT images. This time, the top of
atmosphere radiance is computed as a function of solar zenith
angle, viewing zenith angle, difference between the
illumination and viewing azimuth angles, cloud liquid water
path (CLWP), the effective surface albedo in the MVIRI
visible band and the surface elevation. The three angles are
explicit input parameters of UVspec and the other parameters
are treated in the same way as for the UV LUT. The MVIRI
visible channel has a broad spectral band extending from 500
to 900 run and it takes quite a large CPU time to perform the
calculations over the entire band. To keep the computing time
reasonable, a narrower band centered on the maximal spectral
sensitivity was used. Furthermore, the METEOSAT LUT does
not include the variability due to water vapour and ozone
amount. These are admittedly drastic simplifications.
However, we use the LUT only to compare the cloudy and
non cloudy signal. The absolute values are only of a second
order importance and this should reduce the impact of the
approximations on the results.

2.3 Retrieval of values for the cloud liquid water path
The overall scheme for processing the METEOSAT data is
illustrated in Figure 2. Given the date and time slot, for which
the UV maps have to be produced, the first step is to
reconstruct a map of effective surface albedo. For this
purpose, we use a series of images acquired during ten days

centered on the considered date and for the same time slot, in
order to find a cloudless situation. For each pixel, the various
illumination and observation angles are computed Using also
the elevation data, the METEOSAT LUT is reduced to two
entries: effective surface albedo and cloud liquid water path.
For low values of the surface albedo (large majority of cases)
the signal increases with cloud thickness. A first guess is
therefore to assign the lowest observed signal to the cloudless
situation and to compute the corresponding surface albedo.
The ME1EOSAT signal dependence on CLWP is then
estimated from the LUT, for the retrieved effective albedo. If
the signal is indeed found to increase with CLWP, the
effective albedo value is accepted. In the opposite case (i.e.
the signal decreases with increasing CLWP), the logic is
reversed and the surface signal is associated with the maximal
signal observed during the ten days. In practice the latter case
only occurs over snow covered areas. This procedure assumes
that the surface reflectivity is stable during the ten day period.
It should be stressed that the effective albedo obtained in this
way does not pretend in any way to represent the real surface
albedo. It is only the value of the albedo parameter, in the
modelling scheme described above, that reproduces the sigiiaJ
intensity for the given date and time slot.

Although most of the clouds are eliminated, a substantial
fraction remains, especially in the Arctic. The effective
albedo map is further processed to eliminate part of the
remaining cloudy pixels, on the basis of separate histograms
of effective albedo over land and seas/ocean. These
histograms show an asymmetrical peak with a trailing edge on
the high value side. The albedo values above a certain
threshold are rejected and substituted by value on neighboring
pixels. The high albedo values are however kept where the
pixel may be snow covered. These are identified using the
HIRLAM data, giving the snow cover over Europe on the
basis of synoptic observations and modelling.
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Figure 2. Overall scheme for estimating the cloud liquid water path fromMVIRI/METEOSATdata.

Finally, the cloud liquid water path for the selected day and
slot is retrieved from the corresponding original METEOSAT
image and effective albedo map. For each pixel, we determine
the value of CLWP that reproduces the METEOSAT signal,
using the full METEOSATLUT.

2.4 Assignmentof values to the other influencing parameters
For surfaces not covered by ice or snow, the UV Lambertian
equivalent reflectivity typically varies between 0.01-0.04
(land) and 0.05-0.l (water). These ranges of value are
supported both by ground or airborne measurements [Ref 7)
and estimation from satellite observations [Ref 8). Several
sensitivity studies have shown that for these low values of
surface reflectivity, the influence on the surface downwelling
UV intensity is very limited [Refs 7, 9). The bright surfaces
that make the exception are sand deserts and, more important
for Europe, snow covered areas. The UV effective reflectivity
of a snow covered surface depends on a number of factors
such as grain size, purity, illumination angle, layer thickness.
A range of values from 0.6 to close to 1 are reported in the
literature [Refs 10, 11). Furthermore, for mapping the UV
radiation, we are interested in the effective reflectivity of an
area corresponding to a map pixel. While the reflectivity of
pure clean snow may approach 1, partial snow cover, the
presence of trees and other similar factors will very often
significantly reduce the effective pixel reflectivity. The
detailed information that would be necessary to correctly
assign the value to the UV albedo is clearly not available at
the chosen spatial resolution and scale. For generating the
maps, we have thus assigned values of 0.06 to sea/ocean
pixels and 0.03 to non snowy land pixels. We assigned a
value equal to 70% of the effective visible albedo to the pixels
identified as snowy from the METEOSAT data processing.
The rationale for proportionality between the albedo in the two
spectral ranges is that partial snow cover should affect them in
a similar way. The value of 70% was chosen to set the values
of the UV albedo in the reported experimental range.

Tropospheric aerosols are an important factor in determining
the intensity of the surface UV radiation. They backscatter
and absorb the radiation, leading to a diminution of the surface
radiation. Different types of aerosols vary considerably in
their UV single scattering albedo: between 0.9 and 1 for
maritime aerosols and antropogenic sulfate, down to 0.6 for
urban aerosols and smoke [Ref9]. Their efficiency in reducing
the surface radiation vary accordingly. In any case, the
aerosols should be taken into account for mapping UV
radiation, in particular if the results are intended to be
exploited for change studies. An increase in the aerosol load
could indeed reduce the upward trend due to stratospheric
ozone depletion [Ref 12). However, historical and
geographically resolved maps of aerosol load and optical
thickness are not readily available. In most UV mapping
processors, this constrains to assume a constant background
aerosol characterisation. One exception is the use of the
TOMS UV aerosol index [Ref 13). This data set is definitely
pertinent for global studies but is not ideally adapted for high
spatial resolution maps. While the new satellite ocean colour
sensors (OCTS, SEAWIFS) provide aerosol optical thickness
over seas and oceans with I km resolution, there aren't yet
similar products over land. In the present version of the
processor, we make an attempt to use the observations of
horizontal visibility reported by the ground meteorological
stations. More precisely, we exploit a database of
meteorological observations compiled by the MARS
(Monitoring Agriculture with Remote Sensing) project at the
JRC. This data set is made of information obtained from
national meteorological services, either directly or via the
Global Telecommunication System. The data are
preprocessed to convert them in a standard format. The
database spans a period from 1974 to present. We use the
mean daytime visibility, expressed in kilometers. Over the
area covered by the UV maps, approximately one thousand
stations report this daily value. The meteorological
observations are interpolated on the UV map grid. This is
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Figure 3. A series of UV maps showing the influence of various factors. All maps represent erythemally weighted UV dose rate, on
April l 5tll 1997at 11 :22 UTC. Top left: only solar zenith angle and total column ozone are taken into account (surface elevation = 0,
Lambertian equivalent UV surface albedo = 0.03, visibility = 20 km). Top right: after inclusion of surface elevation and albedo.
Bottom left: after inclusion of surface visibility. Bottom right: after inclusion of attenuation by clouds.

performed in a simple way by finding the Voronoi polygon of
stations associated to each node of a 0.5 degree grid in latitude
and longitude, following a spherical Delaunay triangulation.
The visibility value at each node is then computed by
weighting the contributing stations values in inverse
proportion to their distance to the considered grid node.
Finally, the values on the finer UV map grid are interpolated
on the 0.05 deg. grid with a bi-linear algorithm.

The method described here only needs the total column ozone
amount, which can be obtained from various sources. For the

recent years (after July 95), we use the level 3 GOME data
available from the ATMOS User Center at DLR
(http://auc.dfd.dlr.de/GOME/index.html). These daily
maps are obtained by interpolating the level 2 data on the basis
of an atmospheric planetary wave model (the level 2 data
provide global coverage in three days). For earlier years, we
use the TOMS version 7 level 3 gridded data (I degree latitude
x 1.25 degree longitude). In both cases, the ozone data are
interpolated on the UV map grid with a simple bi-linear
algorithm.
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The information on surface elevation comes from the
GTOP030 world digital elevation model (DEM) elaborated by
and available from the U.S. Geological Survey's EROS data
center (http://edcwww.cr.usgs.gov/eros-home.html). This
truly global data set contains the elevation for land surfaces,
on a regular grid in latitude and longitude, with a spatial
resolution of 30 arc seconds. For the purpose of this work, the
DEM was resampled both on the METEOSAT grid and the
grid chosen for the UY maps. In both cases, the resampled
DEMs contain the mean elevation inside the pixel. We also
generated masks of land and sea/ocean used in the processing
scheme.

3. EXAMPLE OF RESULTS AND PRELIMINARY
COMPARISON WITH GROUND MEASUREMENTS

Although the processor also generates other dose rates, we
systematically present here maps of the erythemaily weighted
UY radiation (CIE87); in order to make the comparison easier.
Figure 3 shows the results obtained when the influencing
factors are taken into account step by step. In the first image
(top left), only the solar zenith angle and total column ozone
are included, the other parameters are given uniform values
(0.03 Lambertian equivalent UY albedo, 20 km visibility, 0 m
elevation). The image corresponds to 11:22 UTC when the
solar zenith angle is minimal at approximately 9.5 deg. of
longitude East. In the image however, the maximal surface
UY radiation is shifted to the west because of lower values of
the total ozone column, which on this day typically varied
from 300 to 350 DU over the Iberian peninsula, France and
the British Isles and between 370 and 400 DU over the rest of
Europe. In the next image (top right) we have introduced the
elevation and the surface Lambertian equivalent UY albedo.
The increase in surface UY radiation is due to both elevation
and snow cover in Scandinavia and over the Alps, while the
effect in Spain and Northern Africa for instance is solely due
to the altitude. The procedure assigned typical values between
0.5 and 0.7 to snowy pixels in Norway and between 0.3 and
0.6 in the Alps. The typical increase in surface erythemal dose
rate is from 55 to 70 mW/m2 and from 150 to up to 200
mW/m2 respectively. If we take the example of the highest
pixel in the Sierra Nevada (37.6 deg. N- 4.25 deg. W, snow
free), for which the mean altitude given by the resampled
DEM is 1420 m, the erythemal dose rate increases to 190
mW/m2 from 177 mW/m2 when calculated as if at the sea
level. In the following image (bottom left), we have used the
horizontal visibility interpolated from ground observations
instead of the relatively high uniform value of 20 km. Areas
most affected are Southern Germany and Wales but, as these
are also heavily covered by clouds, the low visibility value
could result from rain. A decrease is also visible for instance
in Catalonia, where a cloud free condition prevails. If we
choose the pixel containing Barcelona (41.37 deg. N - 2.12
deg. E), the visibility is found to be 13.8 km and the erythemal
dose rate is reduced from 179 mW/m2 to 166 mW/m2. Finally,
the attenuation by clouds is introduced (bottom right) and it is
of course the major factor determining the instantaneous
surface dose rate.

With the exception of HIRLAM snow cover, all the input data
are available back to the early eighties. The possibility of
consistently generating information on the past situation at a
decadal scale has been tested by producing maps for the year
1984. In this case, the total column ozone data are from
TOMS.

Figure 4 shows a map of the erythemai daily dose on April
IS'h 1997. We have sampled the dose rate at half-hourly
intervals from 4:52 to 17:52 UTC, using 27 METEOSAT
images and integrated over this time range to obtain the dose.
A correction factor was applied to take into account the fact
that the fraction of the full daily cycle covered by the 27 time
slots varies according to the geographical position. It should
be remembered that only the attenuation by clouds is actually
temporally sampled in this way, as we only have a daily
average for the other influencing factors. The attenuation by
clouds is however the most dynamic influencing factor. As
expected, the cloud features are smoother than in the dose rate
map of Figure 3. It should also be noticed that the patterns
over Spain are significantly different. This is due to rapidly
evolving meteorological conditions over this area, with clouds
fanning in the afternoon. This illustrate the interest of using
the half hourly sampling rate of METEOSAT to better
estimate the daily dose in such conditions.

0 2

kJ/m2

Figure 4. A map showing the erythemaily weighted day dose
on April 15'\ 1997. This map was obtained by integration on
time of dose rate estimated every half hour from 4:52 to 17:52
UTC.

In this paper we present a very preliminary comparison
between the results obtained with the mapping methodology
and ground measurements performed at the Environment
institute of the JRC, in Ispra. The spectral measurements were
performed with a Brewer instrument and extend from 290 to
325 nm. As longer wavelengths still significantly contribute
to the erythemaily weighted dose, we have chosen to compare
the unweighted UY-B (280 to 315 nm). When comparing the
instantaneous dose rate, the agreement can be quite good on
cloudless days. In the presence of a broken field on the
contrary, the model does not reproduce the high dynamic of
the measurement. This is expected as the satellite derived
dose averages over an area of about 25 km2 while the ground
instrument reacts to the passing of a single cloud. The broken
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cloud field is also a case where plane parallel modelling,
which considers a horizontally homogeneous atmosphere, is in
principle not valid. The same is true in general wherever a
strong horizontal gradient in any of the influencing factors is
present. Another example is the fact that high albedo surfaces
(snow covered) increase the surface radiance in snow free
adjacent areas [Ref 14]. These "3D" effects are significant for
high spatial resolution UV maps such as those presented here.
On the other hand. the implied CPU time still makes three­
dimensional modelling impracticable for generating maps.

However, in the case of a broken cloud field, and because of
ergodicity, we can expect that the errors will partly average
out when performing the integration to obtain the daily dose.
This is what suggests Figure 5, which shows quite
encouraging agreement when we compare the results for the
daily dose of ten days in July 1996. In this figure and to
illustrate the relative importance of the influencing factors, we
have also plotted the doses obtained for absolutely clear sky
and constant ozone amount and when introducing step by step
the observed ozone amount and estimated visibility. Over
these tens days, total column ozone varied between 303 and
323 DU and visibility between 9.7 and 19.5 km.
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Figure 5. Comparison between modelled and measured UV­
B (280-315m) daily dose at Ispra (45.8 deg. N - 8.63 deg. E -
220 m altitude) during a ten-day period from July 2200 to July
31", 1996. The dotted line (e) represents the measurement.
The solid lines represent the modelled values, a: only the solar
zenith angle is variable (total column ozone= 290 DU, no
aerosols and no clouds), b: the actual total column ozone is
additionally taken into account, c: the visibility observations
are used to modulate the attenuation by aerosols, d: after
inclusion of cloud attenuation.

This single comparison is certainly not sufficient to draw a
conclusion on the quality of the UV maps. We have plans to
systematically assess the maps' accuracy by comparing the
results with a comprehensive set of ground measurements.
These will be chosen to be representative of the variability in

influencing factors encountered in Europe during a full year
(geographical, meteorological and environmental). We see
this exercise as a vital step to determine the usefulness of
satellite derived maps with regard to various potential
applications.

4, CONCLUSION

The technical capability of generating surface UV irradiance
maps over Europe that take into account the geographical
variability of solar zenith angle, total column ozone,
attenuation by clouds and tropospheric aerosols, surface
elevation and albedo with a spatial resolution of 0.05 deg. has
been demonstrated. These maps could be produced on a half­
hourly basis and used to compute the UV dose integrated on a
day. The same information could also be consistently
generated with 1984data. This suggests that the methodology
is adapted to enable change studies. All included influencing
factors have been found to significantly affect the surface UV
irradiance in the context of the geographical and temporal
variability encountered in Europe. The accuracy of the
produced information has not yet been systematically assessed
but a preliminary comparison with a single set of ground
measurements in Ispra is encouraging for the quality of the
daily dose estimation.
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ABSTRACT

Three different satellite based methods for the calcula­
tion of the UV radiation from GOME spectral data at
the earth surface are presented. The main differencebe­
tween the three methods is the way cloud information is
derived from GOME data and how it is implemented in
the algorithms. The first idea in how to handle the clouds
is based on an empirical cloud correction factor which is
derived from reflectivity measurements at 380nm. The
secondmethod calculates the UV surface spectra by tak­
ing a weighted sum of clear sky and overcast spectrum
where the weight f is the partial cloudiness in percent,
computed from the GOME data in two alternative ways.
All radiative transfer calculations are done by a multi­
ple scattering pseudospherical radiative transfer model
(RTM) including aerosols and clouds as layers.

For the validation of the three models data from ground
based Brewer spectroradiometers operated by the Ger­
man Weather Service (DWD) are used. The spatial and
temporal coincidence between the satellite overpass and
the ground based measurement deeply affects the quality
of the UVfield estimation. The presence ofbroken clouds
and the short time scale cloud variability within the field
of viewof the satellite are the major factors giving rise to
significant discrepancies. Provided that the atmospheric
conditions are mostly unperturbed, the overall agreement
is good. A higher resolution cloud detection algorithm is
a very promising tool to deal with more disturbed situa­
tions.

1. INTRODUCTION

Due to the depletion of stratospheric ozone an enhance­
ment of the biologically harmful UVB radiation reaching
the earth surface is expected (Ref. 21). Other effectssuch
as possible increases in aerosol loading and variations in
the cloud coverage have also to be taken into account to
study longterm trends in UV surface radiation. One dis­
advantage of ground based UVmeasurements is that they
mainly look at local effects. A satellite based method
in deriving UVB radiation, however, is able to produce
global maps of UV fluxes and analyse global UV trends
with respect to cloud, aerosol and ozone variability.

The first approach to derive UV radiances from satellite

measurements was based on data from the NIMBUS7 so­
lar backscattered ultraviolet (SBUV)instrument (Ref.8).
It uses atmospheric radiation budgets and the law of en­
ergy conservation to compute the biologicallyactive UV
radiation. A secondmethod calculates the surfaceUVra­
diation over Antartica with the help of NOAA/AVHRR
cloud information and NIMBUS 7/TOMS total ozone
data (Ref. 17, 16). Another algorithm was developedby
NASA/GSFC to determine UVB fluxes from the NIM­
BUS 7/TOMS instrument using total ozone and reflec­
tivity measurements for cloud correction (Ref. 3, 12, 13).
In this paper GOME data are used to derive surfaceUVB
radiation. GOME provides in addition to total ozone
auxiliary information about the atmosphere, for exam­
ple fractional cloud cover and UV/VIS reflectivity. It is,
therefore, possible to derive the UV index from a single
satellite instrument.

2. GOME INSTRUMENT

The Global Ozone Monitoring Experiment (GOME) is a
new passive remote sensing instrument launched by ESA
aboard the second European Research satellite (ERS-2)
in late April 1995 (Ref. 5, 1, and references therein).

The primary objective of GOME is the derivation of ver­
tical columns of relevant atmospheric trace gases, such as
03, N02, BrO, OClO, 802, H2CO, from the backscat­
tered radiance and direct solar irradiance measurements
(Ref. 1, 18, 10, 22, 4). GOME comprises entrance
optics, a spectrometer, as well as electronic and ther­
mal subsystems. The spectrometer is basically a double
monochromator, where the light is separated into four
spectral channels. Each of the latter contains a holo­
graphic grating and a Reticon Si diode array detector
with 1024 pixels. In this manner the entire spectrum
from 240 to 790 nm is observed simultaneously and the
spectral resolution varies between 0.2 and 0.4 nm depen­
ding on the spectral channels (Ref. 1). Part of the light
which reaches the predisperser prism is branched out and
recorded with three broadband polarization monitoring
devices (PMD), which approximately cover the spectral
range of the GOME spectral channels 2 {300-400nm),
3 (400-600nm), and 4 (600-800nm), respectively. The
PMDs measure the amount of light at an instrument
defined polarization angle. GOME is a nadir viewing
instrument and the measurement sequence consists of
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three across-track scans lasting 1.5 sec each. Each for­
ward scan covers a surface area of 40 km along-track x
320 km across-track. The readout time of the PMDs is
93.75 msec, such that each spectral scan of 1.5 sec in­
cludes 16 PMD measurements. Besides measuring the
fractional polarisation of the backsattered radiances, the
PMD measurements can be used to obtain additional in­
formation on cloud distribution and surface reflectivity
variation at a higher spatial resolution (40x20 km2) than
is possible from the spectral channels alone.

3. GOME UV MODELS

One of the most important and challenging needs in com­
puting the UV radiation reaching the ground from satel­
lite data is the knowledge of the atmosphere's composi­
tion. The actual and local amount of the main absorbers
in the UV region like oxygen and ozone is measured by
the GOME instrument. However, the correlation be­
tween stratospheric ozone depletion and an enhancement
of ultraviolet radiation reaching the earth's surface can
be only studied if other impacts to the incoming solar
light are considered. Particularly clouds have a dramatic
screening effect on the UV flux. The probability that a
GOME pixel (40 x 320 km2) is contaminated with clouds
is estimated to be more than 99.8% (Ref. 2). Thus, the
necessity of correcting UV calculations for clouds is obvi­
ous and one main aspect in this work. In Figure 1 the two
extreme cases of clear and complete overcast sky and its
impact on the UV index are shown in the time series of
GOME derived UV indices in Bremen (53°N, 9°E). Un­
der partial cloud cover the derived UV index lies between
the two extreme values shown in the bottom of Figure 1,
if the fractional cloud cover information from GOME is
used (see section 3.2). In early March an ozone mini-hole
with total ozone as low as 210 DU passed through Bre­
men causing an increase of UV exposure by a factor of
almost two, which is, however, still less than half of that
reached in the summer.

3.1. Reflectivity Models

The followingmethod was first applied for TOMS satel­
lite data (Ref. 3). An empirical correction factor deter­
mined from the top of atmosphere reflectivity at 380 nm
is used:

F = Fc1r[l - (R- 0.05)/0.90), (1)

with F being the actual surface flux and Fa- the clear sky
surface flux. The reflectivity R is obtained by averaging
the GOME sunnormalised radiances from 380 to 381 nm.
Fczr is calculated with a radiative transfer model GOME­
TRAN (Ref. 19), which includes the total ozone column
information obtained from GOME. The RTM calculation
includes full multiple scattering, pseudospherical geome­
try, and an aerosol parametrization scheme. The aerosol
optical thickness is taken from the global aerosol data set
(Ref. 11). For reflectivities R > 0.5 the ground albedo,
described by the off-set 0.05 in the above formula, can
be neglected and the surface flux can be expressed as
follows:

F = Fczr(l - R) (2)

(Ref. 3).
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Figure 1: 1996 time series of -daily total ozone mea­
sured by GOME (solid line) and ground based ozone
data from an UV zenith sky spectrometer in Bremen,
Germany (53°N, 9°E, solid points). All GOME data
recorded within a distance of 500km from Bremen were
averaged. The horizontal line corresponds to the GOME
annual mean of 316DU. Also shown are the annual varia­
tion of the maximum solar elevation angle above horizon
each day. Bottom: Using the daily GOME total ozone
and the daily maximum solar zenith angle a time series of
the UV index under clear-sky condition (top curve) and
overcast condition (bottom curve) are shown in the bot­
tom. A reference UV index time series calculated from
the annual total ozone mean is shown as a smooth line.
An uniform altostratus cloud with vertical extent ffom
1.5 to 2 km and optical depth of 20 has been assumed,
which reduces the UV index by a factor of about 3.2 from
that under clear sky condition.

3.2. Cloud Cover Models

The second and third model use the GOME observation
of fractional cloud cover which is derived in two differ­
ent ways. In the radiative transfer model GOMETRAN
clouds can be parametrized in two ways: as a bidirec­
tional reflecting surface or as a scattering layer with radi­
ation penetrating the clouds. In both methods the cloud
is assumed to be extended homogeneously over the entire
GOME ground pixel. Since the most common scenario is
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a sky with partial cloud cover, the radiative transfer cal­
culation ist done twice, once for clear sky situation (Fc1r)
and then for a completely overcast scene (Fc1oud). These
two results are combined to a weighted average, where
the weight is determined by the fractional cover f:

F = (1 - /) * Fc1r + J * Fc1oud· (3)

There are two independent methods to derive the
cloud fraction f from GOME: the ICFA (Initial Cloud
Fitting Algorithm) method and the PMD (Polarization
Measurement Device) algorithm.

3.2.l. The Initial Cloud Fitting Algorithm (ICFA)

The Initial Cloud Fitting Algorithm (ICFA) was first
proposed by Kuze and Chance in 1994 and has been
extended to be part of the operational GOME level 1 to
level 2 processing (Ref. 20). The major aim of ICFA is
to obtain a cloud correction to the retrieved trace gas
columns (Ref. 1).
The algorithm is based on the following idea: The
missing 02 absorption below the cloud top measured
in the oxygen A band at 760 nm gives an estimate of
the fractional cloud cover. By least squares fitting, the
cloud fraction is searched which minimizes the difference
between measured and precomputed transmittances,
exploiting the moderately high spectral resolution of
GOME (Ref. 1).
The calculated UV spectra are finally multiplied with the
CIE function resulting in the erythemally weighted spec­
trum. Integration over the UV wavelength region and
multiplying by 40 leads to an UV index between 0 and 16.

3.2.2. The PMD algorithm

An alternative way to obtain a more accurate and de­
tailed measure of the cloudiness is to enhance the spatial
resolution. The three broadband Polarization Measure­
ment Devices (PMDs) of the GOME instrument, which
are used to determine the polarization state of the in­
coming radiances, are read out 16 times faster than the
diode arrays, yielding an improved spatial resolution of
40 x 20 km2•

The three reflectivity signals from the PMDs, approxi­
mately covering the red, green and blue part of the visible
GOME spectrum, are tested against user-defined thresh­
olds (Ref. 14). Pixels showing a reflectivity lower than
a predefined minimum are identified as cloud free and
pixels, whose PMD signals exceed a certain maximum
threshold are declared complete overcast. For partially
cloudy scenes, i.e. the signal P lies between Pmin and
Pmax, the fractional coverage f is computed as follows:

!= IP; - Pi,minI
Pi,maz - Pi,min '

where the index i denotes the number of the device
(i=l,2,3).
Due to the different spectral reflection properties of dif­
ferent earth surface types the actual test varies with the
surface type detected. The surface dependence of the ra­
tios of certain pairs of the signals is also exploited. Fur-

thermore a permanent update of the thresholds is per­
formed, thus providing an optimum basis for cloud clas­
sification, derived directly from the instrument's signal.

4. VALIDATIONOF THE UV MODELS

For the validation of the UVB models ground based
measurements by Brewer spectroradiometers operated
by the German Weather Service (DWD) in Potsdam,
Hohenpeissenberg and Lindenberg were collected. The
Brewer instruments in Lindenberg and Hohenpeissenberg
are single monochromators while in Potsdam measure­
ments are made with a single and, in addition, with a
double monochromator. Spectra from Hohenpeissenberg
and Potsdam are corrected for the cosine error (Ref. 7)
while the correction is not applied to measurements from
Lindenberg leading to an error of up to a maximum of
10%to 15%. At days with partial cloudiness it is difficult
to compare model values with measurements since clouds
have a large effect on the UV spectra. Even short time
differences between the GOME overpass and the ground
based measurement can lead to large deviations in the
UV index because the satellite and the ground measure­
ment might see different sky conditions. One ground
based spectral measurement takes about eight minutes
and quick cloud passages can lead to inconsistent sur­
face measurements. It should be mentioned that GOME
cloud detection with PMDs has a maximum spatial reso­
lution of 40 x 20 km2 and GOME sees therefore spatially
averaged cloudiness, whereas only local cloud information
is important for the ground based measurements.

Figure 2 shows the UV indices for all coincidences be­
tween GOME overpasses and DWD measurements in the
months April to September in 1996 and 1997. Spatial
coincidence was fulfilled if the PMD subpixel (40 x 20
km") contained the DWD station. The time differences
between the two measurements had to be less than 30
minutes. The best correlation between the GOME and
the DWD UV index is found with the PMD model. Both
the ICFA and the Reflectivity Model tend to underes­
timate the UV index. The ICFA cloud fraction calcu­
lated with the GOME Data Processor (GDP) Version2.0
(1996-1997)is known to be overestimated (see Figure 3)
which may explain the underestimation of the UV index
by the Bremen ICFA model. Better agreement shall be
obtained for the new version 2.3 (1998-present).
The Hohenpeissenberg measurement station lies at a

sea level of 970m. Our assumption for the aerosol opti­
cal thickness of 0.2 may be too high leading to GOME
UV indices too small for this station. The scattering of
the points in Figure 2 can be mainly explained by the
influence of broken clouds.

(4)
In Figure 4 only those points where the averaged cloud
fraction over the 16 PMD-subpixels (16 sequential PMD
measurements occur during one high spectral resolution
scan) is lower than 10%are plotted and the time gap be­
tween the measurements is smaller than 5 minutes. Un­
der such restricted circumstances there is an excellent
correlation between our model and the DWD data. In
the bottom of Figure 4 we can see that the best correla­
tion is found for the data from Potsdam. For Lindenberg
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the deviations seem to be larger because the spectra are
not corrected for the cosine error. The GOME UV indices
for Hohenpeissenberg seem to be a bit too low perhaps
due to a too heavy aerosol loading assumed as mentioned
already above.

The difficulties in modelling the UV index under bro­
ken cloud condition are shown in Figure 5. Greatest de­
viations should occur in the region where the averaged
cloud fraction lies between 0.3 to 0.7 which can be seen
in the upper plot of the picture. As the cloud fraction
approaches 1 one would expect small deviations between
model and measurement as for clear-sky conditions. This
is not the case in general because of unknown parameters
for the complete description of the clouds (cloud optical
thickness, cloud type and height), which have to be esti­
mated.

In the bottom of Figure 5 we can see that with increasing
variability of the cloud fraction from PMD pixel to PMD
pixel within the agreement between model and measure­
ment becomes worse because of the fluctuating cloud con­
ditions.

5. CONCLUSIONS

We have shown that GOME specific products can be used
efficiently for the estimation of global surface UV irradi­
ance. However the most problematic issue is the time lag
between satellite observation and ground measurement.
If broken clouds are shielding the field of view at the time
of overpass, accurate UV index is difficult to estimate.
To solve this problem, the use of higher resolution PMD
measurements seems to be the most promising methodo­
logy for detecting and taking this situation into account.
This validation is limited both in time and space. To­
gether with improvements in the models, a more com­
prehensive intercomparison is needed that would include
the effects of ground albedo and aerosol attenuation.

One great advantage of GOME is that the satellite
actually measures backscattered UVB radiation. Be­
cause GOME measures a broad spectral range (240nm
- 790nm) it is possible to perform direct aerosol retrieval
(Ref. Guzzi et al. 1998) using the decreasing behaviour
of the part of the spectrum, where trace gas absorp­
tion does not play such a important role. Furthermore,
we plan to implement a cloud retrieval code which con­
sists of a combination of the absorption of the 02 A
band and the PMD algorithm to simultaneously derive
the cloud fraction, cloud top height and perhaps cloud
type (Ref. 9). Further improvements are expected from
the use of 03 profiles retrieved from GOME (Ref. 1)
in place of the total column. In the model calculations
we currently use the lD radiative transfer code GOME­
TRAN++ (Ref. 15, 19). The next step beyond is to
test our computations with a 3D radiative transfer model
in order to improve the GOME UV index under inho­
mogenous cloud condition (Ref. 6). The combination of
UV surface flux, cloud and possibly aerosol properties
may provide important contribution to the further under­
standing of longterm trends of surface UV in conjunction
with stratospheric ozone depletion and variability in me­
teorological conditions.
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SATELLITE REMOTE SENSVi/G OF TROPOSPHERIC AEROSOLS
OVER LAND FROM ATSR-2 AND GOME
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ABSTRACT

Two aerosol retrieval algorithms are compared for a case study
over northwestern Europe for 25 July 1995. The first method
uses data from the Along Track Scanning Radiometer (ATSR-
2) to compute the aerosol optical depth in the visible and near
infrared. The second algorithm uses data from the Global
Ozone Monitoring Experiment (GOME) in the wavelength
range between 0.340 and 0.400 µm. ATSR-2 and GOME are
both on board the ERS-2 satellite. Results from the two
algorithms agree within 0.1 optical depth. Also good
agreement is observed with ground-based aerosol
measurements.

1. INTRODUCTION

Aerosol effect on the global radiation balance are a leading
uncertainty in predicting climate change. To a large extent,
these uncertainties are caused by a lack of aerosol data on a
global scale. Due to the short lifetimes of aerosols in the lower
troposphere (days to a week), and the large number of different
aerosol sources with different spatial extents and source
strengths, the aerosol is highly variable in both and space time
and time. Only the use of satellites can give the spatial
resolution combined with regional and global coverage
required by climate models (Ref. 1).
Until recently it was thought that aerosol satellite retrieval was
only possible over dark surfaces, such as large water bodies.
New sensors, 't1th improved calibration and more spectral
information make it possible to retrieve aerosol properties over
land as well (Ref. 2). The key problem in aerosol retrieval over
land is to distinguish between atmospheric and surface
reflection contributions to the top of the atmosphere radiance.
Several methods are proposed to perform this difficult task
(Ref. 2).
At TNO Physics and Electronics Laboratory retrieval
algorithms are developed for the retrieval of aerosol properties
over land and water, see Table 1. In this paper, two aerosol
retrieval algorithms, using different instruments and different

Ocean Dual-View GOME UV
Wavelength VIS/NIR VIS/NIR 340-400 nm
Surface Sea Land/Sea Land/Sea
Sensors Various ATSR-2 GOME

(AATSR) (Sciamachy)
Refs. 4 3,5 5

Table 1. Characteristics of the aerosol retrieval algorithms
developed at TNO Physics and ElectronicsLaboratory. Future
missionsare in brackets.

methods are compared. The first method is the dual-view

algorithm(Ref. 3), which uses both the spectral and directional
information of the Along Track Scanning Radiometer 2
(ATSR-2). The second algorithm uses data from the Global
Ozone Monitoring Experiment (GOME) in the 0.340 to 0.400
µm wavelength range. Results from both methods are
compared to ground-based measurements. Synergistic use of
both algorithmsis discussed.

2. ALGORITHMDESCRIPTION

2.1 The dual-viewalgorithm
The ATSR-2 is a dual-viewimagingspectrometer on board the
ERS-2 satellite with four wavelength bands in the visible and
near infrared (0.555, 0.659, 0.865, and 1.6 µm). The conical
scanningmechanismproduces two views of each region, first a
forward view and two about minutes later a nadir view. The
dual-view algorithm uses both the spectral and directional
information in the ATSR-2 data to distinguish between
atmospheric scattering and surface reflection contributions to
the satellite measured radiance (Ref. 3). Once the atmospheric
contribution is determined, the aerosol optical depth (AOD) is
computed using a two-mode aerosol size distribution.The ratio
between these modes is derived from the spectral behavior of
the atmospheric radiance contribution. The dual-view
algorithmwas first validated during the TARFOX experiment,
which was conducted at the USA east coast in July 1996.
Comparisons with ground-based sunphotometers showed that
the AOD and its spectral behavior can be retrieved accurately.

2.2 GOMEUV method
Aerosol retrieval is best possible over surfaces with a low and
preferablyconstant albedo. Herman et al (Ref. 6) showed that
between 0.340 and 0.380 µm the albedo of most land surfaces
is between 0.02 and 0.04, and nearly independent of the
wavelength. GOME is a four channel grating spectrometer
with a spectral range between 0.240 and 0.790 µm. Five
spectral bands (0.342, 0.355, 0.368 and 0.400 µm) with widths
of 1 nm were selected from the GOME spectra.T'Ihe
atmospheric and surface reflection contributions are separated
using a prescribed value for the surface albedo. The AOD is
computed by fitting a two-mode aerosol model through the
spectral data. Since this method is based on aerosol scattering,
it differs from the UV aerosol index (Ref 7) which detects
mainlyabsorbingaerosols.
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Figure 1. (a) Near-infrared (1.6 µm) ATSR-2 image over
northwestern Europe, for 25 July 1995, 1050 UTC. Squares
indicate location of ground stations. Lines indicate ground
track of GOME nadir and east pixels. (b) Aerosol optical depth
at 0.555 µm for the scene shown in Fig. la, as retrieved with
the dual-viewalgorithm.

3. CASE STUDY

On 25 July 1995 the ERS-2 satellite passed over northwestern
Europe at 1050 UTC. As can be seen in Figure la, the area
over the Netherlands,Belgiumand northern France was cloud­
free. AVHRR images for this day showed that the cloud-free
area extended further south covering most of France. Since
aerosol retrieval is impossible when a pixel is cloud
contaminated, this is an exceptionallygood case for comparing
retrieval algorithms.

3.1 ATSR-2 retrieval
The AOD retrieved for the ATSR-2 image, using the dual-view
algorithm, is shown in Figure lb. This image shows a large
aerosol plume, extendingover Germany, Belgiumand northern
France. In the plume, AOD values as high as 0.5 are reached,
whereas north and south of the plume the AOD is less than
0.15. The large gradients in Figure lb, with variations in AOD
of more than a factor of three over less than 100 km, clearly
demonstrates the large variabilityof the aerosol Figure lb also
shows some artifacts of the retrieval algorithm.Especiallyover
shallowwater bodies the dual-viewalgorithm frequently shows
very high values. Apparently the assumptions used to separate
the atmospheric and surface reflection contributions, that were
developed for use over land, do not hold over these shallow
waters.

Sulfate Concentration, ECN, Petten.

~- 10
E
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0-1-~.._~-1--~---~-+-~ ••...•..~-+~---~~

25-Jul00:00 25-Jul12:00 26-Jul00:00 26-Jul12:00 27-Jul00:00
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Figure 2. Sulfate aerosol concentration as measured in Petten,
the Netherlands (52.75°N, 4.65°E) for 25 and 26 July 1995.
Preliminaryresults.

In Figure 2, hourly values of the sulfate aerosol concentration
are shown for Petten, the Netherlands, for 25 and 26 July
1996. Sulfate aerosol accounts for approximately40% of the
aerosol scattering in The Netherlands (Ref. 8). Trajectory
analysisindicates that for this site the air mass on 25 July was
coming from the North Sea, whereas on 26 July the air mass
first passed over Germany. The high pressure area, which was
located over the North sea on the 25thmoved to southern
Scandinavia on the 26th. The strong increase in sulfate
concentration on 26 July at noon (Fig. 2) reflects this change in
air mass. The data presented here indicate that the aerosol
plume located over Belgiumon 25 Julymoved north under the
influence of the pressure gradients. Thus the strong spatial
gradient on the 25th(Fig. lb) manifested as a strong temporal
change the day after, at a location some 150-200 km further
north.
Aerosol satellite retrieval algorithms can be applied for
monitoring purposes only when they are validated with
ground-based measurements. Such comparison permits the
assessment of measurement uncertainties, and can establish
credibilityfor the retrieval method. Aerosol satellite retrieval is
best validatedwhen compared with sunphotometers, since both
methods derive the (spectral) AOD. In Lille, France (50.60°,
3.15°) a sunphotometer of the AERONET network (Ref. 9) is
stationed. One of the main objectives of the AERONET
network is validation of satellite measurements. In Figure 3,
the AOD from the sunphotometer at Lille and simultaneous
ATSR-2 dual view algorithm values for the same area are
plotted as a function of the wavelength. Unfortunately, the
instruments have their spectral bands at differentwavelengths.
However, aerosol optical properties are smooth functic;'nsof
the wavelength, and thus the data points can be interpolated.
The results show that the ATSR-2 and sunphotometer agree
within0.05.
The spectral behavior of the AOD is determined by the size of
the aerosol particles that dominate aerosol scattering. When
the AOD decreases strongly with the wavelength, the particle
scattering is dominated by small particles.When large particles
dominate the scattering, no decrease, or even an increase, of
the AODwith the wavelength is expected. Figure 3 shows that
the slope of the ATSR-2 retrieved AOD is in good agreement
with that of the sunphotometer. This is a very important
observation, since it indicates that also information on the
aerosol size distribution can be retrieved from satellite
observations.
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Figure 3. Aerosol optical depth as a function of the wavelength
for Lille (50.60°N, 3.15°E), for 25 July 1995 1050 UTC.
Squares are for the ATSR-2 dual view retrieval and circles are
for the AERONET sunpbotometer. Error bars indicate spatial
standard deviation for ATSR-2 retrieval, and temporal
standard deviation for the sunphotometer.

3.2 GOME retrieval
The ground tracks of the GOME nadir and east pixels are
shown in Figure la. July 1995 was in the commissioning and
validation phase of GOME, during which the pixel size was
80x40 krn2• Because most of the ground data was closest to
the GOME nadir track and some pixel clouds were detected in
the east track, we focused on the nadir track. As described
above, the GOME UV retrieval method uses prescribed values
for the surface reflection. For this area values of 0.01 to 0.02
were derived for the surface albedo (Ref. 5). In Figure 4, the
GOME retrieved AOD at 0.400 µm is plotted as a function of
the latitude, for the nadir track. The aerosol plume is also
clearly apparent in the GOME AOD. Given the large pixel of
GOME, it is difficult to compare GOME data with ground
based observations. Therefore, an inter-comparison between
GOME and ATSR-2 retrievals was made. For the nadir GOME
track the ATSR-2 retrieved AOD was averaged over the
GOME pixels. A power law fit was used to convert the ATSR-
2 AOD to 0.400 µm. As can be seen in Figure 4, for latitudes
between 49.5 and 53.5°N the agreement between the GOME
and ATSR-2 retrieval is within 0.1 AOD. At higher latitudes

the ATSR-2 is higher. However, these higher values are an
artifact caused by the shallow water in this area.

3.3 Combining ATSR-2 and GOME data
Combining the retrieval results from the two algorithms yields
information on the AOD from the UV to the near-infrared.
Figure 5a shows the AOD over this wavelength range for the
GOME pixel covering De Bilt, The Netherlands
(51.1°N,5.18°E). Figure 5b is similar to 5a, but for the GOME
pixel closest to Lille. Also shown in Figure 5a and 5b are
power law fits trough the combined GOME and ATSR-2 data.
For The Angstrom wavelength exponent, determined from
these power law fits, is 0.7:t0.1 for De Bilt. For the pixel near
Lille a value of 1.6:t0.1 is found. The latter is in good
agreement with the Angstrom exponent of 1.8:t0.2 derived
from the Lille sunphotometer data. It is noted that this is a
comparison between a point measurement to a GOME pixel of
80x40 krn2. Not only the spatial average in the GOME pixel
may yield a higher value for the Angstrom exponent in Lille,
also the GOME pixel was some distance east of Lille.
The difference in Angstrom exponent between Lille and De Bilt
(Fig. 5), indicates that in the aerosol plume relatively more
smaller particles were present than in the relatively clean air
north of the plume. This is a further indication of the previously
noted similarity between the transport of the plume and the
increase of the sulfate concentration on the 26th in Petten.
Combining the retrieval algorithms can be done at different
moments during the retrieval process. In Figure 5 the
algorithms were combined at the end of the process, i.e. when
both algorithms separately finished their retrieval Interaction
between the retrieval algorithms can also be performed during
an earlier stage. This concept is especially attractive for
satellite sensors with a very wide wavelength range, such as
SCIAMACHY.

4. CONCLUSIONS

Aerosol optical depth retrieved over land from GOME and
ATSR-2 are compared for a case study over northwestern
Europe for 25 July 1995. The retrieval algorithms that are used
for these two sensors apply to different wavelength ranges, and
differ in viewing directions, and in the assumptions that are
used for the surface reflection. The ATSR-2 shows very large
variations in the spatial aerosol distribution for this day. Over
less than 100 km the aerosol optical depth varies by more than

-GOME
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0
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Figure 4. Aerosol optical depth at 0.400 µm as retrieved from the GOME and ATSR-2 data,
plotted as function of the latitude, for 25 July 1995 1050 UTC.

48 49 50 52 53 54

335



•GOME aATSR-2

0.4

::c
I- 0.3 .La. •LJ.J
Cl
-'-co
i== 0.2a.
0
-'0
(/)
0 0.1a:
LJ.J<

0

0.8
::c
I-a.
LJ.J
Cl 0.6
-'(§
i==a. 0.40
-'0
(/)
0 0.2a:
LJ.J-c

0
0.2 0.4 0.6 0.8

(a) De Bilt

(b) Lille

1.2 1.4 1.6 1.8

WAVELENGTH (µm)

Figure 5. Aerosol optical depth versus wavelength as retrieved
from ATSR-2 and GOME data, for the GOME pixel covering
De Bilt (Fig. 5a) and the GOME pixel nearest to Lille (Fig.
5b). Lines are power law fits through the combineGOME and
ATSR-2 data points.

a factor of three, clearly demonstrating the variability of the
aerosol field expected form the short lifetimes of aerosols in
the lower troposphere. The ATSR-2 retrieval agrees within
0.05 optical depth with sunphotometer data. The results
indicate that the retrieval data can be used to assess the aerosol
size distribution. To inter-compare the two retrieval
algorithms, the ATSR-2 data was averaged over the GOME
pixels. The inter-comparison showed agreement within 0.1
optical depth for most of the pixels. By combining the two
methods, aerosol optical depths from the UV to the near­
infraredcan be retrieved from the same platform.
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In order to assess the impact of aerosols on climate there
is thus a growing need for more detailed information on
the aerosol spatial distribution and variation together
with its composition. More specifically, we need to know
aerosol optical thickness (Aon, its absorption, scatte­
ring properties, vertical profiles, size distributions and
chemical composition. Currently there is only limited ca­
pability for aerosol monitoring. Available products are
restricted to the oceans (NOAA [Refs. 8, 22]; planned:
GOMFJSCIAMACHY [Ref. 3]), UV absorbing aerosols
(TOMS [Ref. 4]) or the stratosphere (SAGE). With the
exception of singular case studies only values of the aero­
sol optical thickness can be derived so far.

ABSTRACT

Currently satellite observation of aerosols is limited to
the oceans (NOAA-AOT product) or a selected class of
aerosols (TOMS algorithm). To overcome these restric­
tions the new aerosol retrieval method SYNAER (SYN­
ergetic AErosol Retrieval) was developed within the
ESA-A02 project PAGODA (Project for ATSR and
GOME Data Application). SYNAER delivers boundary
layer aerosol optical thickness (BLAOT) and type over
both land and ocean, the latter as BLAOT percentage
contribution of 10 representative components from the
OPAC (Optical Parameters of Aerosols and Clouds)
dataset. The high spatial resolution of ATSR-2 permits
cloud detection, BLAOT calculation over automatically
selected dark pixels and surface albedo correction for a
set of different boundary layer aerosol mixtures. After
spatial integration to GOME pixels these parameters are
used to simulate GOME spectra for the same set of differ­
ent aerosol mixtures. A least square fit of these spectra to
the measured spectrum delivers the BLAOT value and -
if a uniqueness test is passed- the aerosol mixture. With­
in the ESA-A03 project PAGODA-2 (Extending the Ap­
plicability of New Methods from PAGODA) SYNAER
will be validated. First case studies using ground based
sun-photometer measurements of the spectral aerosol
optical thickness from NASA's Aerosol Robotic Network
(AERONET) show a good agreement.

1. INTRODUCTION

Aerosol particles affect climate directly by interacting
with solar and terrestrial radiation and indirectly by their
effect on cloud microphysics (aerosols act as cloud con­
densation nuclei), albedo and precipitation [Refs. 9, 10].
Tropospheric aerosol forcing is comparable to global net
cloud forcing of approximately -1 wm-2 [Ref. 1]. How­
ever, on regional scale the mean direct radiative forcing
by aerosols can be as large as -10 wm-2 (mineral dust
over ocean [Ref. 24]). Anthropogenic changes of the
global aerosol distribution may delay or temporarily
mask greenhouse wanning. Our understanding of aerosol
impact is extending beyond the sulfate aerosol which has
been used as sole aerosol component in climate models
upto now: It is recognized that smoke aerosol and mineral
dust are equally important and may regionally enhance
greenhouse warming. For a review of aerosol impact on
climate see Charlson and Heintzenberg [Ref. 1].

Within the next few years a number of new spacebome
instruments promise a large step forward in the aerosol
monitoring capabilities. Among these are SCIAMACHY
and AATSR onboard ENVISAT (with their predecessors
GOME and ATSR-2 onboard ERS-2), POLDER, TOMS
and OCTS onboard ADEOS-2 (ADEOS-1 was active for
8 months in 1996/97) and MISR and MODIS onboard the
EOS-AM-1. In principle aerosol retrieval can be exhib­
ited by inversion from data of several groups of sensors:
(1) Multispectral near nadir viewing (MODIS [Ref. 23];
SCIAMACHY), (2) multiangle, multispectral viewing
(MISR [Ref. 11]; AATSR), (3) multiangle, multispectral
viewing with polarization (POLDER [Ref. 16]), (4) limb
viewing (SCIAMACHY, SAGE). A detailed summary of
the current status and plans on aerosol retrieval can be
found in Kaufman et al. [Ref. 12].

In order to overcome restrictions due to current monosen­
soral methods a new synergetic aerosol retrieval method
was developed at the German Remote Sensing Data Cen­
ter (DFD) of the German Aerospace Center (DLR).

2. THE NEW METHOD

ATSR-2 measures radiances in 7 spectral bands centered
at 550 nm, 670 nm, 870 nm, 1.6 µm, 3.7 µm, 11 µm and
12 µm under two viewing angles (nadir, forward around
52 °) with a ground resolution of approximatelly 1.1km.
GOME observes near-nadir reflection in the range from
240 nm to 790 nm with a spectral resolution of 0.2 nm to
0.4 nm and a pixel size of 320 x 40 km2 or 80 x 40 km2.
Both instrumentsmeasure the solar illumination regular­
ly and are thus self-calibrating. The use of reflectance
values obtained from onboard solar irradiance measure­
ments for both instruments reduces calibrationerrors sig­
nificantly as compared to the use of calibrated radiances.
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Figure 1: Flow chart of the aerosol retrieval major steps

Aerosol parameters are retrieved from a combination of
simultaneousATSR-2 and GOMEdata with the software
SYNAER (SYNergetic AErosol Retrieval [Refs. 19,7]):
Boundary layer aerosol optical thickness (BLAOn val­
ues are derived from automatically selected dark
ATSR-2 pixels (dark forest, water bodies) for which the
surface albedo can be estimated with good accuracy.Us­
ing the atmospheric correction scheme EXACT [Ref. 18]
which has been validated with Landsat-TM andNOAA­
AVHRR data, BLAOT can be estimated for the dark
fields and interpolated to all cloudfree ATSR-2 pixels.
Then the surface albedo values for the 3 wavelengths 560
nm, 670 nm and 870 nm are obtained for all pixels. The
ATSR-2 derived data are then colocated to GOMEpixels
and interpolated spectrally.Using the ATSR-2 calculated
values of optical thickness and surface albedo, GOME
spectra for different mixtures are simulated. A least
squarefit of the simulations to themeasuredGOME spec­
trum results in the selection of the most plausible type of
aerosol and its corresponding BLAOT value in a GOME
pixel. Finally, an ambiguity test is applied. Figure I gives
an overview of processing steps in SYNAER.

Dark land pixels are selected on the basis of the 1.6 µm
channel. As the aerosol effect at this wavelength can be
neglected for most aerosol types, all cloud/snowfree pi­
xels with a 1.6µmreflectance below a given thresholdare
selected.Toreject wet bare soil pixels which are also dark
in the 1.6 µm channel but brighter in the visible the
normalized differential vegetation index (NOVI)must be
larger than a preset minimum value. For the pixels se­
lected through this scheme the dark field albedo values
at 560 nm and 670 nm can then be estimated from the 1.6
µm reflectance by application of a conversion factor.

Kaufman et al. [Ref. 13] suggest a similiar selection
scheme based on the 2.1 µm and 3.8 µmchannels of the
MODIS sensor onboard the EOS-A platform. Water pi­
xels are exploited over deep ocean with a fixed albedo.

The accuracy of the retrieved spectral optical thickness
values depends highly on the exact knowledgeof the sur­
face albedo of the dark fields and decreaseswith increas­
ing surface albedo. The BLAOT retrieval based on dark
field selection and estimation of their surface albedo val­
ues from the 1.6 µm channel shows a significant scatter
in the retrieved values of neighbouringpixels. Therefore,
a minimum number of adjacent pixels must be exploited
to allowfor an appropriateaveraging. In areaswith sparse
dark fields singularities must be rejected. To overcome
these difficulties dark fields are grouped into 4 different
classeswith increasingsurface albedo, i. e. decreasing re­
trieval accuracy.For boxes of 25x25ATSR-2 pixels only
dark pixels of the lowest available, i. e. most accurate
category are exploited. Furthermore, pixels are rejected
if their retrieved values differ by more than the local vari­
ance from the average of their neighbourhood.The range
for this variance test is increased stepwise until a mini­
mum pixel number guarantees statistical significance.

Aerosol optical thickness and surface albedo values are
derived for 40 different boundary layer aerosol mixtures
because the retrieved values depend strongly on the type
of aerosol. For the modelling of aerosols the external
mixing approach [Ref. 25] based on 10components from
the OPAC database (Optical properties of aerosols and
clouds [Ref. 5]) is used in the boundary layer. The same
set of 40mixtures is used in the ATSR-2 BLAOT and al­
bedo retrieval and the GOME simulations. For humidity
dependent components two models with 50% and 95%
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relative humidity have been included. The free tropo­
spheric and the stratospheric aerosol are fixed based on
World Climate Program [Ref. 25].

In the current version GOME spectra are calculated at 10
wavelengths which are free of severe instrument errors
(e.g. noise in band overlap regions) and gas absorption
lines. The broad ozone absorption in the Chappuis band
is corrected utilizing GOME retrieved ozone columns.
The ambiguity test checks if the GOME fit error value of
the best and second best mixtures differ at least by a noise
induced error value. This test refuses pixels with large
cloud fraction, radiometric differences or bright surface
because their aerosol sensitivity is low. A before-hand re­
fusal is impossible because of the complex geometry- de­
pendent influence of the interaction between atmosphere
and surface on the radiance field.

All radiative transfer calculations are conducted with an
iterative code (successive orders of scattering, SOS;
[Ref. 17]) which includes full multiple scattering. They
assume the surface at sea level. For a fast application the
actual radiative transfer calculations in EXACT and SOS
are replaced by interpolations using precalculated tables.

Clouds are detected by the well established APOLLO
(AVHRR Processing Scheme Over CLoud Land and
Ocean [Refs. 21, 2, 15]) software extended to ATSR-2
data. APOLLO/ ATSR-2 [Ref. 7] exploits reflectances
and temperatures in the solar and terrestric spectral
range. Five ATSR-2 channels which are equivalent to the
AVIIBR spectral bands are used for cloud detection; the
additional 1.6 µm channel is used to separate clouds from
snow and ice. A number of threshold tests is applied to
differentiate types of clouds. APOLLO yields cloud frac­
tion, 4 cloud layers and cloud optical parameters.

Within the project PAGODA-2 (Extending the Applica­
bility of New Methods from the Project for ATSR and
GOME Data Application) accepted in the 3. ERS AO we
will further improve and validate the aerosol retrieval
method. A scheme for retrieving three vertical layers of
the aerosol optical thickness will be tested. Furthermore,
we will investigate the possibilities for aerosol retrieval
from partly cloudy GOME pixels in order to assess the in­
teraction between clouds and aerosols directly. We will
also revise the set of predefined aerosol mixtures.

The method will be adapted to similiar sensors AATSR
and SCIAMACHY onboard ENVISAT-1 (launch
planned May 2000) and applied within the accepted EN­
VISAT-AO proposal SENECA (Synergetic ENVISAT
Data Exploitation for Cloud, Aerosol and Ozone Retriev­
al). SCIAMACHY and AATSR provide some valuable
additional features for global aerosol monitoring in com­
parison to GOME and ATSR-2: As far as SCIAMACHY
is concerned, there is the wider spectral range (upto 2400
nm, GOME upto 790 nm) which enables a better inves­
tigation of the type of aerosol especially for large par-

tides and the additional limb viewing geometry for
stratospheric aerosol retrieval. Both AATSR and SCIA­
MACHY offer an improved data transmission rate with
small SCTh1ACHY pixels throughout the entire mission
and orbitwise AATSR products (ATSR-2: framewise
products). Furthermore, other ENVISAT instruments
(MERIS, MIPAS) also measure parts of the global aero­
sol distribution and may be used for comparisons.

3. FIRST VALDIATION RESULTS

The validation of SYNAER results has been started. For
the first case studies ground based measurements taken
by the AERONET (AErosol RObotic NETwork) stations
were used. The objective of AERONET [Ref. 6] is to
monitor aerosols by ground based spectral radiometers.
It was especially designed for the validation needed for
all upcoming satellites like ENVISAT, EOS-AM I and
ADEOS-2 that will be capable of retrieving aerosol in­
formation. The measurements are processed in near real­
time, archived and made available to the public by
NASA's Goddard Space Flight Center through their www
pages (http://aeronetgsfc.nasa.gov:8080). AERONET
provides spectral aerosol optical thickness (AOT) values
and aerosol size distributions taken by automatic sun-sky
scanning spectral radiometers since 1993 at approxi­
mately 50 ground stations worldwide.

pixel 1 2 3 4
date 1518197 5110197 15111197 1417198
UTC 9:39 9:36 10:24 14:28
latitude 45:18N 45:18N 45:48N 16:00S
longitude 12:30£ 12:30£ 8:37E 62:01W
altitude /Om l Om 235m 500m
orbit 12129 12859 13446 16898
number 818 589 419 1596
location Venice Venice lspra Concepcion
country Italy Italy Italy Bolivia
clouds 5.4% 11.4% 6.1% 0.0%
author GZ GZ GZ BH

nadir nadir nadir -type west

Table1: Specifications of validationpixels
(authors: GZ=Giuseppe Zibordi/JRC, BH=Brent Hol­
ben!NASA-GSFC)

So far, about 2500 GOMEpixels were analysed, but only
66 pixels include ground stations inside the pixel bound­
aries. Additional criteria for validation pixels (cloudfree
ground based measurements, less than 15%cloud cover­
age inside the GOME pixel, a maximum of 15 minutes
difference between ground measurement and satellite
overpass) left four pixels with corresponding ground
measurements of spectral aerosol optical thickness val-
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ues. For these pixels ground measurements of size dis­
tributions are not available.
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Figure 2: First validation results: Comparison of spec­
tral AOT values measured by the groundbased AERO­
NET stations at Ispra, Venice and Concepcion to AOT
values retrieved by SYNAER. AERONET data were ac­
quired through the AERONET website of NASA-GSFC
(http://aeronet.gsfc.nasa.gov:BOBO).

In all four cases the SYNAER retrieval was driven by
land dark fields. The specifications of the four test cases
are given in table 1. All GOME pixels have a size of
80x40 km2• Figure 2 shows the retrieved AOT values at
3 wavelengths against the groundbased sun-photometer
measurements from the AERONET database. A good
agreement with errors less than 0.05 for the AOT values
can be seen. However, for one case the 500 and 870 run
values show a significant deviation indicating the detec­
tion of a wrong aerosol mixture. Direct validation of the
retrieved mixing contributions of the basic aerosol com­
ponents is planned through the exploitation of airborne
measurements acquired in August 1998.

4. CONCLUSIONS

A new unsupervised retrieval method for aerosol optical
thickness and type in the boundary layer over cloudfree
land and ocean from GOME and ATSR-2 data was dele­
voped and applied. A first case study validation showed
good agreement of retrieved spectral aerosol optical
thickness values to ground based sun photometer mea­
surements (error below 0.05 at 560, 670 and 870 nm).
Difficulties in the selection of the right aerosol mixture,
i. e. the correct spectral dependence of AOT values occur
which have to be addressed in the future. Due to a very
small number of exploitable ground measurements only
four case studies could be performed so far. We plan a
more detailed validation of this approach with airborne
measurements that were conducted in August 1998.Ad­
ditionally the AERONET data base was completed re-

markably and therefore, the availability of ground mea­
surementshas been improvedmuch.

Within the setup of a processor for atmospheric value
added products DFD will operationalize the SYNAER
method.Our final aim is to contribute a satellitebased cli­
matology of tropospheric aerosols from 10 years of
ERS-2 andENVISATdata (7/1995to 6/2005) to improve
the understanding of the global temporal-spatial dis­
tribution of aerosol loading and its major components.
The direct implementation of the SYNAERresulting cli­
matology dataset in the global circulation model
ECHAM [Ref. 20] is prepared as our dataset follows the
characteristicsof the groundbased datasetGADS (Global
Aerosol Data Set [Ref. 14])which is currently under im­
plementation in ECHAM. Thus this dataset may easily
enable a more detailed treatment of aerosols in climate
models. Furthermore, a direct comparison of the ground­
based GADS and the satellite derived SYNAER cli­
matologies is possible since both datasets rely on the
same set of representative aerosol components from the
OPACdatabase.
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ABSTRACT

During the second flight of the CRyogenic Infrared
Spectrometers and Telescopes for the Atmosphere
(CRISTA) Polar Stratospheric Clouds (PSC) were
detected between 70°S and 55°S on the 9lh to 11lh of
August 1997 under sunlit conditions. Simultaneous
measurements by the Global Ozone Monitoring
Experiment (GOME) enables synoptic studies of the
PSC using both datatsets to be undertaken.
The PSC processing of reservoir gases has been
investigated by using measurements of chlorine nitrate
(CION02) and nitric acid (HN03) from CRIST A2 and
ozone (03), nitrogen dioxide (N02), bromine oxide (BrO)
and chlorine dioxide (OCIO) from GOME, and
meteorological parameters from the UKMO analysis.
A low pressure anti cyclone in the troposphere appears
to induce an 03 minihole. The N02 values are also low in
the region of the 03 minihole as is expected in the cold
vortex. OCIO is observed in large amounts inside the
vortex downwind from the PSC. The total columns of
BrO appear to increase due to tropospheric activation of
bromine, but no large stratospheric increase of BrO was
identified within the vortex. CION02 and HN03 are
depleted in the vortex but maximum values are observed
at the edge of the vortex.

1. INTRODUCTION

During the polar winter and spring, the stratosphere
above Antarctica regularly cools to temperatures, which
are sufficiently cold for the formation of PSC. These
particles, which are mixtures of solids and liquids
containing HN03, H2S04 and H;iO, provide a surface
which is suitable for the processing of photostabile
species such as the chlorine and bromine reservoirs
HCI, CION02. HOCI, HBr, BrON02, and HOBr to
photolabile species such as Cl2, CIONO, BrCI, and Br2.
(Ref. 9)

(1) CION02 (g) + HCI (g) ~ Cl2 (g) + HN03 (s)
(2) HCI (g) + HOCI (g) ~ Cl2 (g) + H;i() (s)
(3) HCI (g) + N;iOs (g) ~ CIONO (g) + HN03 (s)
(4) HCI (g) + BrON02 (g) ~ BrCI (g) + HN03 (s)

During polar spring Cl2 and BrCI are readily photolysed
and the resultant Cl and Br radicals react with 03 to form
CIO and BrO.

(5)
(6)

(7)
(8)

Cl2 + hv ~ Cl + Cl
Cl + 03 ~ CIO + 02

BrCI + hv ~ Br + Cl
Br + 03 ~ BrO + 02

In the lower stratosphere, the effective denitrification
resulting from production of the PSC and the elevated

production of CIO yields two important catalytic removal
processes for 03.

(9) CIO + CIO + M ~ Cl202 + M
{10) Cl202 + hv ~Cl+ CIOO
{11) CIOO + M ~Cl + 02 + M
{12) 2 (Cl+ 03 ~ CIO + 02)
(13) 203~302

{14) BrO + CIO ~a (Br+ OCIO)
(15) ~ ~ (Br+ Cl + 02)
(16) ~{Cl+ 03 ~ CIO + 02)
(17) Br+03~8r0+02
(18) (1+ ~l 03 +a CIO ~ (1+2~J 02 +a OCIO

During sunlight OCIO is rapidly photolysed:

(19)
(20)

OCIO + hv ~ CIO + 0
~c1 +02

The OCIO amount is therefore strongly dependent on
solar zenith angle (SZA). In the Antarctic spring the
heterogeneous processing reduces the 03 in the lower
stratosphere to very low values within the vortex.
Stratospheric models predict qualitatively the behaviour
but not quantitatively.
In this study, measurements by the CRIST A2 and
GOME instruments are used to study a PSC episode
above Antarctica: the objective being to identify
processing both inside and outside of the vortex.

2. CRISTA

On its second flight the CRISTA instrument observed the
atmosphere for the period from the 81hto 16111 of August
1997. The platform ASTRO-SPAS containing CRISTA
was launched and recaptured by STS-85 Space Shuttle
Discovery at an altitude of 300 km. The latitude range for
the measurements was between 74°N and 74°S.
CRISTA measured the thermal emissions of 18 trace
gases (e.g. 03, N02, C02, HN03, CION02. CFC-11,
CH•. N20. H;i()) in the spectral range of 4 - 71 µm.
CRIST A scans the atmosphere in the limb viewing
mode. To reduce the thermal noise levels for the high
vertical resolution (2 -3 km) the optical equipment was
cooled with liqiud helium. More details about CRIST A
are provided by Ref. 5.
For the retrieval of HN03 and CION02 the characteristic
peaks at AHNOJ= 11.3 µm and AaoN02 = 12.8 µm were
used. The results for this reservoir gases are
preliminary. The background radiance at 12,1 µm was
used for the PSC detection.
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3. GOME

In April 1995 the GOME nadir spectrometermounted on
the ERS-2 satellite was launched in a polar, sun­
synchrononous orbit at an altitude of 795 km. GOME
scans solar back scatter spectra between 240 and 790
nm with a spectral resolution of 0.2 - 0.4 nm. More
details about GOME are provided by Ref. 1.
The retrieval of slant column densities (SCD) from
GOME measurements is based on the Differential
Optical Absorption Spectroscopy (DOAS) method. For
the spectral fitting a wavelengthwindow of 365 - 390 nm
was selected for OCIO, 425 - 450 nm for N02, 344.7 -
359 nm for BrO and 325.5 - 334.5 nm for 03.
Air Mass Factors (AMF). which are used to convert SCD
to vertical column densities (VCD), have been calculated
using the radiative transport model GOMETRAN++
developed at the IUP Bremen and the MPI trace gas
climatology (Ref. 7).
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Figure 1. The CRISTA2 radiances of aerosols at an
altitude of 20 km and the wavelength of 12.1 µm. The
daily picture shows the measurement between 12 pm
UTC and 12 pm UTC of the next day

a) 09 August 1997
b) 10 August 1997
c) 11 August 1997

4. DETECTIONOF PSC

On August the 9th 1997 CRISTA observed two aerosol
clouds near Antarctica. The first cloud was situated
between 70°S and 55°S at the edge of the polar vortex.
above the Pacific Ocean: the second being south of
65°8 and clearly inside the vortex above sea ice. The
tops of both clouds were detected at a height of 24 - 25
km.
In Figure 1 the temporal development of both PSCs is
shown. It seems that the PSC disappear rather than
move with the vortex. After three days the PSC have
almost vanished completely.
A necessary condition for the formation of PSCs is a
sufficiently low temperature inside the clouds. For the
isolated PSC the UKMO temperature is below 188 K,
cold enough for ice formation. The temperature may be
even colder, according to priminilary CRISTA2 retrieval.
Analysis of the -3.5 PVU isoline, which can be regarded
as an estimate of the dynamical tropopause (Ref. 4),
shows that the tropopause in the PSC region is elevated
(see Figure 2). It therefore appears that lifting of the
tropopause induced by the tropospheric low pressure
region in turn induces an adiabatic cooling in the lower
stratosphere and resultant growth of PSC.

1000 1000
-90 -80 -7D -60 -50 -40

~titude

Figure 2. UKMO meterological data for the longitude
172.5°W crossing through the isolated PSC on the 9111 of
August 1997. The -3.5 PVU isoline shows the lifting of
the tropopause in the PSC region and the temperature
isolines at 1BBK which coincide with the observed PSC.
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Figure 3. GOME retrieval of OCIO, N02, BrO,and Q3.
The picture shows the daily vertical column densities
(12 pm UTC to 12 pm UTC). The black line represents
the isoline of 42 PVU (Potential Verticity Units)which is

a rough estimate of the vortex edge.

5. THE TRACEGASES

The vertical column densities of OCIO, N02, BrOand 03
are shown for the 9111 to 11111 of August 1997 in Figure 3.
OCIO appears to be present in copious amounts
downwind from the PSC. This indicates processingof Cl­
reservoirs and the production of OCIO by the
mechanismdescribed above.
03 is not significantly chemical depleted in early August.
The PSC is optically thin in GOME nadir viewing
geometry and does not introduce significant error in the
retrieved total 03 amount. The lower Q3 in the region of

345



the PSC is rather a dynamic effect, resulting from the
higher tropopause.
No large increase of BrO is observed downwind from the
PSC feature. Rather evidence for tropospheric BrO is
found, similar to that observed previously by in the
southern hemisphere (Ref. 8) and in the northern
hemisphere (Ref. 6).
The preliminary CRISTA retrieval of CION02 and HN03
shows high values along the edge of the vortex. The low
values of these reservoir gases correlate with the low
column densities of N02 inside the vortex. Outside the
vortex. the concentrations of CION02 and HN03
decrease towards the equator, as expected (Ref. 9).
The minimum of 03 at the edge of the vortex close to
and in the PSC region is typical for a so-called 03 mini­
hole events (Ref. 2), created by the lifting of the
tropopause. The resultant adiabatic cooling of the lower
stratosphere reduces locally the temperature of the
region inside of the polar vortex, which is colder than the
surrounding air.
Inside of the vortex N02 is expected to be depleted by
the formation of N20s which reacts on the ice to form
HN03. However N02 is also low in the region of the
elevated tropopause outside of the vortex. This may due
to loss of N20s on liquid aerosols outside of the vortex
as a result of tropopause lifting combined with possible
mixing of vortex air with non vortex air.

6. CONCLUSIONSANDOUTLOOK

On the 9111 to 11111 of August 1997CRISTA observed PSC
in the southern hemisphere. This event remained
stationary with time and did not move with the polar
vortex. After three days the clouds vanished. The
formation seems to be caused by adiabatic cooling as a
result of a dynamic lifting of the air caused by the
pushing of a low pressure system in the troposphere.
Downwind of the PSC large OCIOcolumn densities were
observed inside the displaced vortex. This indicates
chlorine activation in the air processed by the PSC.
Within the vortex the region of high OCIO and low N02
column densities rotated with the vortex. Elevated BrO
regions however did not. They are attributed to
tropospheric activation in or on sea ice.
The chlorine activation and the low column densities of
N02 are in agreement with our current qualitative
understanding of vortex chemistry and heterogeneous
activation of chlorine reservoirs on PSC. The preliminary
retrievals of the reservoir gases HN03 and CION02
indicate that within the vortex, as excepted. these gases
have very low amounts. At the edge of the vortex high
values are observed which decrerase towards mid·
latitudes.
The column densities of 03 are low in the PSC region,
mainly as a result of the lifting of the tropopause and the
horizontal advection of lower stratospheric 03 away from
the tropospheric ridge. Any chemical 03 destruction over
three days of PSC existence is much smaller than the
observed dynamical changes.
This study will be continued by comparing the observed
PSC events with simulations using the BRemen
Atmospheric PHOtochemicalmodel (BRAPHO).This will
provide a more detailed test of our knowlegde of polar
chemistry and dynamics in the lower stratosphere.
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ABSTRACT

A new approach to the problem of spectral interpolation of
aerosol extinction coefficients is presented. The proposed
algorithm is applicable to non-absorbing, spherical particles
and is based on the Anomalous Diffraction Approximation
(ADA). The interpolant consists of a linear combination of
carefully designed basis functions, each possessing the correct
spectral behaviour of an extinction function. The expansion
coefficients are obtained by minimising a fitting cost function,
using a Generalized Reduced Gradient Method (GROM), with
constraints.
The performance of the algorithm has been examined when
applied to sparse data, corrupted by errors. The usefulness of
the algorithm in solving the spectral inverse problem, i.e. in
deriving the aerosol size distribution from the extinction
coefficient. is discussed. A number of numerical test examples
are shown.

1. INIRODUCTION

Measurements of the optical extinction coefficient ~ [1/m] are
typically performed at a limited number of discrete
wavelengthsor in limited, densely sampled bands.
For certain applications, one needs to know ~ also at
wavelengths where no measurements were made. An example
is the retrieval of the concentration of an atmospheric trace
constituent from total optical extinction, measured at a
particular wavelength. To find the contribution from the
constituent alone, one must subtract the aerosol component at
that wavelength (e.g.03 at 0.6 µm).
Another application is the retrieval of derived aerosol
parameters, which requires the knowledge of ~(A) over a
broad range (UV to the far IR) [Refs. 1-2]. An example is the
aerosol number density distribution N(r) [l/m4], obtained
from the spectral inversion of the extinction coefficient.
Spectral interpolation and this spectral inversion are closely
related. On one hand, experimental data requires interpolation
or fitting before spectral inversion can be carried out On the
other hand, the spectral interpolation problem becomes trivial,
once the underlying aerosol number density is known. In the
approach presented here, we consider the problems of
interpolationand inversion together.
General light scattering and absorption is described by Mie
theory and is mathematically complex [Ref. 9]. A convenient
approximation to Mie scattering theory is the Anomalous
Diffraction Approximation (ADA). It is valid for spherical
particles, with radius r and (complex) refractive index
m = n=in, when In-~« I« kr, k = 2rc I A.. The ADA
is sufficiently accurate for most practical purposes and is
mathematically more tractable. It incorporates both the
Rayleigh limit for small r (extinction efficiency tends to zero)
and the geometrical-optics limit for large r (extinction
efficiency tends to 2), and therefore possesses the major
features of light scattering by spherical particles larger than
the wavelength.

A number of interpolation and inversion methods have been
presented in the literature before [Refs. 3-8]. In this paper we
present some first results obtained by a new algorithm for
spectral interpolation. As a by-product, we also get an
approximation for the underlying aerosol number density
distribution. We focus attention on the practical case where
~(A) is measured at only a limited number of wavelengths and
the data is corrupted by experimental and/or processing errors
[Ref. 8].
We begin with a brief summary of spectral inversion theory
and present an explicit analytical inversion formula. Based on
this formula, we propose a discrete set of basis functions, and
represent the spectral interpolation function as a linear
combination of these basis functions. The interpolation
function is then fitted to the given data, by minimising a cost
function, using a Generalized Reduced Gradient Method
(GROM), with constraints [Refs. 11-12]. Finally, expressions
are given to compute the aerosol total number density, total
surface density and total volume density, (assuming spherical
particles).
Our method was tested on simulated data for single and
bimodal distributions, using ADA as forward model, and for
non-absorbing, non-dispersive particles (i.e. having a real and
constant refractive index). The noise tolerance of the
algorithm and the accuracy of the interpolation were
examined, and this is illustrated by a number of examples.
This work is still in progress and efforts are underway to also
incorporate absorption and dispersion effects in the algorithm.

2. THEORY

For our theoretical framework we use the ADA, applied to
non-absorbing, non-dispersive, spherical aerosol particles.
That is, the refractive index n of the particles is assumed to be
real and independent of the wavelength. The extinction
efficiency Q,ff(21Cr), where K= (n - l)k is the effective
wavenumber, is given by [Ref. 9]

Q,ff(2Kr) = 2- 4 sin(21Cr)+4 1- cos(21Cr)
21Cr (21Cr)2

(I)

valid when Kr» In- 11.
The relation between the aerosol extinction function ~(lC) and
the aerosol number density distribution N(r) is

.•..
~(K)= J rcr2Q,ff(2Kr)N(r)dr

0

(2)

It is mathematically more convenient to use the effective
wavenumber 1Cinstead of the wavelength as independent
variable and to work with a modified extinction function
B(lC), instead of the function ~(lC). Eq. (2) is rewritten as
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-B(K)= J K(K,r)S(r)dr
0

with

" "B(K)=b_ -b(K), b(ic)=2P(K) (4a)

" - "b; = lim b(K) = J S(r)dr=SID1
K~+- Q

(4b)

" 1K(K, r)=2(2- a;(2Kr))
= 2(sin(2icr)

2Kr
1- cos(2icr))

(2Kr)2

(4c)

"S(r)=47tr2 N(r) (4d)

The ~uantity (4d) is the aerosol surface density distribution, in
[1/m ]. Eq. (3) is a Fredholm integral equation of the first
kind, with symmetric kernel K (K, r), over the domain
R+ x R". In [Ref. 10) it is proved that (3) has the explicit
inverse

4-+-
S(r) = - J (icr)2K(K, r)B(K)dK

7t 0

and that this inverse is unique.
The inversion formula is mainly of theoretical importance and
served as a basis for the construction of a more practical
algorithm. Due to the oscillatory behaviour of the inverse
kernel, this formula will be of little use, when only a few
spectral measurements are available. For these more difficult
cases we now introduce a more practical algorithm.
Consider an ordered sampling of the r-axis, {r., n = O,N}

and define a set of discrete basis functions {B.(ic), n = i.v},
by

=_3_ r.c(1-cos(2Kr.)
Ji h. 2icr.

1-cos(2icr._1)}
2icr._1

where

r.c=(r.+r._1)12

The discrete basis functions are such that 8•(K) is the
K

extinction function of a block-like surface density distribution

S ( )=_3_ c Il(r-r.c;h.)
n r Crn

-V7t h.
The discrete basis functions are orthogonal over the
continuous domain [Ref. 1OJ

(3)

(5)

(6)

(7)

(8)

but not over the discrete domain. In the limit when all h.tend
to zero, they satisfy

-Jim L B.(K)B.(ic' )h. = O(K-ic')
{h,,}-+O n=I

(9)

We can therefore call the discrete basis functions 'pseudo­
orthonormal' over the discrete domain, in the sense that, in the
limit for ever smaller discretisations, they become truly
orthogonal.
We use as discrete representation for the modified spectral
extinction function

_Ji I_f c.B.(K)B(K)- 2 1C n=I
(10)

It can be shown that, if we take

(11)

the representation (10) converges to the correct continuous
limit (i.e. the integral (3)) when the {h.} tend to zero [Ref.
10). From (11) it is obvious that our interpolation method also
solves the inversion problem. The coefficients {c.} are, up to
a factor fixed by the r-axis sampling, values of the underlying
surface density distribution.
By substituting the discrete representation (10) in the
inversion formula (5), and by integrating over r, we can
compute expressions for some integrated distribution
quantities (i.e. density quantities), in terms of the coefficients
{c.}.
For the aerosol total number density we find [Ref. 10)

N !_1_.,_J S(r) dr = _l_f c (r: )2
IDl4 2 4£,,,,n7t 0 r 7t n=l r._,r.

(12)

For the total surface density we get

ll.,_ N

S1D1= J S(r)dr =L c.r:
0 n=I

(13)

and for the total volume density

(14)

Up to now, we worked with the modified extinction function
B(K), which contains the usually unknown constant
b_ = SID1•From the definition (4a) and by using (10) and (13)
we can now write down the discrete representation for the true
extinction function PCic),as follows

JN ( Jil )P(ic)=-L en r.c---B.(K)
2 n=l 2 K

(15)
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Expression (15) is the spectral interpolation function used in
the numerical implementation.
Finally, we need to determine the coefficients {en}.
Consider given extinction measurements {~m' 1$ m $ M}
with absolute errors {Em, 1$m $M} at wavelengths

P•m• 1$m $M}, or equivalently at effective wavenumbers

{Km = (n-1)2nl A,m, 1smsM}. The aim is to determine
the coefficients such that the extinction function ~(K), given
by (15), closely passes through the measured data. The most
straightorward solution is a least square fit with cost function

(16)

m=l

and positive weights {wm, I $m $M}, which typically
depend on the errors. When this was applied to data with a
high degree of uncertainty, it was found necessary to introduce
a regularisation of the minimisation problem. This was done
by introducing a second cost term, of the form

+-
f, f _l_(dS(r))2 dr

12({cn})=p2 o S(r) dr ---;
+-IS(r) dr
O T

(17)

where p is an empirical constant of dimension [µrn] and of the
order of 0.1. The effect of this term is to reduce the oscillatory
behaviour of the coefficients and hence of the resulting surface
density distribution. Functional (17) is implemented by
discretising the integrals and by relating the discrete values
s(rn') to the unknown coefficients, using (11).
The coefficients are then obtained by minimising the total cost
function

(18)

with constants a and b, subject to the constraints

~m -E,. $!)(JC.,)$~••+£,., m = I, ...M (19)

and

0$c1 <10~
0$cn <+oo, n=2,. ..N-I
0$cN <10~

(20)

Constraints (19) assure that the interpolant passes through the
error bars of the extinction measurements, while conditions
(20) result in a surface density distribution that is positive and
zero at the edges of the r-axis discretisation region. The
constants a and b are to be fixed by numerical experimenting.
We solved the problem (18)-(20) with a Generalized Reduced
GradientMethod [Refs. 11-12].

3. NUMERICALRESULTS

To examine the applicability of the inversion formula (5) and
of the interpolation algorithm, numerical tests were done with
computer simulated extinction data, using ADA as forward
model. In all subsequent examples, aerosol size is measured in
um and densities (concentrations) are expressed per m3. Test
number density distributions were taken to be log-normal

'rln -r;
1 _l .!_e 21n'o

N(r) = Nw, ..pm ln o r

.•..f N(r)dr = N,01
0

(21)

A) Inversion by the continuous formula (5).

Consider a bimodal number density, consisting of the sum of
two log-normal distributions with parameters rm=0.7,o=l.4,
amplitude A=0.9 and rm=3.0,cr=l.3, amplitude A=0.09. We
computed the modified extinction function B(K) and then
applied the inversion formula (5) to reconstruct the surface
density distribution. The integrals were numerically calculated
with the trapezium rule. A low pass filter in wavenumber
space was used to limit the infinite integration range. This
truncation is the main cause of error. Increasing the range of
integration and the density of the discretisation of the
integrands both reduce the errors, in the forward and inverse
calculation. For 10000 wavelength points and 2000 radius
points, we get a root mean square (rms) error between the
original and reconstructed surface density distributions of
0.9% over a 0.1 - 10.0 µm range. Fig. I shows the computed
extinction function associated with the bimodal distribution
plotted in Fig. 2. This example shows that a straightforward
discretisation of the inversion formula can give very good
results, provided the extinction function is very densily
sampled and the data is exact.
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Fig. 1 : Normalized extinction coefficient as function of
wavelength,obtained by the ADA for the S(r) in Fig. 2.
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·Fig. 2 : Normalized surface density distribution as function of
radius. The (invisible) dashed line is the initial distribution, the
solid line the reconstruction obtained by (5).

The reason for the necessity of the high number of sample
points is the fast oscillatory behaviour of the inverse
integrand, when reconstructing the larger radius part of the
surface density distribution. Real atmospheric data are not
sufficiently densily measured, do not cover a sufficiently large
wavelength range and have error bars. For these reasons, a
straightforward application of the inversion formula cannnot
be used.

B) Results obtained with the discrete algorithm.

The following examples show the behaviour of the algorithm
for varying number of measurement points and error bars.

Consider again the bimodal from A. We computed the
extinction function ~(K), sampled it in M=51 points, and
reconstructed the original distribution with N=l5 basis
functions. Reconstructed surface density distributions were
interpolated by cubic splines from the N discrete values.
Uniformly distributed random noise was added to the
extinction samples, giving error bars of a) 3% and b) I0%.
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Fig. 3. Initial (dashed) and interpolated (solid) normalized
extinction from 51 samples with 3% error.
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surface density distribution from 51 samples with 3% error.
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Figs. 3 and 5 show the interpolation of the extinction function
and Figs. 4 and 6 the surface density distributions. The rms
errors are : on the extinction function 0.8% and 2.4% and on
the surface density distribution 12.4% and 31.8%, for cases a
and b, repectively. The relative errors on the total surface
density stol and total volume density V.01 are respectively
0.05% and 1.3% for a and 0.2% and 3.9% for b. This shows
that, although the shape of the reconstructed surface density
distribution is in error, the integrated quantities are obtained
with a smaller error than the error on the original extinction
samples. The reason for these good results is that the
interpolation algorithm predicts with good accuracy the low
wavelength limit of the extinction function, and
s'°' = 2 lim j3(K).

C-++-

Fig. 7 shows the interpolation of ~(JC) when b = 0 in (18),
for error case a. Fig. 8 shows the resulting surface density
distribution. It is clear, by comparing Figs. 3, 4 with 7, 8, that
the presence of J2 is necessary to stabilize the inversion.
However, 12 has little effect on the quality of the
interpolation (rms error 0.5%). So this means that the surface
density distributions of Figs. 4 and 8, although largely
different, produce almost the same extinction interpolation
curve. This example shows that the inversion problem is much
more sensitive to measurement errors than the interpolation
problem and one can still have a good interpolationwith a bad
surface density distribution.
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Fig. 7. Initial (dashed) and interpolated (solid) normalized
extinction from 51 samples with 3% error, without using the
second term in the total cost function (18).

We now consider a single Jog-normal number density
distribution with parameters r.,=1.0, a=l.35, Ae l .O.We use
only M=5 extinction samples and again N=15 basis functions,
and consider the same relative error bars of a) 3% and b) 10%.
Figs. 9 and 11 show the interpolation of the extinction
function, while in Figs. 10 and 12 the respective surface
density distributions are plotted. The rrns errors are : on the
extinction function 2.8% and 8.2% and on the surface density
distribution 15.0%and 27.5%, for cases a and b repectively.
The relative errors on the total surface density S'°' and total
volume density vto, are respectively 0.6% and 1.6% for a and
2.6% and 8.0% for b.
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Fig. 8. Initial (dashed) and reconstructed (solid) normalized
surface density distribution associated with Fig. 7.
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Figs. 9-12 are to be compared with Figs. 13 and 14, which
show the interpolation and inversion for the same case, but
now with exact samples. This shows that the algorithm is very
powerful in reconstructing the extinction and surface density
distribution from very few points, provided the data is
accurate, at least for single mode log-normal distributions. We
now obtain a rrns error on the extinction function of 0.5% and
7.2% on the distribution. The relative error on the total surface
density is 0.06% and on the total volume density 0.4%. In this
example, the algorithm extrapolates the extinction into the UV
region very well, from data that was only available in the IR
region.

4. CONCLUSIONS

Numerical tests demonstrated the usefulness of the proposed
algorithm for spectral extinction interpolation. Examples for a
single and bimodal distribution show that our method is stable
when applied to noise-corrupted data It is capable of
reconstructing ~(1C) with a relative rrns error that is smaller
than the relative error on the initial extinction samples, even
when only very few data points are available. For example,

interpolating from 5 samples, having a IO % relative error, in
the case of a single log-normal number density distribution,
results in an interpolation error of about 8% rrns over the
whole spectrum. The method produces, as by-product, the
underlying size distribution (number, surface and volume
density distributions), to a reasonable degree of accuracy. The
relative error on the inversion is about 3 to 4 times higher than
that on the samples, for single and bimodal log-normal
number density distributions. But integrated quantities, such as
total surface and volume densities, are retrieved to a much
higher accuracy. For the case already mentioned above, total
surface and volume density were retrieved to within 0.6% and
1.6%, repectively. In general, it was found that the inverse
problem was much more sensitive to noise, than the
interpolation problem.
More work is planned to further improve the algorithm. In
particular, the choice of the functional (17) needs to be
examined in more detail.
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Fig. 13. Initial (dashed) and interpolated (solid) normalized
extinction from 5 exact samples.
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Abstract

An algorithm is presented which calculates the degree of
cloud cover by means of image sequence and color space
(HSY) analysis of GOME PMD-data (Polarization Mon­
itoring Device). The developed algorithm uses two char­
acteristic properties of clouds, being white and varying
with time. The PMD-data can be interpreted as RGB
images and hence a color space analysis can be used for
the classification of clouds. Following that first classifica­
tion, an iterative fix point method is applied to the PMD
image sequences to create clear sky and maximum cloud
cover images of the entire globe. From comparison of the
PMD images to that reference data, the fractions of the
amount of light reflected at the earth's surface and by
clouds can be calculated which indicates the fractional
cloud cover. The results of the method are compared
to the cloud detecting algorithm ICFA and are validated
using other satellite images. It is also shown that the
method improves the interpretation of the DOAS (dif­
ferential optical absorption spectroscopy [6]) results by
providing more information on the cloud cover which is
necessary for accurately calculating the Air Mass Factors
(AMFs).

1 Introduction

For trace gas retrieval with the DOAS technique it is
necessary to consider the Air Mass Factor to receive a
representation of the vertical column densities which is
independent from the geometry of the lightpaths. One of
the most important parameters for the calculation of the
AMF is also the cloud cover at the measurement pixel.
The pathlength of the light in clear and cloudy skies dif­
fer in a wide range. In order to calculate the pathlength
it is necessary to consider whether the light beam is re­
flected at the earth's surface or a cloudy layer. Therefore
a cloud detecting algorithm is needed. Possible influences
of clouds on the lightpath are shown in figure 1.

The cloud detection algorithm presented here relies on
information from the spatially high resolved PMD data.
The data yields an integral of the light intensity over the
three wavelength intervals as shown in table 1 and will
thus be regarded as proxies for RGB intensities used for
further image processing. The cloud detecting algorithm

Figure 1: Possible Influences of clouds on the lightpath.

focuses on two characteristics of clouds, their degree of
whiteness and that clouds form a moving layer in front
of a static background. A visualization of PMD values
from June 29 1997 can be seen in figure 2.

PMD chanel wavelength [nm]

l. (UV) 295-397

2. (blue) 397-580

3. (red) 580-745

Table 1: Wavelength bands of the three PMD channels
(see [1])

2 Color Space Analysis

One of the clouds' characteristic is their degree of white­
ness compared to the background pixels. The most evi­
dent approach uses the three PMD channels themselves
as the feature space to analyze the cloudy and clear-sky
scenes in the RGB color space. This distribution of cor­
responding features gives a first hint to the quality of the
chosen color space. A histogram plot of the distribution
of channel 2 (blue) and channel 3 (red) over the global
data from an image sequence of one month can be seen in
figure 3. In figure 3a all scenes cluster into a single area
with a single maximum, so the two object classes clouds
and background are not well separated. The contribution
of cloudy scenes to this distribution is shown in figure 3b
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Figure 2: A visualization of PMD values. The values are taken from June 29 1997.

ai.o....-~~~~~~~~~~~~~~~~ with cloudy pixels sorted out visually. Another finding
is that the two PMD channels are strongly correlated,
expressed by the concentration along the diagonal. The
histograms referring to the other possible pairs of chan­
nels produce similar results. Other linear or nonlinear
combinations of the PMD values might be better.
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In fact the whiteness of the clouds seems to provide a
better classification feature. This leads to a color model
in which the color white plays a decisive part. An ap­
propriate color model to measure whiteness is the HSV
color model (2]. In this model, the RGB color sparr- is
transformed to a cylindrical coordinate system in wlrich
H is the hue and is measured by the angle around the
vertical axis, S is the saturation of the color rclat ive to
the color gamut and V specifies the brightness value.
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Again we take a look at the histogram plot with the new
parameters, saturation and brightness value (figure 4).
In this parameter space clear and cloudy pixels spread
more widely, showing two maximums, one in the cluster
of clouds and one in the cluster of the background.

Another quality control of the classification features is
the covariance matrix (see [4]):

red (channel 3) 1.0 For the RGB color space this results in:

( 2.283 2.227 1.698 )
CRGB = 2.227 2.229 1.707 10-2,

1.698 1.707 1.324

and for the HSV color space:

( 2.999 0.125 -1.504 )
Crr sv = 0.125 0.393 -0.023 10-2

-1.504 -0.023 2.103

Figure 3: Histogram plot of the distribution of channel
2 (blue) / channel 3 (red) over the global data from one
month. a Whole image sequence b Visually classified
clouds
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Figure 4: Histogram plot of the distribution of the
brightness value and the saturation over the global data
from one month. a Whole image sequence b Manually
classified clouds

Although a direct comparison of this two matrices is not
possible, the variances of the RGB values are in the same
order of magnitude as the cross covariance. In contrast
the values differ for the elements saturation and bright­
ness value in the HSV matrix. Therefore these two pa­
rametcrs are taken for further analysis.

We can now define a subset of the HSV space which char­
acterizes the clouds. Since there is only a small overlap
between the region classifying the background and the
region of clouds, an efficient separation can be achieved
by applying a threshold in the S-V space.

Although the results are very promising, the method only
allows us to determine whether or not a cloud is detected
but it does not allow us to infer the degree of cloud cover.
Moreover, the limiting values for the cloud subspace are
to a certain degree arbitrary and disregard local condi­
tions like the ground albedo. Our method can serve as a
pre-classification for the second, iterative cloud detection
method hereinafter described.

3 Iterative Fix Point Method

The results of the HSV method can be improved by con­
sidering that clouds are moving, forming and dissolving.
Therefore those SV values nearly constant with time are
likely to belong to the background whereas those which
change should belong to cloudy pixels. That approach
is successful, if the majority of days are cloud-free. Ap­
parently, that condition is fulfilled through the HS\"-pre­
classification. The implementation of this idea is realized
in the employed iterative algorithm.

• First we use the HSY-pre-classification to generate
a PMD image sequence with less cloud cover.

• Then we calculate the mean RGB values over this
series of pictures. This average picture serves as a
first estimate for the background picture B0.

• In the third step the background image B" allows
us to measure the deviation of each pixel from the
PMD images Ak. For this purpose a weighting
function W([[Ak(x) - Bn(x)[J) E [O,1] is required,
which is set to 0 if the actual pixel A(x) has nearly
the same SV values as the one from the background
image B(x), and is set to 1 otherwise.

• The calculated weighted mean over the picture se­
ries (using the weighting function W) allows us to
reiterate B": By yielding a better estimate for the
background picture, we go back to the third step.

• The algorithm terminates when the background
image converges.

If Bn(x) is the background picture of the nth iteration
and Ak the k11' picture of the time series, the cloud free
background image is given by the fix-point of the follow­
ing function:

Bn+l (x)

L: Ak(x)W([[Ak(x) - B"(x)[I)L: W([[Ak(x) - Bn(x)[[)

Finally the background image B00(x) can be used to cal­
culate a degree of cloud cover.
In sensitivity tests using different weighting functions vV
the fastest convergence is found for the step function e of
the Euclidean distance in the S-V color space, where the
threshold is set to the average distance between clouds
and background seen in figure 4 (~ 0.3). Actually, that
function requires the least iterations and the results of
cloud detection are acceptable. A flow chart of the de­
scribed algorithm is shown in figure 5.

The described method allows us to get full information
about the ground albedo and the local measuring condi­
tions (e.g. solar zenith angles etc.). It is not necessary
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Figure 5: A flow chart of the described method to determin a PMD background image.

Figure 6: The result of the iterative background image processing.

to correct the PMD values with AMFs because the al­
gorithm corrects for it automatically. With a similar al­
gorithm, it is possible to determine a reference image of
overcast cloud cover. The pre-classification has to be re­
versed and after applying the iterative algorithm, a max­
imum filter with respect to whiteness is applied to the
image.

However, some parameters which are included in the
background image can vary on a long time scale, e.g. the
vegetation cycle. To consider these effects, it is possible
to generate several images for different seasons.

4 Calculation of the HSV­
Cloud Cover

After the data is processed according to the technique de­
scribed above, a tool is built to calculate the cloud cover.
Since that parameter not only includes the fraction of
cloud covered space of one GOME-pixel but also regards

the transparence of a cloud, we call this parameter HSV­
Cloud Cover (HSV-CC).

The PMD values of the actual pixel are likely to be linear
combinations of the values from the two reference images.
As far as the two parameters, saturation and brightness
value, are concerned the parameters of the actual pixel
are not constrained to the connecting line of the reference
values. Therefore the least square solution is taken for
further processing. The notations for the different images
are as follows:

a(x)
b(x)
c(x)

current image
background image
maximum cloud image

Thus the definition of the HSV-CC is:

f = (a-b)(c-b)T
llc-bll
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Figure 7: A visualization of global HSY-Cloud Cover. These parameters are calculated on the P:MD values shown in
figure 2.

5 Results

The results of our algorithm are global images of the
HSV-CC (figure7). With figure 2 in mind, the results are
promising. The results were compared to another cloud
detecting algori:hm, the Initial Cloud Fitting Algorithm
(ICFA V2.0, see [3]). This comparison is visualized in
figure 8, where the relative frequency of corresponding
cloud parameters, the ICFA fractional cloud cover and
the HSY-CC, is shown. It is striking that on the right
side of the diagonal there are few data. Therefore the
HSV-CC is generally smaller than ICFA. This effect can
be explained by the fact that ICFA regards the changing
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Figure 8: Histogram plot of the ICFA fractional
cloud cover in dependence on the HSY-Cloud Cover.

ground albedo differently. The ground albedo in ICFA
is a fitting parameter whereas the HSY-CC algorithm
uses pre-calculated ground albedos. These differencesare
predominantly over bright areas, e.g. North Africa. An
other explanation is the different dependence of this two
parameters on the cloud optical thickness. The HSV­
CC is measured relative to maximum clouds, concerning
cloud cover and cloud optical thickness whereas in ICFA
a priori-chosencloud optical thicknesses are used. There­
fore the HSY algorithm yields smaller cloud covers than
ICFA, in particular for optically thin clouds.

"~
0
[
0

HSV-Cloud Cover ICFA fraC1:ional
cloud cover

-·•- average gray value from a weathersatellite

Figure 9: Comparison of the HSY-Cloud Cover with
ICFA and a mean gray value from a weather satellite [5].
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This effect is displayed in figure 9, where time series of
several cloud parameters are compared, i.e. the RSV-CC
with ICFA cloud cover and a mean gray value inferred
from an image which is operated by the AVHRR (Ad­
vanced Very High Resolution Radiometer) aboard the
weather satellite NOAA 14 (National Oceanic and At­
mospheric Administration) [5]. Although the three val­
ues differ they correlate somehow. Again the discrep­
ancy can be explained by the different adaptation of the
ground albedo and the different influence of the clouds'
optical thickness.

6 Influence of Clouds on the
Trace Gas Retrieval

In order to analyze the influence of clouds on the trace
gas retrieval we generate statistical values of vertical col­
umn densities of several trace gases as a function of the
RSV-CC. We use the data integrated globally over a
long observation period in order not to be sensitive to
short time variations and local events. As an example,
the average global relative vertical column density of the
trace gases 02, 04 and N02 as a function of the HSV­
CC is calculated. That comparison is performed for the
whole earth's surface and for an area over the Pacific
intended to discard influences like NO., emitted from
biomass burning or industrial areas. For all these val­
ues the same AMFs assuming a typical N02 distribution
were used (fig.figure10).

0 20 40 60 80
HSV-Cloud Cover in%

100

Figure 10: Average global relative vertical column den­
sity as a function of the HSV-CC.

There is a noticeable reduction of the vertical column
densities for 02 and 04 due to clouds with a stronger
effect for 04 than for 02. This is due to the quadratic
dependence of 04 with pressure leading to a correspond­
ing more rapid decrease of 04 than 02 with atmospheric
height. For N02 the effectsof clouds are different, mainly
because the bulk of atmospheric N02 resides in general
above the cloud, i.e. in the stratosphere. These statistical
curves can be used for doing a simple cloud correction.

7 Conclusion and Outlook

The algorithm makes use of two characteristics of clouds,
the color and the temporal variation. The algorithm is
based on image sequences so it primarily enables us to
calculate the global cloud cover for longer periods. Once
the reference images (cloud-free background and maxi­
mum cloud) are generated, the cloud cover calculation is
very fast (approx. 5 sec./800x400 pixel image on Pen­
tium 166 MHz). The algorithm is very robust because
invalid values are easily removed without affecting the
reference images and it can simply be extended. Once
reference images for different seasons are generated, an­
nual changes, such as variations due to vegetation cycles,
are also considered. Finally the results of this algorithm,
the RSV-Cloud Cover can serve as an input for other al­
gorithms to calculate other cloud parameters. For a more
detailed description see (7].
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ABSTRACT

An experimental version of a diagnostic tool for the detection
and monitoring of N02 sources in the atmosphere has been
developed at ESA/ESRIN. Input data arc the GOME level 2
vertical columnar concentrations of NO, and the ATSR tem­
perature images. A preliminary step consists of the creation of
NO'.' "mean" or "climatic" fields using the level 2 products.
Statistical analyses of these ticlds lead to the selection of
areas characterized hy high variability (both in time and
spacc i of \i02 concentration: single orbit analyses arc then
carried out over the area or interest. The ATSR temperature
data .irc used i"11rvalid.uio» !lire-;) :111Jdetection or smoke
plumes eventually present in the scene. A case study is here
described in detail.

1.INTRODUCTION

/\new and attractive poxxihilu y or monitoring 1h1:.umosphcrc
is represented hy GOME (Global Ozone Monitoring Experi­
ment) launched on ERS-2 in April 95 and functioning contin­
uously since then. The main scientific objective ot' the GOME
mission is to measure the global distrihuuon of ozone and 11r
several trace gasses. namely N02, BrO. OClO and SO'.' IRd.
I). Evidence of N02 production due to biomass tires and
antropogcnic pollution has been reported in the last years: in
recent puhlicationx (Rctx. 2.3) an aucmpi to evaluate the
excess of N02 produced hy the Borneo tires of l997 using the
GOME data has been described, In our case GOME and
Along Track Scanning Radiometer (ATSR) products have
been used to investigate the role of biomass burning in the
variations of the N02 columnar concentration. GOME level 2
products, generated operationally at D-PAF, consist of slant
and vertical amount of atmospheric constituents (02 and
N02). and related uncertainties, retrieved from calibrated
gcolocatcd radiances: they also include essential information
on cloud parameters (Rd. 4). Here we use N02 vertical col­
umn data; the cloud information is also used to select cloud
free scenes imposing a threshold for the cloud fraction of 0.3.
ATSR-2 products used for our analyses are the GBT. geolo­
catcd gridded calibrated brightness temperature/reflectance

products generated with RAL's S.1.DlST-2 ATSR data pro­
cessing software (Ref, 5). Although the N02 GOME product
has not been thoroughly validated as the corresponding 03
measurements and has to be carefully interpreted (Ref. 6), the
attempt to retrieve useful information on the processes
involved in trace gasses concentration variations appear to he
quite successful.

2.METHOD DESCRIPTION

Biomass (ires arc usually sporadic and highly localized
events. This sources of trace gases arc therefore short lasting
and the resulting excess of tracers can he detected if consid­
ered as a deviation irom a mean undisturbed ricld. The most
challenging task is the construction of a suitable "mean field".
The proposed solution is the creation of an ensemble of grid­
dcd mean fields, using the GOME level 2 products: orbits rel­
ative to periods of two-three days arc selected and grouped;
then a regular gridded fields from the instantaneous GOME
data is constructed by gcorncuic interpolation: these Iiclds are
smoothed to reduce noise and point sources contribution.
Each of these gridded tields is assumed to represent the
"instantaneous global distribution" of N02 for the selected
period. Finally. gridded fields arc averaged over periods of ten
days: the variances are also computed at each grill point. Ten
days is here assumed to be the maximum time scale over
which seasonal variation of NOo concentration can he
neglected. This procedure has been applied to the GOME
products dated on February-August 1998 producing more
than twenty mean and standard deviation fields. which arc
assumed to represent the "global undisturbed distribution" for
the ten day period. The mean fields cannot he considered as
N02 climatologies since climatic means, by definition, a
mean taken over a period of at least lO years. Moreover, the
assumption of mean fields as "undisturbed fields" is incorrect
due to the correlation between instantaneous and mean field:
this limitation will he taken into account in discussing the
results. High values in the standard deviation fields corre­
spond to highly localized sources of N02: in most cases these
sources arc due to aruropogcuic pollution and can he seen in
the same places all the year long. Since the object of this
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study arc only sporadic; events. the antropogcnic sources will
not be discussed in this paper.
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Fig. I Mean and standard deviationfields in the Mexico Gulf
jor two differentperiods. The upper plots refer to mean field.
the lower plots to standard deviation. Large differences in

standard deviation reveal the occ111Te11aofa sporadic event
over Mexico in the second period.

FIG( l) shows two examples of mean field and standard dcvia­
Lion field over the Mexico Gulf during April and May 1998:
the upper plots show mean field values. the lower plots refer
to standard deviation fields. The lirst case (lcl] plots) refers Lo
the period from the 20th to the 30th of April. the second Lothe
period from the Ist to the 10th of May. In the second case.
highest values in the SF arc present over the Mexico State and
the western pan of the Mexico GulL suggesting the occur­
rence of events such as long lasting and wide spread biomass
tires, which can produce non stationary instantaneous field or
N02. This type of information can be used Loselect period
and areas or probable interest. The data for those periods arc
processed by subuucting, fur each center pixel location, a sin­
gle mean Iicld value. computed using bilinear interpolation. to
the original N02 datum. The resulting "deviation from the
mean" is plotted vs. latitude together with its uncertainty
(UD) estimated from the instantaneous field's uncertainty
(Ul), and the mean field's standard deviations (SF) as:

UD = JU 12 + SF2

Actually, the UD's definition is valid for uncorrelated vari­
ables, which is not the case here; moreover, the standard devi­
ation field values contain the contribution of both
instrumental noise and atmospheric phenomena. which result
in an overestimate of the "true" deviation 's uncertainty. In
addition, since the single mean field is computed from the

instantaneous fields. which arc constructed using the instanta­
neous data ensemble, the deviation values arc an undercsti­
mate of the "true" disturbance. An important assumption. to
be validated using the ATSR products, is that the deviation
values arc produced hy phenomena taking place in the lower
troposphere (fires and industrial pollution).

3.CASE STUDY

During the lirst half of May 1998 vast forest fires continued lo
burn in five Mexican slates (Oaxaca. Chiapas. Veracruz,
Coahuila and Durango) and in the Yucatan peninsula. Smoke
from this tires reached the Southwestern United Slates pollut­
i1~gthe air from Florida to California. As shown in FIG( l )
high values of standard deviation an: reported for the period
lst to lOth of May indicating that GOME has been able to
detect the occurrence or a sporadic N02 production event.
The above described method has been carried out and the
results arc reported in the following. FIG(2) and FIG(3) show
the time evolution of the deviation values for the Mexico Gulf
area in the period ranging from May 7 to May 10 for FIG(2)
and May l3 to May 19 for FIG(3), and LOmwind field analy­
sis (ECMWF) relative to the closest in time available. For
each day three graph arc presented reproducing the deviation
values at their geographical location (left plot), deviation vs.
latitude along with the related uncertainty (center plot) for the
left (upper). central (center) and right (lower) GOME pixel,
and wind field in which the arrow length is proportional to the
wind intensity.
On May 7th small N02 plume are detected over the states of
Chiapas and of Honduras while the ECMWF wind analysis
reveals strong winds blowing in the NW direction over the
two states (sec FIG(2a)). The situation has developed at the
next passage of ERS-2 over the Mexico state during May 9th
as shown in FIG(2b). Extremely high values of deviation are
found over the states or Oaxaca and Guerrero. The N02
plume is generated in the Eastern part of the Sierra Madre del
Sur and advcctcd over the Gulf of Mexico. up to the Southern
United Stales, by the strong winds still blowing lrorn the
South in that area. The two spikes in the central pixel plot
located al 20 and 30 [deg] are due to the contribution from
Mexico City and Houston. due to their highly polluted atmo­
sphere; the antropogcnic contribution is superimposed to the
N02 plume generated by the fire. Deviation values are, in this

case. as high as 3.5 to15 mol/cm2, with the mean field value
of 2.5 1015 mol/cm2. The N02 concentrations are more than
doubled in that area. F!G(2c) shows the plume still spreading
over the Yucatan peninsula, the Oaxaca state and the Gulf of
Mexico during May 10th. The fires are still active during the
May 13th ERS-2 passage (sec FIG(3a)). It can be noted that
the high deviation values in the Gulf of Mexico are found in
the area of low wind intensity, while in the region interested
by the wind jct blowing from the Yucatan Channel to Texas
the instantaneous data are close to the mean values. In
FIG(3b), relative to the lSth of May, the plume intensity is
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Fig. 3 Time evolution of the deviation from the meanfor the period 13-19 ofMuv. Plot (a) refers to Mav l Ith. plot (b) to May lSth,
plot (c) to May IYth. The arrow plots show the closes! in time wind intensity and direction (ECMWF analysis)
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Fig.4 Set of visible, near and thermal infrared channels of ATSR-2 image over Yucatan Peninsula
on I 0 tlt Mav 1998. a) False colour combination of VIS and NIR channels (Red: average of 0.87 and
1.6 um; Green: 0.67 um; Blue: 0.55 um; b) 0.55µm channel; c) 1.6 µ111channel; d) 11 um channel.

a) b) c) d)

Fig.5 Set of visible, near and thermal infrared channels of ATSR-2 image over Yucatan Peninsula
on 13 '"May 1998. a) False colour combination of VIS and NIR channels (Red: average of 0.87 and
1.6 um; Green: 0.67 um; Blue: 0.55 um; b) 0.55µm channel; c) 1.6 um channel; d) 11 µ111channel.
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Fig.6 ATSR-2 fire maps in CentralAmerica. a) JO"'May 1998and b) 13"'May 1998. Thefirst
image shows the strongpresence of fires on 1011'May and the second their dramatic increasing

three days later in the same region.
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reduced: high deviation values can still be found in corre­
spondence of Mexico City and iLSsurroundings. Over this
area the wind is almost absent, while strong wind is blowing
in the NW direction over the Gulf of Mexico. FIG(3c), rela­
tive to the 19th of May. shows a typical "undisturbed" N02
field where the DD values arc close to zero, except in the
Mexico City, Houston and New Orleans locations, where the

deviation is 2 1015 molfl:m2. The a~·Jpted method seems to
allow the monitoring of point sources of pollution such as
urban and industrial sites.
The I km resolution ATSR-2 IRR Gridded Brightness Tem­
perature/Reflectance products were used to point out the huge
amount of smoke produced by fires occurred during the
period of interest in Central America. From the spectral anal­
ysis of visible, near-infrared an<lthermal-infrared channels of
ATSR-2, it is possible to see the smoke cover on the Yucatan
Peninsula. While the near infrared 1.6 µm channel seems to
be poorly sensitive to attenuation by smoke (Ref. 7) (see
images in FIGG 4c and Sc, where the reflectance of smoke
particles appear very low), the presence of smoke is well
detected in visible channel 0.55 µm (sec images (b) in FIGG
4 -5, where in the bottom half of images the reflectance is
very high). What leeds to exclude the presence of clouds in
the region is the high temperature resulting form the analysis
of 11 um thermal channel data. In fact, whilst usually clouds
arc highly reflecting and have low temperature, as can be seen
in the top half of FIGG 5b and 5d, the image sequence shows
high temperature and low reflectance in the region covered by
the smoke. It is interesting to remark that in parallel, the
GOME instrumentation has recorded a massive presence of
N02 over the same region and in the reference time period.
High concentration of fires at the too different ATSR-2 acqui­
sition dates is well demonstrated in the relevant fire distribu­
tion maps shown in HGG 6a and 6b. FIGG -l.a and 5.a show a
false color combination of visible and near-infrared reflec­
tance channels, where the presence of smoke particles is well
detected over land and sea near the coast.
The above described synergy of GOME and ATSR-2 prom­
ises new results on the monitoring of the atmosphere: the
optical features of clouds and aerosols are well described by
ATSR-2, the chemical components of the atmosphere can be
analyzed using information from the GOME spectra. More­
over, the ATSR-2 capability to detect fires can be used to vali­
date the GOME N02 products.
Some limitations Lothe proposed analysis need to be pointed
out:
a) due to the low time resolution of the ERS-2 orbit and
GOME field-of-view geometry only long lasting fires can be
monitored;
b) analysis is performed for cloud free scenes (cloud fraction
<0.3);
c) N02 variations are assumed to occur in the troposphere;
d) low signal-to-noise ratios may affect the results in regions
between the tropics (30 S to 30 N);
c) the N02 mean field is correlated to the instantaneous values
and is not representing a climatic field.

From the above listed points it is evident that the results from
the proposed analysis need to be carefully interpreted and fur­
ther investigation will be necessary to define, and eventually
remove, the possible sources of error.

4.CONCLUSIONS

In this paper a simple diagnostic tool is presented to monitor
biomass burning by using GOME level 2 and ATSR products.
The main objectives are the detection of fire location and the
tracking of N02 plumes produced by wide spread and long
lasting fires. GOME gives the possibility to study and prepare
applications (e.g. air pollution monitoring) for the atmo­
spheric payload to be flown on the satellite ENVISAT includ­
ing the instruments GOMOS. MIPAS and SCIAMACHY
Information content of Earth Observation measurements can
be enhanced by the synergy of atmospheric and optical rnca­
suremenLS as presented here by the instrument GOME and
ATSR for air pollution monitoring.
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ABSTRACT

The Global Ozone Monitoring Experiment (GOME)
onboard ESA's 2nd European Remote Sensing Satellite
(ERS-2) has been measuring backscattered earth radiances
and solar irradiances in the UV/visible wavelength range
between240 and 790 nm since its launch in April 1995. In
this studyGOMEmeasurementshavebeen inverted to yield
columnamountsof formaldehyde(HCHO),ozone (03), and
nitrogen dioxide (N02).These trace gases have been
derived by applying the method of differential absorption
spectroscopy (DOAS). Both total column amounts and the
tropospheric excess columns have been derived. The
tropicalregion from20°N to 20°S between 90°E and 120°
E covering Indonesia has been investigated. During the
period from summer 1997 to spring -1998 forest fires
burnedextensively in Indonesia. Analyses have been made
for summer and autumn 1995, where no burning occurred
and for the period from July 1997 to March 1998. The
observation of excess tropospheric HCHO, N02 and 03

show the influenceof the biomassburning and air pollution
from the cities in this region. The largest HCHO
tropospheric excess column densities observed for the
GOMEpixel (40x320 km') were around 2xl016 molec/cm2

above the burning forest. Significant N02 was observed
aboveurban areas and biomass burning regions. 03 plumes
were produced downwind from the biomass and urban
areas. The results demonstrate that the measurements of
GOMEareuseful for investigationof the impact of biomass
burning and urban pollution.

1. INTRODUCTION

Biomass burning comprises both moderately high and low
temperature combustion processes. Hydrocarbons,
aldehydes, ketones, organic acids, and other oxygenated
hydrocarbons are ernitted. As is well known tropospheric
HCHO is formed during the oxidation of methane (CH4)

and non methane hydrocarbons (NMHC). In unpolluted
regions of the tropical troposphere, the dominant source of
HCHO is the oxidation of CH4 and mixing ratios in the
boundary layer are typically around 400 pptv. In polluted
regions HCHO is produced additionally in significant
amountsduring the oxidationof hydrocarbonsemitted from
both anthropogenic and biogenic sources. The HCHO
photolysis and its reaction with OH result in the formation
of H02 radicals.

N02 is produced by industrial combustion processes,
biomass burning and lightning in the troposphere.
Tropospheric 03 is considered to have two sources:
Transport from the stratosphere and chemical production.
The latter comprises a catalytic photochemical chain
reactionin air masses that have sufficient NO, (NO + N02)

and volatile organic compounds (VOC) [1],[2].

In the troposphere,the backgroundlevelof 03 is considered

to be determined by transport from the stratosphere and
methane and carbon monoxide (CO) oxidation chemistry.
However in the planetary boundary layer the oxidation of
NMHC and NO results in effective chain reactions
producing copious amounts of 03 [3]. Such conditions are
associated with summer smog episodes [4].

In this studythe region around Indonesia has been analysed
usingGOMEmeasurements.The objective of the study has
been to investigate the production of ozone from biomass
massburningand pollution.To achieve this goal, two cases
have been studied: a period without biomass burning in
I995 and two periods including biomass burning in
1997/1998. The observations from September 1995 are
those from a typical year for the region around Indonesia.
No significantEl Nino occurred and the monsoon behaved
normally. In contrast, the monsoon was significantly
disturbedby the largeEl Nino event 1997/98. This resulted
in a long dry period. Unfortunately this appears to have
been exploitedby locals in their need for arable land. Fires
raged in Kalimantan from July to September 1997 with
significant burning occurring up to March 1998.

2. THE GOME INSTRUMENT AND
MEASUREMENTS ON ERS-2

GOME is a small scale version of the SCIAMACHY
(SCanning Imaging Absorption spectroMeter for
Atmospheric ChartographY) [5]. The ERS-2, including
GOME, was launched in April 1995 into a near-polar sun­
synchronous orbit at an altitude of 780 km. The GOME
instrumentand someresults from inversions of GOMEdata
have been described and reviewed elsewhere [6]. Briefly,
GOME is a nadir-scanning double monochromator. The
spectrometer comprises four spectral channels in GOME
each having a grating, transmissive optics and a 1024
element diode array detector. In this manner the spectral
region between 240 to 790 nm at a spectral resolution of
between 0.2 and 0.4 nm is observed simultaneously. In
addition three broad band polarisation monitoring devices
(PMDs) observe the same scene as the array detectors.
These are used to measure the polarisation of the up-_
welling radiance, which is required to perform accurate
radiometric calibrations and as cloud cover detectors.

A mirrordirectsthe up-welling radiance from the earth and
its atmosphereto theGOMEspectrometer. Scanning across
track enables full coverage at the equator to be obtained
within3 days.The swathwidth is then 960 km across-track
swath and the ground pixel size is 40 x 320 km2 for the
arraydetectors.The broad band PMD are read out 16 times
faster than the array detectors and have ground scenes of
approximately 16x20krrr'.

On three days of the month a smaller swath width of 240
km is used. The solar irradiance is measured daily. GOME
measurements are available since July 1995.
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3. DATA ANALYSIS

For this studyGOMEradiance and irradiance (level 1 data)
fromchannels2 and 3 have been analysed using the DOAS
technique. Cloud data have been inferred from the
Polarisation Monitoring Devices (PMD) observations.
GOME observes the total column of 03 and N02 globally
[7], [8], [9], [10]. HCHOcolumndensitiesare derived from
the near UV GOME radiance/irradiance measurements.

For the DOAS derivation of slant columns, the fitting­
window338-357nmwasused for the HCHO analysis,325-
335 nm for 03 and 425-450 nm forN02• TheDOASroutine
used is described elsewhere [11].

GOME data were used to identify periods of high N02• 03
andN02 total columnswere reprocessed using the IUP/IFE
DOAS algorithm to determine the slant columns. The total
column amount is then derived by combining the slant
column and the appropriate AMF, determined using the
forward radiation transfer model GOMETRAN [12], [13].

In the tropics, the stratospheric 03 and N02 can be
considered to a first approximation to be longitudinally
homogeneous.Subtractionof the total column amount for a
longitude, associated with an unpolluted region, from that
for the same latitude but at a longitude experiencing
pollution in the tropics yields therefore an excess
troposphericcolumn. Care must be taken in generating and
interpreting these values as changes in the position of the
Inter-Tropical Convergence Zone (ITCZ) or wave activity
resulting in loss of homogeneity in the stratosphere, could
be falsely interpreted. For this study the region above the
Pacific at longitudes around 180° is identified as being
unpolluted. Data from the UARS (NASA Upper
Atmospheric Research Satellite)-HALOE and SAGE-II
indicate that the assumption of stratospheric longitudinal
homogeneityis reasonablefor columns of 03 and N02• The
amount of stratospheric HCHO compared to the
tropospheric burden is small. Using the above procedure,
the tropospheric excess column amounts of HCHO, N02

and 03 have been calculated for the different periods
studied.

During the period analysedthe prevailing wind direction in
the boundarylayer above the region selected for analysis is
from the east,being roughly parallel to the equator. For the
case studies the wind speedswere relativelylow (5-7 m s').

For this analysis the presence of clouds has been
determinedusing the PMD retrievals. Smoke can clearly be
seen above burning regions. An appearent systematic
dependenceof PMD true colour image on the scan position
is observed. This most likely arises from an error in
radiometric calibration of the PMDs. The slant column
amount retrieved is that above the ground under cloud free
conditions. However it is important to point out that for
cloudy skies GOMEmeasurements are made effectivelyto
the top of the cloud. For partially cloudy conditions some
uncertainties are introduced to the AMF values. These
depend on the penetration of radiation in the cloud or
smoke region. For the present this will not be further
discussed,as studiesare being undertaken to quantifybetter
these issues.

Finally another important limitation of GOME measure-

mentsis that they are made at the sites under consideration
once everythree days and at approximately10.30 a.m. local
time. For short lived species such as tropospheric 03, and
N02, which exhibit strong diurnal variations, this implies
that atmospheric models need to be coupled with such
measurements to generate a more complete understanding
of the observations. Nevertheless the combined set of
retrievals from an instrument such as GOME provide a
unique view of the troposphere.

4. RESULTS

The large fires over Kalimantan (0°, 115°E) lasted from
July to September 1997, with some minor burnings
continuing into the spring of 1998. The monsoon rains
normallyexpectedduring thesemonthswere absent (related
to the El Niiio weather phenomena) which caused an
unusual dry condition in this region. Smog is usually
observedonly in the metropolitan areas around the cities of
Jakarta,Kuala Lumpur, and Singapur. During this biomass
burning period clouds of smog could be regulary observed
covering a large area.

Data from a period having no biomass burning in
September 1995 and the entire period of large biomass
burningevent in Indonesiafrom the beginningof June 1997
to the end of March 1998havebeen analysed as part of this
study. In order to demonstrate the observed behaviour,
selected periods have been chosen to illustrate different
types of behaviour.

A series of GOME overpasses for the periods 1-12
September 1995, 1-12 September 1997 and 16-28 March
1998 have been analysed for the trace gases N02, HCHO
and ozone. These are described and discussed below.

Case 1: Indonesia without Biomass Burning - 1st-12th
September 1995.

Figure 1 shows composite pictures of the excess N02,

HCHO and 03 tropospheric columns and true colour
images for the period 01-12.09.1995.

Some small amounts of excess N02 are observed above
Kalimantan and Thailand. The Kalimantan plume is above
a cloud. The Thailand plume above a partically cloudy
scene is downwind of the Kuala Lumpur and Singapur
regions. The event above Kalimantan may be related to
convective clouds. The evidence for significant
troposphericexcesscolumnsof HCHOwas observed.Some­
tropospheric excess 03 is observed downwind from the
Bangkok area.
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Figure1.Composite pictures of the excess N02, HCHO, 03
tropospheric columns and true colour image for the period
01-12.09.1995.

Case2: Biomass Burning : Lst-lZtli September 1997.

During this period significant biomass burning took place
and figure 2 shows a set of composite pictures similar to
these of figure 1. Relatively few clouds are present and
regions of smoke can be observed over Kalimantan and
elsewhere. These are identified by the darker clouds
between 5°N 120°E and 3°N 100°E, and above 5°S 120°E
between 4°S 100°E. Significant production of N02 and

HCHO can be readily seen associated with this fire plumes.

The excess column amount of N02 increased from being
less than 0.8xl015 in non polluted regions to between 2 and
4xl015 molec/cm2 in urban and biomass burning regions of
Kalimantan. Some small tropospheric excess N02 can be
seen below the ITCZ in the southern hemisphere. The
origin of these signals may be effectively noise or could
perhaps indicate that lightning may have been present.
Further work is required to understand this phenomenum.

The tropospheric excess columns of HCHO reached values
up to -2.6xl016 molec cm? (- 5-10 ppbv for a height of 2
km) over Kalimantan. HCHO is well correlated with the
plume from the biomass burning regions over Kalimantan
and Sumatra. Some excess HCHO can be also be seen to
the south of Kuala Lumpur where smoke clouds are visible.
For the Kalimantan fire region the ratio of HCHO/N02
excess column amounts is approximately 10. Although it is
likely that some of the HCHO is produced by the oxidation
of NMHCs and that some of the N02 may be lost by
reaction with OH to form HN03 within the fire plume
observed by GOME, this can be assumed to appropiate the
ratio HCHO/N02 being emitted. Combining this value with
the literature estimate of the ratio of NO/C02 emitted by
fires, which has been determined to be around 2xl0·3, [14],
[15], [16], [17] yields the ratio ofHCHO to C02 emitted by
the fire to be about 0.02. This represents quite a large
emission of HCHO and needs to be confirmed by other
independent techniques.

Excess tropospheric 03 is observed in both hemispheres.
Above the ITCZ in northern hemispheric air a plume of 03

appears to begin over Kalimantan and then increases
downwind of Sumatra: the maximum columns being around
25 to 30 DU (- 125-150 ppbv for a height of2 km) .

In southern hemispheric air significant but lower excess
tropospheric 03 is observed. This may partly result from
limitations in the "excess" concept, but at least
provisionally is attributed to result in part from the outflow
convected to the upper troposphere from African biomass
burning emissions.
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Figure 2. Composite pictures of the excess N02, HCHO, 03

tropospheric columns and true colour image for the period
01.-12.09.1997.

Case 3: Biomass Buming-16'11-28r1'Marcli 1998.

Another biomass burning event took place in early 1998.
Figure 3 shows the excess tropospheric columns of N02,

HCHO, 03 and true colour image similar to figures 1 and
2. In this case a significant smoke cloud is observed over
Kalimantan. Convective activity appears to be relatively
low with scatterd clouds being present.
In addition to the city plumes, a strong excess N02 plume
above the forest fire is observed. A large feature can be
seen for HCHO above Kalimantan. The observed ratio of
HCHO to N02 is about 8 for this period of fire burning,
similar to that observed in September 1997.

As in September 1997 a large plume of excess 03 is
observed in northern hemispheric air. However significant
southern hemispheric plume is observed. At this time of
year there was no significant biomass burning over Africa
in the southern hemisphere.
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5. CONCLUSIONS

The cases studied and described above demonstrate the
importance of air pollution and biomass burning during the
large fires which burned in Indonesia between June 1997
and April 1998. Significant emissions of both N02 and
HCHO are observed from the fires. HCHO may also be
generated in the plumes by the oxidation of NMHCs.
A simple analysis indicates that HCHO is about 2% of C02
emitted from the fire for both periods of burning reported.

Tropospheric 03 appears, as is to be expected downwind of
biomass burning plume. It appears that the production of 03
in the plume is NO, limited, because 03 increases
downwind from the urban areas of Singapur and Kuala
Lumpur. Evidence for some tropospheric excess 03 being
produced in the southern hemisphere is also observed. This
is attributed tentatively to convection and outflow of
emissions from biomass burning in Africa.
This study demonstrates that GOME data will be most
useful for observing certain aspects of tropospheric
chemistry. However these observations need to be coupled
to atmospheric models as they provide information only
about one particular time of the day when GOME flies by.
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ABSTRACT

A method to derive the atmospheric vertical column of
water vapour from the near-infrared measurements of the
Global Ozone Monitoring Experiment (GOME) is pre­
sented. These columns are determined by a modified
DOAS approach, taking into account effects of strong
wavelengthdependent absorption. The radiative transfer
model MODTRAN is used to calculate appropriate ref­
erence spectra for different scenarios, i.e. different solar
zenith angles (SZAs) and different model atmospheres.
This paper shows the feasibility of this approach and
gives first estimates on the retrieval precision and the
accuracy of a possible new GOME H20 data product by
comparisonwith selected radio sonde and SSM/I data.

l. INTRODUCTION

The accurate assessment of the impact of present and
future anthropogenic pollution and natural phenomena
of the atmosphere and the climate-chemistry coupling
requires a detailed global knowledge of the temporal
and spatial behaviour of atmospheric trace constituents
(gases, aerosols, clouds). Water vapour is one of the
most abundant atmospheric gases. More than 99% of
water vapour is located in the troposphere where it sig­
nificantly contributes to atmospheric chemistry and of
course weather and climate. For example, H20 plays
a major role in the production of OH, the most impor­
tant oxidisingagent. Water vapour is arguably the most
variable greenhouse gas. Variations of water vapour are
closelyrelated to atmospheric pressure and temperature;
thus water vapour may be considered as a tracer for the
spatial and temporal variability of the troposphere and
particularly of climatic changes. The amount of water
vapour is therefore of great importance for global atmo­
spheric models which aim to predict the future climate.

Currently, global water vapour concentrations are mainly
estimated from satellite based measurements in the in­
frared - e.g. with the TIROS-N Operational Vertical
Sounder (TOVS) - and in the microwavespectral region -
e.g. with the Special Sensor MicrowaveImager (SSM/I)
at 22 and 37 GHz - in combination with in-situ radio
sonde measurements (see Ref. 1, and references therein).

This paper describes a method to derive water vapour
column amounts frommeasurements of the Global Ozone
Monitoring Experiment (GOME) which is operating suc­
cessfullyfrom the ERS-2 satellite since 1995. The GOME
instrument is a grating spectrometer which measures so­
lar irradiance and earthshine radiance from the UV to
the visible and near-infrared wavelength region (::::::240-
800nm). The inversionof the ratio ofmeasured radiances

and irradiances provides information about the amount
and distribution of atmospheric constituents. The main
task of GOME is the determination of global distribu­
tions of 03 and N02, but it has been shown that con­
centrations of much more atmospheric constituents can
be derived as well, e.g. BrO, OClO, S02, HCHO (see
Ref. 2).

The method described in this paper uses GOME mea­
surements in the near-infrared wavelength region (around
720 nm) to retrieve water vapour total vertical column
amounts. In contrast to microwave measurements this
approach is not limited to ocean areas. As with IR mea­
surements it is possible to determine HzO concentrations
also over land. However,the determination of total H20
columns is limited by the comparably lowspatial resolu­
tion of GOME of about 320x40 km. So far, the retrieval
algorithm is applied only to (almost) cloud-freescenarios,
but in principle water vapour columns above the cloud
top can be derived for cloudy pixels.

H20 columns from GOME measurements are of special
interest for users of the other GOME data products.
Moreover,water vapour data from GOMEmeasurements
complements well other ERS-2 data products. Combina­
tion of GOME water vapour with e.g. cloud detection
by ATSR and liquid water content from the Microwave
Sounder will increase our knowledge on the global hy­
drological cycle in addition to demonstrating the pre­
operational potential for meteorological applications.

As the retrieval method described here does not explicitly
rely on GOME data, it may be applied to data from other
similar sensors, such as the Scanning Imaging Absorp­
tion Spectrometer for Atmospheric Chartography (SCIA­
MACHY) (see e.g. Refs. 3, 4). SCIAMACHY is an en­
hanced version of GOME, which will operate from the
ENVISAT-1platform to be launched in late 2000.

2. RETRIEVAL METHOD

The retrieval ofvertical H20 columns is based on the Dif­
ferential Optical Absorption Spectroscopy (DOAS) ap­
proach which was originally developed for on-ground ob­
servations (see e.g. Ref. 5) but has proven to be applica­
ble also for ground-based zenith and space-based nadir
measurements (Ref. 6).

2.1. Standard DOAS

DOAS exploits the Beer-Lambert law:

I= /oexp(-r)

where I and /0 are the measured and the unattenuated
intensity, and r is the optical depth along the light path.
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The main idea of DOAS is to separate components which
vary slowly with wavelength (resulting from Rayleigh and
Mie scattering, surface reflection, and broadband absorp­
tion) from differential absorption structures. The broad­
band spectral features are approximated by a low-order
polynomial P, which leads to

In(~)= P-TA

where TA is the slant optical depth due to differential
absorption.

For one absorber in the selected wavelength interval,
which is the case for the H20 band used in this study,
the slant optical depth is given by

TA=!. CIA n ds

where erA is the differential absorption cross section and
n is the number density of the atmospheric species; the
integration is to be performed along the light path s.

If erA is independent of atmospheric pressure and tem­
perature, the slant optical depth is proportional to the
amount of the absorbing species integrated along the light
path:

TA= CTACs

where

Cs:=/. n ds

is the slant column density which is related to the vertical
column density Cv by the so-called air mass factor:

Cs
m:= Cv

Cv is defined similar to Cs :

rOA
Cv :=Jo n dz

where n is integrated in the vertical direction, z, from the
ground (altitude 0) to the top of the atmosphere (TOA).

Combining the above yields

In (!a)= P- CTAm Cv

Using measured values of I and 10, known absorption
cross sections er, and an air mass factor m (usually de­
rived from radiative transfer calculations), a linear fit
provides the polynomial coefficients and the vertical col­
umn density Cv.

If the differential absorption cross sections depend on
pressure and temperature (which is the case for H20), erA
is not constant, and equation (3) no longer holds. How­
ever, it is possible to use a slightly different approach for
this case which uses the slant optical depth TA instead
of the slant column density Cs in the fitting process (see
e.g. Ref. 6).

(1)

(2)

(3)

(4)

2.2. Modified Approach

The main assumption of "standard" DOAS is that the
relative depth of an absorption feature is linearly propor­
tional to the amount of the absorbing species integrated
along the light path. This does not hold for molecules
like H20 where differential absorption features strongly
depend on wavelength and are not resolved by the mea­
suring instrument. In this case, the Beer-Lambert law
is not applicable. The differential absorption depth be­
comes a nonlinear function of the absorber amount, and
equation (4) is no longer valid unless at spectral regions
where absorption is low, e.g. at the outer edges of a
band structure. Unfortunately, this is also the region
where absorption cross sections are typically less accu­
rately known.

Tomake use of the usually much better signal-to-noise ra­
tio of spectral regions with strong absorption, which may
enable us to additionally deriveH20 vertical profile infor­
mation out of the GOME data, it is necessary to include
the saturation effect in the calculations. This is done by
analogy to an approach described by Halthore & al. (Ref.
7) who determined water vapour columns from ground­
based occultation measurements using sun photometers
operating in the 940-nm band. Although the instrumen­
tal setup of Halthore & al. differs from the GOME ob­
servational geometry, spectral resolution and wavelength
range, it will be shown that the general parametrisation
of the saturation effect is applicable to GOME data.

Instead of equation (3) the followingrelationship between
the slant optical depth TA and the slant column density
Cs is assumed:

TA= a C~ (5)
The parameters a and b depend on wavelength, obser­
vational geometry (mainly solar zenith angle), spectral
resolution and atmospheric properties, in particular on
the vertical distribution of water vapour, i.e. the shape
of the profile. It is a main assumption of the method
described here that a and b do not depend on the actual
amount of water vapour in the atmosphere, i.e. the total
vertical column density. The parameter a contains the
differential absorption cross sections (for different tem­
peratures/pressures, averaged along the light path) at
instrument resolution, whereas b is directly related to
saturation where usually b ::; 1. For their broadband pho­
tometer measurements Halthore & al. determined single
values for a and b which were quite insensitive to atmo­
spheric changes. To use the higher spectral resolution
of GOME data a and b are assumed to have a spectral
dependence.

If we define
(6)

the slant optical depth may also be written as a function
of the vertical column density:

TA= C Ct (7)

This leads to the followingbasic equation which replaces
(4):

1n(~) =P-cCt (8)
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The parameters band care obtained from radiative trans­
fer calculations for different model atmospheres and ob­
servational geometries (i.e. solar zenith angles). This is
explained below. For given values of b and c, the ver­
tical column amount Cv may then be determined by a
non-linear fit similar to the standard DOAS approach.

2.3. Determination of Parameters b and c

The first step i.:..::. the determination ofband c is the deriva­
tion of the slant optical depth. For a given scenario, the
slant optical depth is calculated by performing two radia­
tive transfer calculations: one for an atmosphere which
contains the relevant absorbing species (in our case wa­
ter vapour}, and one for an atmosphere which does not
contain this species, i.e. for a zero column density. Using
equation (1) the corresponding simulated intensities (i.e.
radiances) Iwith and !withoutare:

( Iwith) = p - TAln -·
Io

and

(
J..,ithout) = p

In lo

which leads to

_ J (!without)
TA - n lwith (9)

This implicitly assumes that the polynomial P does not
depend on the vertical column amount. This appears to
be a good approximation in our case.

Taking the logarithm of equation (7) a linear relation
between the logarithms of vertical column density and
slant optical depth is obtained:

lnTA = lnc+blnCv (10)

Varying the vertical column density and computing the
corresponding slant optical depths yields b and c for each
wavelength by a linear fit. To retrieve parameters which
are specific for a given model atmosphere, the shape of
the water vapour profile is kept constant in this process.
This is achieved by scaling the assumed H20 profile of
the model atmosphere by factors from 20% to 100%with­
out changing the other atmospheric parameters. It is not
useful to apply scaling factors larger than 1 because this
may result in a relative humidity larger than 100% at
certain altitudes. On the other hand, taking into ac­
count only atmospheric columns which are smaller than
the reference column may cause an under-estimation of
the retrieved columns. This is (at least partly) compen­
sated by adding more weight to the 100% atmosphere in
the fitting process.

In this study, all radiative transfer calculations are per­
formed with MODTRAN 3.7 (Ref. 8) for the wavelength
range between 710 and 740 nm where water vapour is
the dominant absorber. However, the method has also
been successfullyapplied to other spectral regionswhere
H20 absorbs. The simulated spectra are computed at
the highest spectral resolution of MODTRAN (1 cm-1,
equivalent to about 0.05 nm in this wavelength region)
and then convoluted to the GOME spectral resolution

(about 0.345 nm in this spectral range) before further
processing.

Parameter sets of b and c are computed for solar zenith
angles between 0° and 80° and each of the six MOD­
TRAN standard atmospheres: tropical (TRO), mid­
latitude summer (MLS}, mid-latitude winter (MLW},
sub-arctic summer (SAS), sub-arctic winter (SAW), and
1976 US Standard (STD) atmosphere. MODTRAN is
run in multiple scattering mode in nadir viewing ge­
ometry assuming no clouds/precipitation, and tropo­
spheric/background stratospheric aerosols. A surface
albedo of 0.05 is assumed for ocean scenarios and 0.3
for land.

As an example, Figure 1 shows the slant optical depths
computed with MODTRAN assuming a solar zenith an­
gle of 40°, a surface albedo of 0.05, and a tropical back­
ground atmosphere (TRO) with water vapour profiles
scaled by the indicated factors. As can be seen from
the resulting spectra for b and c which are displayed in
Figure 2, values of low c, equivalent to low absorption,
correspond to values of b close to 1, equivalent to few sat­
uration. At these regions the current approach is equiv­
alent to standard DOAS. In fact, both methods produce
similar results there.

0.8

0.7

s: 0.6ii.,c 0.5
1i 0.4;

8" 0.3c:
"'Cii 0.2

0.1

720 730
Wavelength, nm

740

20%--40% ,,__ 60% .
80% -----

100% -·--·-·--

Figure 1. Slant optical depths computed with MOD­
TRAN for a solar zenith angle of 40°, a surface albedo
of 0.05 (equivalent to ocean), and a tropical model atmo­
sphere in which the water vapour profile has been scaled
by (frombottom to top) 20%, 40%, 60%, 80%, and 100%.

2.4. Selectionof Parameter Set

As described above, the parameter sets b and c depend on
model atmosphere, solar zenith angle, and surface albedo.
Thus for eachmeasured spectrum it has to be determined
which parameter set will be used for the retrieval.

The surface albedo is chosen with respect to the geo­
graphical location of the measurement. Presently, only
two different albedo values are used: 0.05 for ocean sce­
narios and 0.3 as an average value for measurements
above land.

Since the solar zenith angle is known, an appropriate
parameter set may be selected in one of the following
ways:
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Figure 2. Parameters b (top) and c (bottom) computed
with MODTRAN from the optical depths shown in Fig­
ure 1.

1. Use the parameter set with the smallest difference
between model and measured solar zenith angle.

2. Interpolate the parameter sets for the measured so­
lar zenith angle.

3. Compute the parameters b and c for the measured
solar zenith angle.

The third possibility is the most accurate one, but it
is very time-consuming because it requires individual ra­
diative transfer calculations for each measured spectrum.
The two other possibilities rely on tables ofpre-calculated
parameter sets and are therefore very usefulwhen applied
to a large data set (like the GOME data). Therefore the
present study uses method (2). Since the solar zenith
angle dependence of b and c has turned out to be rather
smooth for SZAs < go0 (higher solar zenith angles are
currently not covered) it is sufficient to pre-calculate b
and c for the solar zenith angles 0°, 20°, 40°, 50°, 60°,
70°, and goo. For intermediate SZA values interpolation
is performed.

The selection of an appropriate model atmosphere is dif­
ficult and requires in general a-priori information, e.g. a
climatological data base. In our case, this data base is
provided by the six MODTRAN atmospheres. Knowing
the time and geolocation of a measurement, a parame­
ter set which has been calculated for a suitable scenario
(e.g. use the MLS atmosphere for measurements in mid­
latitudes during summer) could be selected. However,
this method relies on the quality of the climatological
data base. This is why a different approach is used here:
Retrievals are performed for each of the six atmospheres
and then the result which has the smallest residual, i.e.
the one which reproduces the measurements best, and·
for which the retrieved column does not exceed the col­
umn of the reference atmosphere is selected. The sec­
ond criterium avoids extrapolation of column densities
which may produce unphysical results. This approach is
less dependent on the choice of the model atmosphere.
Obviously, performing the retrieval six times is not the
most computationally efficient, but it is sufficient at the
present time. Other, more sophisticated algorithms will

be subject to future investigations.

3. APPLICATION TO SIMULATEDDATA

In a first verification the water vapour retrieval algorithm
is applied to spectra computed with MODTRAN for the
combination of the sixMODTRAN atmospheres with the
seven different solar zenith angles (see above) each for a
surface albedo of 5% and 30%.

Figure 3 shows a comparison between the retrieved water
vapour columns and the reference values corresponding
to the atmospheric model used in the simulation. The
results are very similar for both albedos.

The relative deviation between the retrieved and the ref­
erence column density is always below 0.7% and typi­
cally around 0.4% (see Figure 4). The retrieved column
amounts are always smaller than the reference columns.
Asexplained above, this is characteristic for the approach
used here and due to the fact that in the determination
of b and c no atmospheres with columns larger than the
MODTRAN reference can be used.

As can be seen from Figure 5, the relative error of the re­
trieved water vapour column derived from the non-linear
fit is generally less then 0.25%which indicates that this
error is a good estimate for the retrieval precision.

There is a small dependence on solar zenith angles visible
from Figures 5 and 4 as both estimated retrieval error
and deviation from reference columns slightly increase
with higher SZAs. However, this effect is very small,
which indicates that the algorithm is quite insensitive to
different viewing geometries.

It may be noted here, that the atmosphere selected by
the retrieval is always the one which has been used in the
radiative transfer calculations. This does not only show
that the "minimum residual" approach works, but also
gives confidence that information on the vertical distri­
bution of water vapour can be retrieved from the data.
However, the resulting columns are not too sensitive to
the referenceatmosphere, as long as the retrieved column
is similar to or lowerthan the reference column, which is
ensured by the selection process (see above).

4. APPLICATION TO GOME DATA

This section describes some results applying the wa­
ter vapour total column retrieval algorithm to radi­
ance/irradiance spectra measured by the GOME instru­
ment.

4.1. Comparison with Radio Sande Data

As sonde data are commonly used for validation pur­
poses, the retrieval algorithm has been applied to a set
of GOME measurements which fulfil the followingcrite­
ria:

• Radiosonde data and GOME data are available for
the same day.

• The distance between the centre of a GOME ground
pixel and the location of the radio sonde station is
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Figure 3. Comparison between retrieved water vapour
columns (crosses) and reference values (lines) for simu­
lated data assuming a surface albedo of 5% (top) and
30% (bottom). The reference atmospheres for the differ­
ent data sets are indicated. Within each block of refer­
ence atmospheres solar zenith angles increase from left
to right {0°, 20°, 40°, 50°, 60°, 70°, and 80°).

less than 480km (which is halfofthe typical GOME
swath width).

• GOME pixels have a cloud fraction smaller than
25%.

• Only GOME centre pixels are used.

Sonde data obtained at several stations at middle and
higher latitudes on the northern hemisphere have been
taken from the NADIR data base of the NorwegianInsti­
tute for Air Research (NILU). The above criteria are met
by 47 data sets between July 1996 and June 1997which
cover solar zenith angles between 30° and 80°. Because
all sondemeasurements are performed over land, the 30%
albedo parameter set has been used in the retrieval.

The results are shown in Figure 6. A good correlation
between both data sets is obtained, but a systematic off­
set is visible: low sonde columns being under-estimated
by the retrieval. This deviation is most likely caused by
surface albedos different from (i.e. in the average lower
than) the assumed value of 30%. Further studies will
have to use an appropriate albedo data base to minimise
this effect. Albedo information may also be obtained
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Figure 4- Relative deviation of retrieved water vapour
columns from referencevalues for the simulated data pre­
sented in Figure 3. Top: Surface albedo 5%. Bottom:
Surface albedo 30%
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Figure 5. Estimated relative retrieval error for the sim­
ulated data presented in Figure 3. Top: Surface albedo
5%. Bottom: Surface albedo 30%

from the measured radiances and irradiances outside the
H20 band, e.g. at around 750 nm.

The average relative deviation between GOME and radio
sonde data is approximately 16%with a standard de;'ia­
tion of 28%. Although this is a significant scatter, almost
the standard deviations (up to 20%) are observed when
comparing radiosonde data with SSM/I or TOYS results
(see Ref. 1). As the estimated retrieval error is generally
smaller (average value about 1.3%) the observed scat­
ter most likely arises from differences in the sonde effec­
tive pixel and the large GOME ground pixels (about 320
kmx40 km) coupled with the high spatial and temporal
variability of atmospheric water vapour.

The relatively small number of appropriate sonde mea­
surements does not allowa more detailed analysis of the
relation between radio sonde and GOME water vapour
columns. This will be subject to further investigations.
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Figure 6. Correlation of GOME and radio sonde total
water vapour columns assuming a surface albedo of 30%.

4.2. Comparison with SSM/I Data

Because of the limited availability of appropriate ground
based in-situ measurements, satellite remote sensing re­
sults are better suited to assess the quality of the GOME
water vapour retrieval algorithm as their spatial and tem­
poral coverage is generally larger.

Therefore, GOME total water vapour columns are com­
pared with daily gridded Integrated Water Vapor (IWV)
data produced by the Global Hydrology Resource Center
(GHRC). These IWV data are based on measurements of
the Special Sensor MicrowaveImager (SSM/I) from the
Defense Meteorological Satellite Program (DMSP) F-14
satellite. Data are available on a global scale but - due
to limitations of the microwave sensing retrieval method
- only above ocean. Further information may be found
at the GHRC web site (http://ghrc.msfc.nasa.gov).

For the comparison we arbitrarily select two SSM/I water
vapour data sets obtained during the descending orbits
on two days roughly half a year apart (22November 1997
and 14 June 1998). For each GOME ground pixel the av­
erage of all SSM/I data which cover the same area is com­
puted. To simplify the boundary conditions the data set
is further reduced by only taking into account cloud-free
GOME pixels (i.e. cloud fraction< 0.1). Furthermore no
data sets with an SSM/I column larger than 4.1 g/cm2
are taken into account which is the largest water vapour
column of the MODTRAN reference atmospheres. All
higher columns are currently not covered by an appro­
priate model atmosphere. This leaves a number of 1030
GOME measurements for which the total water vapour
column is retrieved and compared with the corresponding
SSM/I data. Since all reference data are valid for ocean
areas, computations are performed with the 5% albedo
parameter set.

As can be seen from Figure 7, similar results are obtained
for both days. Despite the significant scatter a clear cor­
relation between the GOME and SSM/I data sets is visi­
ble, but there seems to be a systematic offset as the mean
GOME water vapour columns tend to be about 10--20%
smaller than the corresponding SSM/I columns. This is
indicated by the dotted curve in Figure 7 which shows
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Figure 7. Correlation of GOME and SSM/I total water
vapour columns assuming a surface albedo of 5%. The
dotted curve shows the result of fitting a straight line
with zero bias to the data.

the result of fitting a straight line with zero bias to the
data.

The average deviation between both data sets is about
18%with a standard deviation of 29%. This is the same
magnitude as it turned out in the comparison between
GOME and radio sonde columns. The scatter is signif­
icantly larger than the average retrieval error of 1.6%.
Therefore, the variability of atmospheric conditions is
considered to be a major source of deviations. This
is supported by the statistical error of approximately
14%arising from averaging several SSM/I measurements
over one GOME ground pixel. Taking into account that
SSM/I measurements show a scatter of up to 20%when
compared with radiosonde data (Ref. 1) the SSM/I and
GOME results agree considerably well. The retrieval er­
ror may be reduced by using more sophisticated retrieval
methods which e.g. correct for spectral shifts and use a
larger atmospheric data base covering in particular also
the higher columns.

In agreement with the results of the comparison between
GOME and radio sonde data, the systematic offset is es­
pecially visible for small columns. The reason for this
discrepancy between SSM/I and GOME is still unclear.
In contrast to the radio sonde measurements, it is un­
likely that this discrepancy between SSM/I and GOME
data may be attributed to an inaccurate albedo valu; in
the determination of b and c. Since the observed devi­
ation is higher than expected from the results for simu­
lated spectra, it is most likely not a problem inherent to
method. At the moment, the followingare considered as
potential sources of error in the GOME H20 retrieval:

1. Influence of partially cloudy ground pixels.

2. Incorrect air mass factors resulting from conditions
which differ from the modelled ones (e.g. aerosols,
clouds, albedo}.

3. Errors in the absorption cross sections for water
vapour.

4. Approximations in the calibration of GOME, espe-
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cially w.r.t. polarisation.

5. Water vapour line filling due to Ring effect.

As deviations of the same order of magnitude have been
found in comparisons between TOVS and SSM/I water
vapour columns at higher latitudes (Ref. 1), potential
error sources in the SSM/I will also be investigated.

5. SUMMARY AND CONCLUSIONS

A method to derive total water vapour column densi­
ties from GOME data has been presented. This method
is based on a modified DOAS approach which consid­
ers saturation effects. By application on simulated data
self-consistency of the method has been shown, and the
retrieval precision has been estimated to be better than
1%.

Comparison of total water vapour columns derived from
GOME data with radio sonde measurements and SSM/I
Integrated Water Vapor results show a significant scatter
in the order of 25-30%. This is slightly larger than typical
deviations between SSM/I or TOVS and radiosonde data
which may be attributed to the larger GOME ground
pixel size in combination with the spatial and temporal
atmospheric variability. Between SSM/I and GOME wa­
ter vapour columns a systematic offset of about 18% is
found. It will be a task of further studies to investigate
reasons for this offset. Nevertheless, it has been shown
that water vapour columns may derived from GOME
measurements and that the results are in general agree­
ment with other data sources.

Currently, several improvements of the retrieval algo­
rithm are under development. This includes using the
radiative transfer model GOMETRAN (Ref. 9) instead
of MODTRAN. GOMETRAN has been specifically de­
veloped for use with GOME-like instruments. Recently,
GOMETRAN has been extended and accurately simu­
lates H20 and 02 absorptions (Ref. 10). The intro­
duction of an air mass correction factor derived from
measured 02 absorption features will also improve the
method such that the resulting water vapour columns
will be less influenced by the particular atmospheric con­
ditions. This will also be the first step in the development
of a retrieval algorithm which can handle cloudy scenes.
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Abstract
This contribution presents an algorithm to estimate the
NOx source strength of ground sources from GOME
data. For the calculation of the source strength the
separation of the tropospheric and stratospheric pro­
portions of the retrieved vertical column density is
necessary. The stratospheric background is estimated
by calculating regional mean latitudinal slices of global
N02 maps over regions unaffected by tropospheric
emissions. The stratosphere can then be interpolated
from those slices.Afterwards an annual mean image of
the tropospheric N02 vertical column density in coo­
junction with the mean wind vector field is used to
estimate the mean NOi life time. With this information
rough estimatesof the global NOx budget can be given.

1 Introduction
Nitrogen oxides NOx (NO and N02) play an important
role in the atmospheric chemistry, moreover their con­
centrations have increased due to human activities in
the past.
Biomass burning (forest fires, bush fires, etc.), espe­
cially in the tropics, have been identified as a major
source of nitrogen oxides. However the global amount
emitted by biomass burning is very difficult to quantify,
as observations are extremely sparse, especially in the
tropics. In addition there is a surprising uncertainty in
the estimation of the amount of NOx emitted by the
burningof fossil fuel.
In this contribution we will show that in principle it is
possible to derive information on the global tropo­
spheric NOx budget, in particular the geographical
distributionof sources, from GOME satellite data.

1.1 Analysis procedure
Starting point for the N02 analysis is the GOME level1
data [1] i.e. earthshine spectra (see Figure 1). In order
to retrieve slant column densities from the spectral
information we apply a fast DOAS algorithm1 [4], [6],
[9] in the wavelength window between 425 nm and
450 nm. For the conversion from slant to vertical col­
umns air mass factors for a stratospheric trace gas
profile are calculated with the program AMFTran [5].
The stratospheric profile is important because the next
step in the analysis is the estimation of the strato­
spheric background. For quantitative column densities
for tropospheric columns these values have to be cor-

1 60 ms per spectrum on a Pentium Pro200MMX

rected with the corresponding tropospheric air mass
factors (see Section 4).
Parallel to the trace gas retrieval cloud cover informa­
tion is calculated from the PMD data of the GOME
level1 product. Cloud information is important for the
estimation of quantitative NOx burdens, since clouds
hide part of the N02 column visible for GOME.
For further analysis it is now important to exploit neigh­
borhood information of local N02 concentrations.

estimation of
the stratosphere

calculation of
the troposphere calculation of

source strengths

calculation of
the life time

Figure 1: Flowchart of the analysis proceck.Jre:
GOME levell data is analyzedwith a standard DOAS
procedure to calculate N02 slant colurm densities.
After the separationof stratosphere and troposphere
(see Section 2) NOx the sotrce strength can be esti­
mated (see section 4) globally.

Therefore the sequential data of one orbit is assembled
into bitmaps of global N02 concentrations. Such maps
are formed as three day composite images with a di­
mension of 800 x 400 pixels which corresponds ap­
proximately to the spatial resolution of the GOME in­
strument. Missing pixels in the image are interpolated
with normalized convolution [4]. For image processing
we use the platform independent commercial software
package heurisko [2].
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Figure 4: Typical global N02 distribution for a three day composite image derived from GOMEfor April 12 1997. Tro­
pospheric and stratospheric contributions to the total column can be distinguishedby their different spatial scale.

2 J •
Verticalcohsnn density N01[10" molecules/cm']

Figure 2: Estimated stratospheric background for
the scenarioof Figure4.

2 Separation of Stratospheric from
Tropospheric N02 Columns

The stratosphere contains a considerable amount of
N02 {~pical stratospheric column densities are
1-5 10 cm-2)from the total observed column.
First step in the subsequent analysis is therefore the
separation of the stratospheric and the tropospheric
contribution to the total N02 column as we are only
interested in the tropospheric N02 emissions. This step
will be executedwith an image processing approach on
three day composite N02 vertical column density im­
ages considering the following assumptions of the
spatial distribution of stratospheric N02.

2.1 Assumptions
Figure 4 shows the typical distribution of the vertical
column density of N02 for April 12 1997. On this map
the basic assumptions to discriminate troposphere and
stratosphere can be observed:

• The stratospheric N02 column varies on a much
larger scale than the tropospheric contributions.

Figure 3: Tropospheric residual derived from the
difference between the original NOi vertical column
density in Figure 4 and the estimated stratosphere in
Figure 3.

The tropospheric emissions usuallytake place on a
scale of only several hundreds of kilometers as
they are mainly caused by punctual emissions of
industrial sources or biomass burning events. This
can be observed very well over European and
North American regions in Figure 3, as well as in
South Africa near Johannesburg.

• In particular the stratospheric distribution is less
variable in longitudinal direction than in latitudinal
direction where apparently a typical profile is es­
tablished.

• As most of the tropospheric N02 is emitted by
burning events or by emissions from soil observed
columns over the ocean are most likely due to
stratospheric N02 contributions.

2.2 Algorithm
Based on the observation from Section 2.1 we devel­
oped an image processing approach to estimate the
stratospheric background: First land regions are
masked out to avoid errors in the stratospheric signal
due to tropospheric contributions. The resulting image
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Figure 5: Globalmean imageof the tropospheric N02 residual for the year 1997.The image shows a strong correla­
tion between the land massesand an elevatedcolumn density. Furthennore it can be seen that on the lee side of the
coastlinesthere are increasedN02 concentrationsover the oceanas well.

is low-pass filtered with a Bs filter2 to suppress single
emission peaks that cannot belong to the stratosphere.
The resulting signal is then interpolated to give an esti­
mate for the masked land regions. For this purpose the
image is split into several longitudinal regions calculat­
ing the mean longitudinal distribution over each such
region. The regions are selected such that at any lati­
tude at least one pixel information is present resulting in
mean latitudinal sections without gaps representing the
typical N02 distribution in latitudinal direction for each
region. This step considers the different variability of
the N02 distribution in longitudinal and latitudinal direc­
tion.
The interpolation step is done by a cyclic spline inter­
polation between the sections for each latitude. For
simplicity we chose Catmul-Rom splines [8] because
they can be implemented efficiently and do not tend to
create wiggles at their nodes which would result in an
over or underestimationof the stratosphere. The result
of the spline interpolation is then assumed to represent
the stratosphericbackgroundof the total N02 column.

2.3 Results
An example can be seen in Figure 2 which corresponds
to the original N02 map in Figure 4. The image shows
that the backgroundcould be estimatedvery well and is
smoothly interpolated over the land regions which had
been masked out for the calculation of the latitudinal
sections.
The tropospheric contribution can now be estimated by
calculating the difference between the original image
and the estimated stratosphere. In the resulting image
Figure 2 we see that localized emission sourcesappear
pronounced whereas the global stratospheric trend
could be suppressed nearly completely. Moreover it
emerges that the N02 column over land is systemati­
cally higher than that over the oceans which confirms
our assumptions. This feature is even more pro­
nounced in the annual mean image (see Figure 5) of
the tropospheric residual of 1997. It shows out that in

2The Bn filter describes a binomial filter with a mask
size of n.

regions with strong industrial emissions tro~ospheric
N02 columns of up to 3 1015 molecules/cm can be
found. Localized emission sources appear pronounced
whereas the global trend over the image could be sup­
pressed.

3 Estimation of the Mean N02 Life
Time

For the determination of the mean N02 source strength
from the measured N02 burden the knowledge of its
atmospheric life time is necessary. This quantity can
now be estimated from the decay behavior of N02 on
the lee side of coastlines with strong tropospheric
emissions.

The annual mean image (see Figure 5) of the tropo­
spheric N02 residual shows increases N02 columns
over the ocean near coasts in wind directionwhereas in
the opposite direction no such feature can be found.
This behavior is due to the chemical decay of N02 over
the ocean where there is no net production but only
chemical decay (see Figure 6). From this decay curve
we estimate the mean N02 life time from a case study
in NorthAmerica.
The basic assumption for the method is that in the
annual mean the wind speed u and the life time t can
be substituted by their mean values and that the
chemical decay can be described by a linear model. In
the approach the plume dispersion does not have to be
taken into account because in the vertical case it is
invisible to GOME, which measures the integrated
concentrations (vertical columns). Also lateral diffusion
does not play a role if we can assume a similar N02
distribution in the neighborhood of the measured case
becauseof the conservation of mass.

The decay curve c(x) of N02 then shows a static be­
havior and can be expressed by the following equation
(in x-direction) with the N02 concentration c and the
meanwind speed in x-direction u,:
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c(x)=c0exp(- _x)
Uxr

The mean N02 life time r over one year can thus be
calculated by the determination of the 1/e width of the
decay curve, which is found to be Xe "' 491 km. Infor­
mation on the wind vector field can be found at NILU's
database3 with a temporal resolution of six hours. The
annual mean wind speed in x-direction for 1997 was
found by calculating the average over this data to be
Ux "' 6.7 mis for the lower troposphere.
From this information we derive an average life time of
r ""73300 s ""20.5 h which corresponds well to values
found in literature of approximately one day.

4 Estimation of the Mean NOx
Budget

From our annual mean images of tropospheric N02
vertical column density and an estimate of the mean
N02 life time we can try to estimate the global NOx
budget. This time of course we rely on quantitative
values for the tropospheric vertical column densities
whereas in the previous sections only relative columns
respectively their relative distribution were of impor­
tance.

For a quantitative estimate of the vertical column densi­
ties of N02 we have to be aware of the following facts:

• It is important to note that N02 which can be ob­
served by GOME is in an equilibriumwith NO. Both
species are distributed approximately in equal pro­
portions. To estimate the contents of nitrogen we
have therefore to increase the observed concen­
trations by a factor of the order of 2.

• Pixels observed by GOME are never cloud free but
they are (at least partially) coveredwith clouds with
an probability of above 99.8 % [3] which shield the
observed N02 column. We estimate that GOME
underestimates the N02 column due to clouds by
approximately 50% in the annual mean. This
means that we have to correct the measured val­
ues by another factor of the order of 2.

• GOME can only measure slant column densities.
The conversion to vertical columns is done by the
division by the air mass factor which itself strongly
depends on the trace gas profile in the atmos­
phere. In particular the tropospheric air mass factor
is smaller than the air mass factor calculated with
the assumption that all N02 resides in the strato­
sphere. To be able to discriminate troposphere and
stratosphere we applied air mass factors for a
stratospheric N02 profile. Evidently this underesti­
mates the column for the tropospheric residual.
Hencewe have to correct the tropospheric residual
with the correct tropospheric air mass factor:

AMF strat
VCDtrop = VCDresiduat AMFtrop

Model calculation show that the correction factor
lays between 2 and 3 for mid latitudes.

3ftp://zardoz.nilu.no
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Figure 6: Estimate of the annual tropospheric NOx
emissions by region (in units of nitrogen) in 1997.
The first number denotes the total contents of nitro­
gen in the atmosphere over the specified region (in
the annual mean), the second number gives the
mean sources strength. For details of the calculation
procedure see Section4.

As a summary we conclude that the observed N02
vertical column densities have to be increased by a
factor of 10 to correctly estimate the global contents of
nitrogen in the atmosphere.

The estimation of the N02 source strength (production
rate) /...can now be done from the data of the annual
mean image of the tropospheric N02 residual consid­
ering the correction factor from Section 4.1. Assuming
that the production rate is constant over the year as
well as the life time T. The temporal development of the
N02 concentration is then described by

1de =A.--c
dt T

To derive the mean production rate over a time period
T we integrate over c(t) over this period. For long inte­
gration times T>>t the steady state solution for this
problem is

By comparison with the measured columns c,- (see
Figure 5) and the life time 'from Section 3 we can now
estimate the global nitrogen budget and the mean pro­
duction rate x over one year.

Results of the determination of the global source
strength and nitrogen budget are presented in Figure 7.
Whereas the absolute values contain still uncertainties
of approximately a factor of 2 at least their relations
show the relative source strengths of the regions. It
shows out that Africa emits most nitrogen though it is
only a poorly industrialized region. This is most likely
due to biomass burning.
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5 Summary and Outlook
In this article we presented a method to discriminate
the tropospheric and stratospheric N~ contribution to
the vertical N02 column from GOME satellite data. The
method only uses intrinsic image information and can
thus be applied self consistently to each global N02
map of an image sequence (see Section 2). From the
tropospheric data information about the mean N~ life
time can be obtained by analyzing its decay behavior in
coastal regions (see Section 3). The estimated life time
of 20.5 h corresponds very well to values found in lit­
erature of about one day.
The determination of the global NOx budget is more
difficult because of large uncertainties in the knowledge
of the 'right' air mass factors and the mean cloud cov­
erage. Nevertheless first estimates of the mean NOx
budget for the year 1997could be presented for several
world regions assuming a-priory values for the uncer­
tainties mentioned before.
We are - of course - aware of the fact that the N02
source strength data presented here are very rough
estimates. However considerably better estimates can
be made by several improvements that will be imple-
mented in the near future: ·

• First more appropriate N02'N0x ratios can be
calculated by taking the latitudinal dependence of
the sun zenith angle into account.

• Furthermore we will improve the air mass factor
subject by the application of AMF lookup tables for
tropospheric air mass factors which take into ac­
count seasonal changes in the ground albedo.

• Time resolved cloud information is now available
from the HSV cloud cover algorithm [7] and will
help to calculate the cloud cover more accurately.

With these improvements it will also be possible to
study the seasonal variation of the N02 source strength
and to resolve the relative emission rates more accu­
rately.

Acknowledgements
This work was supported by DFG research unit "Image
Sequence Analysis to Investigate Dynamic Processes"
(Ja395/6). C. Leue is supported by a grant by the
Studienstiftungdes Deutschen Volk.es.

References
[1] W. Balzer and D. Loyola. Product specification of

the GOME data processor. Technical Report,
Deutsche Forschungsanstalt tor Luft- und Raum­
fahrt, Deutsches Fernerkundungszentrum, 1996.
ER-PS-DLR-G0-0016

[2] Walter H. Dorn. Heurisko Benutzerhandbuch,
Version2.3 Aeon Verlag & Studio, 12 1995

[3] L Kurosu. Die Model/ierung des Strahlungstrans­
ports in Wolken fur atmosphfJrische Ferner­
kundung im ultravioletten und sichtbaren Bereich.
PhD thesis, Universityof Bremen, 1997

[4] C. Leue, M. Wenig and U. Platt. Handbook of
Computer Vision and Applications, volume 3.
Academic Press, 1998

[5] L Marquardt. Model/ierung des Strahlungstrans­
ports in der Erdatmosphare tor absorptionsspek­
troskopische Messungen im u/travioletten und
sichtbaren Spektralbereich.PhD thesis, University
of Heidelberg, February 1998

(6] J. Stutz and U. Platt, Numerical analysis and error
estimation of Differential Optical Absorption
Spectroscopy Measurements with Least-Squares
Methods.Applied Optics, 35:6041-6053, 1996

[7] M. Wenig, Wolkenklassffizierung mittels Bildse­
quenzanalyse auf GOME Satellitendaten. Mas­
ter's thesis, University of Heidelberg, 1998

(8] Foley, J.D. and van Dam, A. and Feiner, S.K and
Hughes, J.F, Computer Graphics: Principles and
Practice, Second EditionAddison-Wesley, 1990

[9] Ottoy, J.P. and Vansteenkiste, G.C. A computer
algorithm for non-linear curve fitting. Advances in
Engineering Software,vol. 3, pp55-61, 1981

389



390



DOAS-OCM retrieval of water vapor from GOME and new CRD spectroscopy.
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Abstract
We report on the application of a single reference spectrum standard DOAS techruque as well as a new. multiple-spectrum.
modified DOAS technique to the retrieval of absolute H,O vertical column densities from GOME data. The modified technique
implements a new kind of radiative treatment to correctly sample the net contribution to the total absorption of altitude­
dependent (ie. temperature- and pressure-dependent) cross-sections for each detector pixel. The standard DOAS technique
yields estimates of total water column which correlate remarkably well against ECMWF estimates. Our techniques were also
applied to a single radiosonde KNMI measurement for cloud coverage smaller than 20'it. Unfortunately. absolute values
produced by standard DOAS are too low. The modified DOAS algorithm reveals better absolute agreement with the data and
lends itself easily to level-2 product generation of H,O columns without requmng an independent calculanon of airmass factors.

We also report on the new measurements of H,O absorption bands between 580 and 605 nm using Cavity Ring
Down Spectroscopy (CRDSJ. These measurements reveal good agreement with existing lines in the HITRAN96 database and
add some 800 additional lines.

1. Introduction

The GOME experiment on the ERS-2 satellite continues to
provide powerful opportunities for mapping the
distributions of many trace gases and aerosols. Many
species have absorption features in a number or spectral
regions covered by GOME. and many trace gas density
retrieval algorithms. among them the DOAS (Differential
Optical Absorption Spectroscopy) technique. have been
developed and successfully implemented in the past. In this
work. we focus on a weak water vapor absorption band in
the visible spectrum which appears to be optically thin to
absorption from all species other than water. In section 2
we show that standard DOAS provides results that correlate
very well with ECMWF (European Centre for Medium­
Range Weather Forecasting) and K.NMI (Royal Dutch
Meteorological Institute) radiosonde data although DOAS
underestimates absolute H20. DOAS also underestimates
total precipitable water vapor (PWV) columns for pixels

with fractional cloud cover above 20'/t. In section 3 we
outline a new algorithm. which we dub DOAS-OCM
(OCM stands for Optical Density Coefficient Method).
This algorithm correctly samples altitude-dependent
absorption cross-sections and mixing ratios and behaves
more robustly in the presence of clouds. Furthermore. both
DOAS techniques require accurate reference spectra. as a
function of temperature and pressure. This requirement has
prompted new laboratory measurements (discussed in
section 4) of the above-mentioned water band using the
novel CRDS technique which displays a number of
advantages over traditional spectroscopy.

2. Initial tests with standard DOAS and
validation data sets

Figure l shows the spectral region (586nm - 597nm) to
which we applied our fitting techniques. This region
contains a weak absorption band or water just between two

~
~ ~.5
'ii) ~
~ -3.5
~ ~1 ~.5- -5~
0 -5.5

-6
300 400 500 600

wavelength [nm]

587 592 597

700 GOME Level 1 data800

Fig 1. Sample wavelengthbandfrom GOME level 1 data used in H20 vapor retrieval with explosion of
specific region of interest: a weak waterband in the visible.
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Fig 2. Comparison of standard DOAS technique with ECMWF data. ECMWF data (red line) are
interpolated.A nominal error bar (shadedgray region) of 0.6 mm PWV surrounds each ECMWFpoint. The
lowest curve gives an indication of cloud cover (takenfrom GDP level 2). DOAS vertical column densityfir
results for low cloud cover (filled points) correlate better with ECMWF data than DOAS results for high
cloud cover (unfilledpoints).

(02) 2 collisional bands (at 577.2 nm and 630.0 nm) and the
02(y) band (at 628.8 nm) (Ref. 1). Apart from the
possibility of sodium line absorption at 588.99 nm and
589.59 nm. this band appears to be uncontaminated by
other molecular absorptions. Initially. we used an
implementation of DOAS developed at SRON (Ref. 2).
This procedure requires the input of a single reference
absorption cross-section spectrum. We computed such a
spectrum using lines from the HITRAN96 database. for a
temperature and pressure corresponding to the ground level
of each GOME pixel. Temperature and pressure profiles
were taken from the MSIS-E model (Ref. 3). The output. an
estimate of vertical column density. is shown in figure 2
along with a longitudal slice through assimilated ECMWF
data (http:/ /www.ecmwf.int/), correlated in epoch and
geolocation to GOME pixel data. (Note that ECMWF
pixels are approximately 4-5 times larger than GOME
pixels and thus reflect a smoothed average of a few GOME
pixels). As a first approximation airmass factors (AMFs)
were estimated geometrically. Although the derived
columns correlate rather well with the expected data. this
method is clearly not able to generate absolute columns.

3. New results from DOAS-OCM

Water vapor may well exist at a number of different
altitude levels rather than being concentrated over a single.
fairly narrow range of altitudes as. for example. is the case
with ozone. Thus a single reference absorption spectrum at
one particular temperature and pressure might fail to

adequately represent the variation in the spectrum that
might be expected for the combined effect of both
stratospheric and tropospheric water. The DOAS-OCM
technique (Ref. 4). allows for a wide variation in absorption
characteristics as a function of altitude (and hence
temperature and pressure). The OCM technique correctly
samples the absorption strength as a function of optical
depth for a set of absorption cross-section profiles. This
profiles are calculated at altitude levels which adequately
represent the neutral temperature dependence on altitude.
Rather than simply averaging absorption strengths and then
applying Beer's law. the OCM technique wavelength­
averages the transmittance after Beer's law has been
differentially applied to absorption cross-section structure.
for each detector pixel. This has the advantage that the
altitude dependence of the optical density (a,) is separated
from the cross-section dependence (~,) in the expression for
net transmittance per detector pixel (see equation) which
facilitates easy altitude interpolation and the construction of
look-up tables.

Ja,(s)n(s)1s [ ,,

"'~\ '' ,, exp -~,Jn(s)ds]~il
J n(s)ds ''
,,
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Here A.1• A.2 refer to the wavelength bin limits of a detector
pixel. Z1. Z2 refer to the altitude bounds Of a layer Of
atmospheric water vapor and n(s) refers to the altitude
profile or the water vapor number density. Since such a
pro tile is. of course. not known a priori, we assume that the
water vapor distribution follows the background neutral
density scale heights but with unknown mixing ratios as a
function or altitude. The mixing ratios are then fitted as free
parameters to the GOME data. In particular. we assume a
simple 3-layer radiative transfer model with ground and
cloud reflectivity and then obtain a fit for three mixing
ratios between altitude levels chosen to match cloud-top
height (taken from climatology GDP level 2) and neutral
background temperatures in excess of freezing. DOAS­
OCM appears to yield good estimates of PWV (see figure
3) notwithstanding a small amount of scatter induced by a
lack of spatial averaging of GOME ground pixels over the
large ECMWF pixel. The KNMI measurement is also
reproduced. Cloud cover does not appear to significantly
reduce the accuracy of the method. Note that AMFs are not
required to calculate column densities in DOAS-OCM
since the method yields vertical mixing ratios directly.
although the method does generate AMFs as a by-product.

4. CRDS

Cavity Ring Down Spectroscopy is a relatively new
technique in which pulsed laser radiation is transmitted
through a high-finesse stable optical cavity. built from two
mirrors with extremely high retlectivities of 99.99% or
better. In transmission an exponentially decaying light flux
can be measured outside the cavity. The time constant
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-ECMWFdata

1.6E+23 + DOAS-OCM

1.4E+23
• •N'E 1.2E+23

u
-g 1E+23
0~
~ 8E+22

6E+22

4E+22-'

2E+22 _:_'-.....--..-·

represents the photon round trip time in the cavity and is a
function of mirror reflectivity. If the cavity contains species
that lead to loss of light out of the cavity due to absorption
or scattering then the observed decay rate for light leaking
out of the cavity increases. In fact. the absorption
coefficient can be deduced from the decay rates only. since
the incident light intensity and hence fluctuations in this
intensity do not affect the determination of decay rates.
Thus CRDS has two major advantages: the outcome is not
a function of the laser intensity or its temporal stability. as
in conventional absorption spectroscopy. and the sensitivity
is greatly enhanced because the high reflectiviry of the
mirrors results in an absorption path length of more than
JOO kilometers. Ideally. the spectral width of the light
source should be smaller than the width of individual
absorption lines in order to ensure well-behaved single
exponential decay. In the present experiment this is not
realized. as the laser line-width (0.05 cm') nearly equals
the Doppler width. As a result the absolute absorption cross
sections for the lines are not extractable in a simple manner
and will be the subject of future work.

In figure 4 the CRDS spectrum has been
transformed into integrated band intensities. These
intensities were used to build up a spectrum with the same
line-shape parameters as the corresponding HITRAN96
spectrum. Note the excellent agreement of line positions
although the strongest lines appear to be somewhat
underestimated by CRDS. Furthermore. although not
obvious from the figure. the laboratory spectrum contains
some 800 weak lines (with peak cross-sections less than
10·2• crrr') that do not appear in the HITRAN96 database.
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Fig 3. Comparison of DOAS-OCM technique with ECMWF data. ECMWF data (red line) and fixed error
bar (shaded gray region) as in figure 2. The method appears to reproduce the ECMWF and KNMI data more
reliably.
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5. Summary and Conclusions

We have described a progress report of the use of GOME
data for routine precipitable water vapor column retrievals
as well as some new laboratory spectra for H20 absorption.

We used HITRAN96 spectra in a standard
implementation of single reference spectrum DOAS as well
as in a new multiple reference spectrum (DOAS-OCM)
implementation. For validation purposes we compared our
results to assimilated data from ECMWF and a single
radiosonde measurement above KNML Any algorithm for
trace gas retrieval must ultimately reproduce currently
available PWV measurements, and the use of these and
other data validation sources still needs to be investigated
further.

The DOAS-OCM algorithm operates under a
simple radiative transfer model that is computationally well
suited to near-real-time retrieval of trace gas columns for
any unsaturated absorption band. Apart from reproducing
the columns. the method also provides some altitude
resolution. determines airmass factors and takes into
account cloud reflectivity. Because we compare GOME
ground pixels with lower resolution ECMWF pixels there
appears to be some scatter in the comparison. Thus further
development. in the form of reliable error estimates. more
testing of robustness of column retrieval under different
conditions. and spatial averaging for proper comparison
with validation data. is needed. The use of a variety of
absorption windows might also strengthen the technique
considerably.

A preliminary comparison of the new CRDS
spectrum with the HITRAN96 database reveals reasonable
quantitative agreement with the approximately 1000 lines
found in HITRAN96 and adds 800 more. Thus CRDS
appears to support our use of the HITRAN96 database in

the application of DOAS-OCM in this work. but further
calibration is required before the CRDS line profiles can be
used in on-line water vapor retrieval.
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ABSTRACT

Measurements of water vapour in the upper troposphere
and lower stratosphere (UT/LS) with good vertical and
horizontal resolution are required to assess its influence

· on the radiation budget of the earth and for its use as a
suitable tracer for the study of troposphere-stratosphere
exchange processes (STE). Compared to the vertical
structures of the real water vapour distribution (e.g. hy­
gropause), the field of view of MIPAS is rather wide. Our
aim is to derive UT/LS water vapour profiles from MI­
PAS/ENVISAT data with optimized spatial resolution
and accuracy requirements. Microwindowswere selected
for a standard retrieval scenario (retrieval of H20 level
values on tangent heights) and a tropical reference at­
mosphere in the range 5 - 25 km. The related retrieval
errors were assessed. Improvements by joint retrieval of
the temperature were investigated, in particular for satu­
rated H20 signatures originating from the troposphere.

1. INTRODUCTION

The knowledge of the composition of the earth's atmo­
sphere and the distributions of single components is nec­
essary to assess the radiation budget of the atmosphere
and thus to understand the natural and antropogenic
greenhouse effect. Some of the constituents, e.g. water
vapour, are much more relevant to the earth's radiation
budget than others. Especially water vapour is the most
effective and most variable greenhouse gas in the earth's
atmosphere. In order to assess its influence on the radia­
tive transfer, good knowledgeof its vertical and horizon­
tal distribution is essential. Satellite-borne instruments
like MIPAS/ENVISAT provide global coveragewith ver­
tically and horizontally resolved measurements. Water
vapour distributions are highly variable in the tempo­
ral and spatial domain which complicates the assessment
of its radiative influence. Especially for climatological
analysis satellite borne instruments like MIPAS provide
useful results.
On the other hand water vapour is a suitable tracer for
the study of exchange processes between the upper tropo­
sphere and the lowerstratosphere (STE). These processes
are described by different models e.g. the tropical pipe
model (Ref. 1),where upward transport of tropospheric
air into the stratosphere occurs in the inner-tropical con­
vergence zone (ITCZ) and downward transport is sup­
posed to appear in middle and high latitudes. In these
altitudes water is chemically inert and thus an indicator
on the source of observed air masses. Comparatively dry

air parcels in the tropical lower stratosphere are likely
to have tropospheric origin and relative dry air-masses
in the midlatitude upper troposphere may originate from
the stratosphere.
With this background our aim is to derive well resolved
water vapour profiles for the UT/LS-region. With its
global coverage MIPAS/E~VISAT is a suitable tool to
map water vapour distributions and use these results to
investigate STE and radiative budget.

2. MICROWINDOW SELECTION

Successful retrieval depends on the appropriate selection
of microwindows. In order to obtain good results it is
necessary to use spectral intervals containing maximum
information on the target quantities while they are af­
fected by a minimum of random and systematic error
sources. To achieve this goal we follow the approach by
(Ref. 2), which provides sets of optimized microwindows
for user defined measurement scenarios.
For the selection of microwindows the followingassump­
tions have been made: The chosen observation scenario
is the MIPAS standard scenario with limb scanning alti­
tude steps of 3 km in a range from 5 to 23 km. For the
retrieval we assumed that it will be performed on these
tangent altitudes within a global fit approach. As a ref­
erence atmosphere, tropical conditions have been used.
In this case the tropopause occurs at about 17 km and
the hygropause at about 20 km height.
Two different cases have been considered for the retrieval
scenario: In the first case water vapour was assumed to
be the only retrieval parameter. In the second case tem­
perature (T) and H20 were assumed to be jointly fitted.
Proper microwindowsshowminimized retrieval error Llx;
of the target parameter i. In our first case the water
vapour profile is the target parameter vector X w1th the
dedicated error vector LlX.
The retrieval error Llx; for each target quantity i can be
expressed by the equation

)tna.iz=

Llx · = Iu2+ ~ (Llx )2s .•. 1. L... 1.,J

j=l

(1)

rrl is the ith diagonal element of the retrieval covariance
matrix S«. Without application of of any regularisation,
S:r: is given by

(2)
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Table 1: Assumed systematic uncertainties for the mi­
crowindow selection and the retrieval error assessment

Source of Troposphere Lower
error Stratosphere
H20 200% 40%
C02 0.5% 0.5%
03 200% 150 %
N20 3% 50%
CH4 3% 15%
HN03 150% 150%
N02 1000% 1000%
N205 1000% 150%
CION02 250% 60%
NH3 1000% 1000%
HN04 1000% 150%
CIO 300% 1000%
ocs 10% 50%
HOC! 1000% 200%
HCN 10% 50%
C2H2 50% 150%
C2He 40% . 150%
CCJ4 10% 70%
COF2 500% 200%
SF5 10% 30%
CFC-11 10% 70%
CFC-12 10% 70%
HCFC-22 10% 70%
S02 1000% 1000%
H202 1000% 1000%
CF4 5% 5%
co 70% 40%
NO 300% 300%

Offset 200 cm~~~m-I 200 cm~~~m-I

Frequency shift 1.0 · 10-03 cm"" 1.0 ·10-03 cm"!

Line of sight 0.2 km 0.2 km

Scale 2.0 -10-03 2.0 -10-03

Temperature 3K 3K

and t..x;,j is the ith component of the error vector t..Xi
due to the error source j:

t..Xj = (KTs;1K)-1KTs;1(Yerr,j -YreJ) (3)

where K is the Jacobian matrix, 811 the measurement
covariance matrix, and imax is the number of a priori
errors.
Error sources under consideration are volume mixing ra­
tios (vmr) of interfering species, line of sight, frequency
shift, and radiometric calibration in terms of offset and
scale factor. In the case of water vapour-only retrieval
temperature uncertainty is handeled as error source, too.
The assumed errors for the individual sources are listed
in Tab. 1.
Combination of several microwindows was done in order
to minimize the resulting retrieval error for each tangent
height.
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Figure 1: Selected microwindows in MIPAS channel A
for H20-only retrieval
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Figure 2: Selected microwindows in MIPAS channel B
for H20-only retrieval

Selected optimized microwindows differ partly between
altitudes. A selection of microwindows for the H20-only
retrieval case are shown in Figs. 1 and 2. In the UT /LS
region a high number of interfering signals contribute to
the signals of the target parameter. Saturated lines and
increasing optical density of the atmosphere give reasons
to examine joint retrieval scenarios.
Joint retrieval with strong interfering species were per­
formed and microwindowswere selected accordingly. Si­
multaneous retrieval of H20 together with N20 or CH4
did not improve the retrieval in terms of total retrieval
error. -As saturated lines and radiation continuum show high
temperature dependence, microwindowswere selected for
the case of joint retrieval of water vapour and tempera­
ture. The selected microwindows are shown in Figs. 3
and 4 for the same spectral ranges as for Figs. 1 and
2 . Under consideration of temperature as additional
retrieval parameter different microwindows than in the
case of H20-only retrieval were found. While optimized
microwindows for the H20-only and the H20-T joint fit
case have a lot of transitions in common, the joint fit
microwindowsare typically wider; spectral regions where
the atmosphere is quite opaque, typically at the line cen­
ters or in the vicinity of strong lines, can better be uti­
lized.
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Figure 4: Microwindowsin MIPAS channel B for H20
and temperature joint fit

3. ESTIMATED RETRIEVAL ERRORS

The possibility to distinguish different air masses and in­
teresting areas in the UT/LS is the driving force in pos­
ing requirements to measurement accuracy. Tropopause
temperatures in the tropics show values below 200 K.
Thus air pa.reelson their way from the troposphere into
the stratosphere a.refreezedried. Accordingto this effect,
tropical air in the lower stratosphere is dry compared
to subtropical stratospheric air. Inside of the "tropical
pipe" (Ref, 1) volume mixing ratio values of below 3.7
ppmv can be found. Outside of this "pipe" vmrs increase
up to 4.5 ppmv (Ref. 3). To resolve horizontal gradients
and to distinguish tropical and extra-tropical air errors
smaller than 10%in the water vapour retrieval would be
appropriate. With this accuracy the hygropause could
be resolved and quantified.
The estimated retrieval errors vary for the individual tan­
gent altitudes. In Fig. 5 the resulting retrieval errors for
each height are shown. Obviously the joint-retrieval of
water vapour and temperature provides significantlybet­
ter results. In the following,these results a.rediscussed.
The retrieval in the tropopause and hygropause region
is not very accurate (20% (H20 + T joint fit) to 30%
(H20-only retrieval))- This is due to very low temper­
atures below 200 K and resulting low radiances in the
tropopause region. The very small vmr values in the hy-
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Figure 5: Errors at different tangent levels for the H20
only and the H20 + T joint fit case.

gropause with increasing values above this minimum in
20 km complicate the water vapour retrieval since the
sensitivity of the signal to the target quantity is small.
These errors do not satisfy the desirable accuracy of 10%.
As temperature and concentrations increase with de­
creasing tangent heights the resulting radiances become
stronger. This results in a significantly better retrieval
accuracy of about 7% (H20 + T) and 17% (H20-only)
at 14 and 11 km tangent height, respectively. For the
joint fit case the desired accuracy can be achieved.
At tangent altitude 8 km the retrieved results a.revery
good. The estimated error is below 10%(3% (H20 + T
joint fit)/7%(H20-only retrieval)).
At 5 km tangent height the results become worse again
due to the dominance of the continuum radiation in the
spectra. Saturation effectsreduce the spectral sensitivity.
The sensitivity of the spectrum to changes at levelsabove
the tangent height is significantly higher than the one
related to changes at the tangent level.
As can be seen in Fig. 5, the joint retrieval of water
vapour and temperature leads to a better retrieval accu­
racy at all retrieval levels. The reason is that especiallyat
their centers, saturated lines are highly temperature de­
pendent. The measured intensity is primarily determined
by the atmospheric temperature distribution. Variations
of vmr only influence the line-wings. Retrieval of H20
only avoids this source of error by restriction of the mi­
crowindowsto the line wings. On the contrary, optimum
microwindowsfor the joint-fit casecontaining strong lines
are wider and include the line center whichmakesjhe re­
trieval more robust.
The temperature retrieval performed simultaneously
with the vmr retrieval provides the radiance tempera­
ture for the individual line whichdoes not necessarily co­
incide with the expected valuewhichwould be the mass­
weighted (Curtis-Godson) temperature in case of opti­
cally thin lines. Especially in layers with high vertical
temperature gradient or saturated spectra the observed
H20 radiance temperature may differ from the Curtis­
Godson mean and vary from line to line. Moreover, the
temperatures retrieved in a prior step of processingare of
limited accuracy for several reasons and these errors di­
rectly map onto the water vapour retrieval, in particular
in the case of saturated H20 lines.
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By joint fit of H20 and T these uncertainties are avoided.
The accuracy of the simultaneously retrieved tempera­
ture is below 2 K and thus significantly below the as­
sumed uncertainty of 3 K used in the H20-only retrieval.
Above the hygropause level the difference between the
joint-retrieval and vmr-only retrieval becomes smaller.
As the number of saturated lines decreases, the influence
of temperature on the results is smaller.

4. VERTICAL RESOLUTION

Water vapour structures occuring in the UT/LS-region
show comparatively small horizontal and vertical exten­
tion. Some of these small scale features are important
for STE processes. Observation of these structures pro­
vides information on magnitude and intensitiy of ex­
change processes. For example, in regions characterized
by tropopause foldings or cut-off lows the small scale
downward transport of dry stratospheric air might be ob­
served in the comparatively moist tropospheric air. Thus
assessment of the vertical and horizontal resolution ofMI­
PAS/ENVISAT is required. Along the satellite's flight
path the horizontal resolution of MIPAS is limited by
the line of sight on its way through the tangent layer, by
the satellite's speed and the time passing between two
successive limb scans. Furthermore horizontal resolution
is limited by the flight path with successiveorbits sepa­
rated by 2000 to 3000 km.
Vertical resolution is dominated by the vertical field of
view (FOV), the tangent altitude spacing and possible
regularization in the retrieval process. The MIPAS in­
strument FOV is a trapezoid with sidelengths of 4 km
and 3 km. The distance of successive limb steps deter­
mines the vertical resolution. The use of smaller altitude
steps increases the vertical resolution. At altitude steps
smaller than the vertical field of view, uncertainties at
one tangent layer affect the neighbouring layers. Thus,
an increase in vertical resolution is accompanied by a de­
crease of accuracy.
The selection of a suitable retrieval base also determines
the resolution. As shown by (Ref. 5) the used retrieval
base influences the results noticeably. Different combi­
nations of retrieval bases and tangent altitude steps lead
to different results according to accuracy and resolution.
One way to assess vertical resolution is the usage of so
called averaging kernel matrices described by (Ref 4).
The averaging kernel matrix is given by:

A= (KT s;' K + xi:L)-1 KT s;' K = K@K (4)

Here K@ is the generalized inverse of the matrix K. L
is a regularisation operator and >. is a Lagrangian mul­
tiplicator. This averaging kernel matrix represents the
smoothing effect of applied regularization on the achiev­
able resolution. In our scenario the global-fit retrieval
method is chosen; thus, no regularization is applied, but
the solution is kept stable by the choice of a coarse re­
trieval grid, which usually is identical to the measurement
grid. The observation assumed was a MIPAS-standard
mode with 3 km altitude steps and retrieval performed
on these tangent heights. Using this retrieval base the
inverse problem is quite good determined. Then A is by
definition unity according to Eq. 4.

Thus, another way to calculate the averaging-kernel­
matrix is needed which reflects smoothing through the
use of the coarse grid. We chose a methodology simi­
lar to that described in (Ref. 5). The reference profile
of the target parameter is given on a grid finer than the
retrieval grid. On a grid-point l of this highly resolved
profile a disturbance is applied. The related spectra for
this disturbed profile are calculated on all tangent lev­
els i. For these disturbed spectra the correction vector
~Xz related to a disturbance in level l compared to the
reference profile Xref is calculated by:

~Xi = (Xi - Xref)
(KTs;1K)-1KTs;1(Yi-YreJ) (5)

~Xz is the response of the retrieval on the coarse grid
to a disturbance in altitude l in the reference profile. Yi
represents the spectra of all tangent heights related to
the perturbation in level l. The vectors ~X1 are cal­
culated for each level l in the reference profile i. They
are normalized and used as column-vectors of a matrix
A which is a kind of averaging-kernel-matrix of dimen­
sion lma:r: x ima:r:, where ima:r: is the number of retrieval
grid levels and lma:r: the number of fine-grid-levels,where
lma:r: > ima:r:. The row i of this matrix give an assessment
how much the value in the fine-grid-point l contributes
to the retrieval result on a retrieval level i. This means
consideration of the influenceof a coarse retrieval grid on
the resolution.
These rows show a broadend peak. The width of this
peak can be used to determine the vertical resolution.
The definition of the resolution is not unique (Ref. 5).
Here the so-called modulation transfer functions (MTF)
are applied to the rows of the averaging-kernel-matrix.
This is the Fourier transform of the rows of the averaging­
kernel-matrix. The resolution is defined as the reciprocal
of twice the frequency at which the value of the MTF
drops on 50%of the starting value.
First calculations have been applied to simplified scenar­
ios. Studies to more realistic cases are ongoing. These
averaging kernels shall be used to do a trade-off between
vertical resolution and resulting retrieval error. This
trade-off will be done for different retrieval scenarios with
retrieval levels offset against the measurement grid, re­
trieval levels more dense and more coarse compared to
the measured tangent levels then requiring regulariza­
tion. Also different measurement scenarios with fine and
coarse grids, with high and low spectral resolution shall
be assessed. Trade-off for different combinations of re­
trieval bases and measurement scenarios are to be made.
In these cases we will investigate the impact of regular­
ization.
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Evidence of Troposheric BrO from Stratospheric BrO Profile Measurements and Total
BrO Measured from Ground or Satellite (GOME)

Pfeilsticker, Klaus et al.
!UP, University of Heidelberg, Germany

Stratospheric BrO profiles were measured at different latitudes and in different seasons in 1996/97 during three
flights of the LPMA/DOAS balloon gondola (LPMA\-/Laboratoire Physique Mo!\'{e}culaire et Application and
DOAS/DifferentialOptical Absorption Spectrometry).

Overall the measured BrO profiles are found to agree well with those formerly measured using the resonance
flourescence in-situ technique, and with predictions based on photochemical model calculations. Conversely
collocated ground-based and satellite total atmospheric BrO measurements, however, show significantly more total
atmospheric BrO (50 - 100$\%$) than the integrated stratospheric BrO balloon profiles can account for. This
indicates a global tropospheric BrO background, estimated at 1---2-ppt.
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ABSTRACT

We review Smithsonian Astrophysical Observatory
(SAO) developments for GOME and SCIAMACHY
data analysis and algorithm development and update
recent progress on a selection of particular problems
currently being addressed. Developments in data
analysis and algorithm development include: The
initial UVNis/IR measurement sensitivity analyses
for GOME and SCIAMACHY; discovery of the now­
standard method for ozone profile determination from
GOME nadir measurements; development of the full
molecular physics of the Ring effect, along with re­
parameterization of the wavelength-dependent index
of refraction and Rayleigh scattering coefficients, and
re-analysis of ground-based solar FTS measurements to
produce a high-resolution Fraunhofer reference spectrum
(contributions to the ESA Study of the Ring Effect);
intrinsic wavelength calibration studies; and discovery
of the correction for undersampling of the GOME
instrument. Current GOME-related science studies at the
SAO include: Development of operational-speed ozone
profile determinations; improvements in trace gas fitting
techniques; and climatology and pollution studies on 03,

N02, BrO, OClO, H2CO, S02, and aerosols.

1. INTRODUCTION

The SAO has been involved on first SCIAMACHY. and
then GOME, since their inceptions. This conference pre­
sentation is intended to summarize and provide appro­
priate references for some of our past developments and
contributions, as well our current research and future di­
rections. Additional information on our research pre­
sented at this conference includes cloud parameterization
(Ref. l ), improved climatologies and air mass factors for
03 and N02 (Ref. 2), and participation in the overall de­
velopment of the SCIAMACHY Level 1-2 operational
processor development (Ref. 3). More extensive informa­
tion (as well as figures!) can be found in these and our
other references.

In the beginning of SCIAMACHY, and for the first several
years, the program was largely carried on by J. Burrows
and W. Schneider of the Max Planck Institute for Chem­
istry in Mainz, Germany (MPI) and K. Chance of the
SAO, with support from D. Perner, P. Crutzen, C. Bruhl,

U. Platt, and several others. Early support on aerosols, for
example, came from C. Muller of the IASB.

SAO calculated the sensiti vines for measurements of
molecules and aerosols, with extensive input from the
other investigators. J. Geary of the SAO provided es­
timates of the realistic capability for measurements us­
ing (then) modern array detectors based upon experience
in the design and operation of astronomical instruments.
Sensitivities were calculated by forward spectroscopic
modeling and retrieval calculations using these estimates.
an initial instrument model developed by the investiga­
tors, and abundances calculated with an MPI atmospheric
model, provided by C. Bruhl.

2. SENSITIVITY STUDIES

The results from the initial sensitivity studies are tabu­
lated in the initial SCIAMACHY proposal (Ref. 4). For
those species measured by GOME, the early predictions
have been remarkably good. We expect that the same
will be true for additional measurements to be made by
SCIAMACHY.

BrO One very nice surprise of these initial sensitivity
studies was being able to show that BrO globally can be
measured globally by SCIAMACHY (and also, of course,
by GOME). This has turned out to be the case. Several
groups, including our own, are now able to do this rou­
tinely. Of course, we did not predict the blooming events
in polar springtime BrO that several groups (Heidelberg,
Bremen, and SAO, at least) have now seen with GOME
data (Refs. 5-8). BrO is now also being studied as a
potential operational product (Ref. 9).

S02 has turning out to be somewhat better for measure­
ment than initially predicted, although it possesses some
particular challenges. Several groups, including the SAO,
are readily able to measure S02 output from volcanos in
GOME data. Our current status is that we have a mea­
surement sensitivity for the total slant column of about 2
Dobson Units (DU; I DU= 2.6868 x 1016), with near-term
prospects for a factor of three improvement. S02 retrieval
is complicated by the fact that the fitting window is lo­
cated near to the beginning of GOME channel 2, where
the instrument transfer function width varies considerably
(Ref. I0 and C. Caspar, private communication, 1997).
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OCIO was difficult to predict because we did not know
the photolysis behavior in twilight well enough, but it is
seen robustly in GOME through a range of polar spring­
time conditions and beyond by several of the research
groups in GOME (Ref. 11).

CIO is very difficult to measure, although we have seen it
(just barely) in ozone hole conditions.

N02 is measured operationally. There have been some al­
gorithm difficulties, but these have recently been solved
by DLR, with input from SAO and other investigators
from the GOME Scientific Advisory Group; remaining
difficulties with the climatology, needed to obtain vertical
columns from slant columns, have been addressed earlier
in this conference (Ref. 2).

H2CO has been measured by several groups, including
the SAO (Ref. 12). It has turned out to be somewhat bet­
ter than the initial predictions, permitting measurement
of background concentrations. SAO currently working
on determining a global climatology of formaldehyde as
part of the NASA Atmospheric Chemistry Modeling and
Analysis Program (ACMAP), in collaboration with the
tropospheric modeling group from Harvard University,
and NASA/GSFC. The fitting is not yet optimized, so no
results are presented here.

03 The most exciting discovery from the initial SAO sen­
sitivity studies was that we could measure ozone profiles,
including the tropospheric component of the ozone, from
nadir measurements - as well as how to do it. This came
about from the difficulty in quantifying the sensitivity for
measuring ozone in the UV Huggins bands, because of
their strong temperature dependence (this is due to the on­
set of vibrational hot band absorption in these only partly
predissociated bands at increasing temperatures). It was
then realized that the problem could be turned around: if
the temperature structure of the atmosphere is known well
enough (3-5 K turns out to be sufficient) information is
gained on the distribution of the ozone, particularly below
the (usual) 22-23 km maximum and down into the tro­
posphere. Adding this to the height information from pen­
etration depth (the BUV information, Refs. 13,14) now
gives complete ozone profiles. Fitting of the full spectrum
(or carefully selected portions) with proper modeling and
retrieval thus produces the entire ozone profiles, at about
atmospheric scale-height resolution, down to the ground
or cloud-top. Once the cross sections and the instrument
calibration are fully justified across the wavelength range,
measurements in the visible Chappuis bands will help to
improve the accuracy further at the lower altitudes be­
cause the full penetration at these wavelengths provides
a better lock on the total ozone column.

These studies went into the SCIAMACHY proposal, and
later into other documents, including the GOME Interim
Science Report (Refs. 4,15,16). We later did a com­
plete least-squares retrieval study on synthetic data, at

the beginning of the I990's (although it has only recently
been published, Ref. 17) showing the capability in de­
tail. The Rutherford Appleton Laboratory took up the
development after the initiation of the GOME program,
applying the full optimal estimation machinery to the re­
trieval (Refs. 18,19) and have produced very impressive
results (Ref. 20). More recently, other groups have have
implemented the method, with results that are also very
gratifying (Refs. 21-23). SAO has provided an opera­
tional prototype of the method (Ref. 24) and is currently
developing improvements to speed it up to operational
levels. We hope within the year to have an improved
implementation, based on some further ideas now under
development, that runs at a speed comparable to the trace
gas fitting methods we have developed.

3. ISSUES IN DATA ANALYSIS AND ALGORITHM
DEVELOPMENT

3.1. The Ring Effect

The Ring effect is very important for the fitting of UV at­
mospheric spectra; it can easily be an order of magnitude
larger in GOME spectra, for example, than the absorp­
tions of trace gases being fitted. SAO participated in the
ESA-sponsored Ring effect study (Ref. 25), developing
the complete molecular physics for the rotational Raman
scattering that is the inelastic component of Rayleigh scat­
tering and the major part of the Ring effect. The cross
sections for individual transitions in N2 and 02 are de­
rived statistically and quantum mechanically (including
the triplet structure of the 02 lines). The wavelength­
dependent index of refraction, the Rayleigh scattering
cross sections and phase functions, and the polarizability
anisotropies were updated using the best currently avail­
able measurements and calculations (Ref. 26). This was
all developed for the first time into a comprehensive data­
base which can be used at any wavelength and scattering
angle. It is combined with a high resolution solar Fraun­
hofer spectrum (Ref. 27) so that Ring effect cross sections
can be directly calculated (using the computer program
supplied) for use in fitting of atmospheric spectra. All of
the relevant equations describing the detailed Ring effect
properties, including their wavelength and polarization
dependences, were also assembled in this work for con­
venient reference. The comprehensive results have since
been published independently (Ref. 28).

3.2. Wavelength Calibration

In the fitting of trace gases, SAO has re-examined the
underlying details of the physics as well as the basic prin­
ciples of the retrieval. For example, we proposed that
ways be found to avoid shifting and squeezing of ref­
erence spectra (a common practice in DOAS fitting) in
GOME data processing. In order to help accomplish this,
SAO developed methods for the independent absolute
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vacuum wavelength calibration of GOME irradiance and
radiance spectra (in collaboration with C. Caspar of ES­
TEC, Ref. I0) that are good to several times I0-4 nm (bet­
ter than 11100 of a GOME detector array pixel) in parts
of the GOME wavelength range - for example, where
BrO and H2CO are fitted. This also permits accurate
re-determination of the GOME slit (11F) function, usu­
ally to better than I%. The methods use the Fraunhofer
reference spectrum of Ref. 27, and either directly fit or
cross-correlate to obtain wavelength calibration. Coupled
with better determinations of the wavelength calibration
of reference spectra (in the example of BrO, by colleagues
at Harvard University), we are now able to fit spectra
without shifting and squeezing.

3.3. Correction for Spectral Undersarnpling by GOME

SAO has had many years of experience in fitting at­
mospheric spectra, sometimes for very small spectro­
scopic features. This is usually accomplished by directly
calculating spectra and iterating to match the measure­
ments to within preset convergence criteria. It was de­
cided to try this approach before adopting the spectral
filtering used in DOAS, and found that it works very
well. Like our colleagues who employ the DOAS fit­
ting method, we found that that there are substantial sys­
tematic features remaining in the fitting residuals. We
have been able to demonstrate that most of these system­
atic residuals are due to undersampling of the spectrum
by GOME and that they can be reduced (by more than
90% in favorable cases, such as the region used for fit­
ting BrO) by the use of undersampling corrections cal­
culated entirely using an oversampled Fraunhofer refer­
ence spectrum (Ref. 27) and properly re-sampling - that
is, without the use of GOME data, except for the use of
the GOME slit function width determined during wave­
length calibration (see above). This was first presented
at the GOME/SCIAMACHY data and algorithm work­
ing session in April 1998 and is illustrated in Ref. 7. It
is also the subject of a poster at this meeting (Ref. 29).
This correction improves the fitting of GOME data for
trace gases, including the fitting statistics and uncertain­
ties, by a full order of magnitude. It has has allowed us
to make very precise quantitative measurements of trace
gases from GOME and to provide the full fitting statistics
and uncertainties from the fitting (Ref. 7). This under­
sampling correction is now also being taken up by other
groups fitting GOME data, including its application to
DOAS fitting, with similar improvements, now permit­
ting them to make quantitative trace gas measurements
from GOME as well, and to do so without smoothing the
spectra before fitting (A. Richter and J.P. Burrows, private
communication, 1998).

4. CONCLUSIONS

Work currently in progress at the SAO includes:

• Determination of global climatology for BrO.

- Tropospheric BrO is being investigated from
correlation with clouds and the use of oro­
graphic techniques. The best current estimate
gives :'.S0.5pptv BrO below cloud top level.

• Optimizing of H2CO fitting, and global climatology
and pollution studies.

- An ACMAP project. in collaboration with Har­
vard University and NASNGSFC.

• Optimizing of S02 fitting and volcano and pollution
studies.

- Positive correlation with 03 being investi­
gated.

- Background S02 and industrial pollution
should be measurable.

- Additional algorithmic difficulties must be re­
solved.

• Enhancement of the ozone profiling capability of
GOME.

- Operational speed should be obtained within a
year, using a new approach being developed at
the SAO.

- Open to active collaboration with GOME in­
vestigators.

• Development of the Cloud Retrieval Algorithm for
GOME (CRAG).

- Subject of a presentation at this conference
(Ref. l ).
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ABSTRACT

Several years of data from the Global Ozone Monitor­
ing Experiment (GOME) have been analysed for BrO
absorptions. In both hemispheres, periods with locally
enhanced BrO are observed throughout polar spring and
are attributed to tropospheric BrO events. Most of the
regions with enhanced BrO are located over sea ice and
along the coasts of Antarctica and the Arctic Sea, con­
firming the model of bromine release from sea salt and
activation on sea ice or snow. The seasonal variation and
the observed columns are similar in both hemispheres
indicating that similar mechanisms are operating in the
Arctic and Antarctic. Comparable results have been ob­
tained for 1995, 1996, 1997 and 1998, leading to the con­
clusion that enhanced tropospheric BrO is a typical fea­
ture of the polar troposphere in spring.

1. INTRODUCTION

Long-term observations of tropospheric ozone concentra­
tions in polar regions have repeatedly shown periods of
low ozone values in spring (refs 20, 4, 30). These "low
ozone events" have been reported for both the Arctic
and the Antarctic and are believed to be mostly of nat­
ural origin. Measurements of filterable bromine showed
enhanced Br levels before and during such events (ref
3). More recently the presence of up to 30 pptv of BrO,
an active form of bromine has been shown by long-path
Differential Optical Absorption (DOAS) measurements
(refs 13, 17). Ground-based zenith sky DOAS exper­
iments have also provided evidence for periods of ele­
vated tropospheric BrO in both Arctic (refs 31, 19) and
Antarctic spring (ref 15). It now is widely accepted that
catalytic cycles invoking BrO are responsible for the ma­
jority of the observed ozone losses, smaller contributions
being proposed for cycles involving ClO and IO. Some
recent modelling studies conclude that locally the rate of
ozone loss is well explained assuming that sufficient halo­
gen is present (ref 24). However, the sources of bromine
in polar spring are not well understood. Two different
sources have been proposed: organic bromine compounds
like CHBr3 (refs 3, 16) and sea salt aerosols ((refs 18, 29)
and references therein).

With the Global Ozone Monitoring Experiment (GOME)
instrument, BrO, one of the key species in polar spring
tropospheric ozone depletion can for the first time be
monitored globally. These measurements offer a unique
opportunity to study the geographical and temporal evo­
lution of the low ozone events and contribute to the con­
tinuing search for the sources and mechanisms of bromine
release in the polar troposphere.
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Figure 1. Example of a BrO fit during a tropospheric BrO
event. The solid line is the scaled laboratory reference,
the dotted line the fit result.

2. DATA A~ALYSIS

The GOME is a UV/VIS double monochromator with a
spectral range of 240-793 nm and a resolution of 0.2 nm
(< 400 nm) and 0.4 nm(> 400 nm). GOME observes the
light scattered from the earth's atmosphere and reflected
by the ground in near nadir viewing geometry. It oper­
ates on board of ERS-2 which is on a sun-synchronous
orbit since April 1995. The spatial resolution of GOME
is 40x320 km2 for solar zenith angles (SZA) below 86°.
Global coverage is achieved within 3 days at the equator
and within 1 day at a latitude of 67°.

The main objective of the GOME instrument is the global
measurement of vertical columns of 03 and N02. How­
ever, other trace gases including H20, S02, OClO and
HCHO can be retrieved by means of the DOAS tech­
nique (ref 7). After the first detection of BrO in GOME
measurements (ref 9), several studies of stratospheric and
tropospheric BrO from GOME have been performed (refs
14, 27, 22, 8).

In this study, GOME data have been analysed for BrO
using the well known DOAS technique developed for
ground-based measurements. Calibrated earth shine and
solar irradiance spectra were used as provided by ESA
through DLR-DFD. In order to get the best spatial reso­
lution, only the three forward scans have been included,
limiting the available range of solar zenith angles to val­
ues below 86°.

2.1. Spectral fitting

For the BrO retrieval, a spectral fitting window of 344.7
- 359 nm was selected. This spectral range is similar
to that used for the ground-based measurements (ref 10)
and was chosen to provide large differential BrO signals
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and small interference from other absorbers. In the fit,
the absorption cross-sections of BrO (ref 28), 04 (ref 11),
N02 (ref 5) and 03 (ref 6) at 221 and 241 K have been
used together with a synthetic Ring spectrum (ref 26)
compensating the effect of Raman scattering in the atmo­
sphere. The wavelength calibration of BrO has been cor­
rected by +0.17 nm as suggested by (ref 2) and recently
confirmed by FTS measurements in Bremen (0. Fleis­
chmann, private communication). After cross-calibration
with the FTS measurements of (ref 25), both 03 and N02
cross-sections have been shifted by +0.03 nm to correct
for an error in wavelength calibration.

The slit function of channel 2 of the GOME instrument
is to narrow for sufficient sampling of the spectra with
the diode array used as detector. Due to a small doppler
shift, GOME earth-shine and direct sun measurements
have a systematic difference of approximately 0.008 nm
"in the wavelength sampling. In addition, small thermal
drifts of the instrument calibration have to be corrected
in the fit. Therefore, interpolation of the earth-shine
spectra is necessary for the analysis, leading to large
residuals from undersampling errors. This can be ac­
counted for by either averaging over adjacent spectral
points and thereby reducing the undersampling or by fit­
ting a simulated undersampling spectrum as suggested
by (ref 8). In this study, an undersampling spectrum
and no smoothing were used. One example of a BrO fit
result is shown in figure 1. The BrO slant column for
this particular pixel is 4.25 · 1014 molec/cm2, this large
value being attributed to a tropospheric BrO event. For
the plot, an averaged residual has been included in the
fit to compensate for constant instrument effects. This
reduces the residuals but has negligible influence on the
retrieved BrO columns. It therefore has not been used in
the analysis discussed below.

2.2. Airmass factors

The DOAS fit results are slant columns, i.e., the inte­
gral of the absorber concentration along the line of sight.
To convert slant into vertical columns, airmass factors
(AMFs) have been computed with the radiative transfer
model GOMETRAN (ref 23).

2.2.1. Stratospheric airmass factors For solar zenith an­
gles below 70°, the AMF is essentially independent of
the assumed vertical profile of the absorber. However,
at larger SZA significantly different airmass factors re­
sult from different profiles as shown in figure 2. The
profiles used for the calculations were taken from two
BrO measurements of (ref 12), one at high latitudes in
February and one in mid-latitudes in November. Little
is known about the latitudinal and seasonal changes of
stratospheric BrO profiles. Therefore, the same airmass
factor (based on the high latitude profile of (ref 12)) has
been used for all latitudes and seasons. Assuming that
the two profiles used in figure 2 are extreme cases, the
maximum error introduced from the use of a constant
airmass factor is of the order of 10% for GOME mea­
surements below 86° SZA.

2.2.2. Tropospheric airmass factors In the wavelength
region used for BrO retrieval, a significant part of the
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Figure 2. Airmass factors for different vertical BrO pro­
files. All values are for 355 nm. The two stratospheric
profiles have been adapted from (ref 12) and are zero be­
low the tropopause at 11 (12) km, increase linearly to 16
(20) km and are constant above that height.

photons measured by GOME are scattered in the upper
troposphere and do not penetrate the atmosphere to the
ground. This is particularly true for situations with low
albedo, where photons reflected from the ground are only
a small contribution to the overall intensity of the earth­
shine spectrum. As a result, airmass factors for tropo­
spheric absorbers depend strongly on the albedo as shown
in figure 3. For an absorber layer in the lowest 1000 m of
the atmosphere, the airmass factor at high sun increases
from 0.25 to 2.25 for a change of albedo from 0 to 1. This
implies, that GOME measurements in the UV are much
more sensitive to tropospheric absorbers above ice than
above open water. For solar zenith angles below 50°, the
tropospheric and stratospheric airmass factors are of the
same magnitude. For lower sun, the sensitivity towards
tropospheric absorptions decreases significantly while at
the same time the stratospheric airmass factor increases
(fig. 2). This implies that tropospheric absorbers are dif­
ficult to detect with GOME at low sun (high latitudes in
spring, autumn and winter).

2.2.3. Separation of stratosphere and troposphere The
BrO slant columns measured with GOME are the sum of
both tropospheric and stratospheric columns, weighted
with different airmass factors. As BrO is not a strong
absorber, the GOME measurements themselves contain
not enough information to determine the vertical profile
of the molecule.

There are however several arguments which give strong
support to the interpretation of the large BrO absorp­
tions as tropospheric events:

• On several occasions, GOME observations of high
BrO columns coincide with ground-based measure­
ments of enhanced tropospheric BrO (see Wittrock et
al. and Wagner et al., this issue for a more detailed
validation of GOME BrO measurements).

• The large BrO absorptions coincide with low cloud
cover fraction

• Many of the observed BrO events are strongly lo­
calised and not associated to the movements of the
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Figure 3. Sensitivity of tropospheric airmass factors to
changes in albedo and profile height. All airmass fac­
tors are at 355 nm, nadir viewing geometry and include
multiple scattering.

polar vortex.

• Assuming a stratospheric origin of the observed BrO
peaks would imply stratospheric mixing ratios of
more than 30 ppt in some cases, inconsistent with
previous measurements and model predictions.

In order to determine the tropospheric BrO column, the
stratospheric column has to be estimated and subtracted
from the measured signal. Estimates of the stratospheric
column can be based on other GOME measurements
assuming temporal and/or spatial homogeneity of the
stratospheric BrO (ref 22) or from model predictions.
Clearly, both approaches can lead to large errors in the
derived tropospheric values. In this study, no attempt
was made to separate tropospheric and stratospheric
columns. Tropospheric BrO events are identified by the
magnitude of the total column and stratospheric airmass
factors used. Therefore, all plots should be interpreted
in a qualitative way only.

2.3. Error discussion

Several error sources have to be considered for the ac­
curacy of the GOME BrO columns: instrumental errors,
systematic analysis errors and errors in the airmass fac­
tors. Two methods have been used to estimate the ran­
dom error in the BrO slant columns: the statistical error
as determined from the fit and the difference between
the three forward scans and the following back scan that
covers approximately the same area. Both approaches re­
sult in similar values of an absolute error in the BrO slant
column of less than 3 · 1013 molec/cm2 for an individual
pixel.

The main systematic error source in the DOAS fit is the
uncertainty in the BrO cross section, which is in the order
of 20%. In addition, there are other, smaller error sources
like stratospheric temperature changes, the Io-effect or
errors in the wavelength calibration that are discussed in
detail in (ref 1). As discussed above, both stratospheric
and tropospheric airmass factors for BrO depend on the
assumed scenario. In addition, the weighting between
tropospheric and stratospheric airmass factor depends on

the cloud fraction. Without accurate values for albedo,
aerosol loading, cloud fraction and vertical profile of the
absorber, uncertainties in airmass factors can exceed 50%
and will dominate the total error of the tropospheric BrO
columns.

Additional errors arise in the determination of the tropo­
spheric BrO column. As the stratospheric contribution
has to be subtracted from the total columns, any error
in the estimation of the stratospheric BrO results in an
error in the tropospheric column. Local changes in the
stratospheric column (resulting for example from changes
in tropopause height) can potentially be misinterpreted
as tropospheric BrO enhancements.

3. RESULTS AJ\D DISCUSSION

In this study, several years of GOME BrO data have
been analysed in the regions poleward of 40° in both
hemispheres. To facilitate the discussion of the temporal
and spatial behaviour of the tropospheric BrO, monthly
averages of vertical BrO columns have been derived. For
the conversion from slant to vertical columns, airmass
factors based on the high latitude profile described in
section 2.2.1 have been used independent of season and
latitude. As discussed above, the resulting error is in the
order of 10% for stratospheric BrO, but much larger for
the tropospheric columns.

3.1. Northern hemisphere

In figure 4, BrO vertical columns in the northern hemi­
sphere are shown for February to July 1998. On av­
erage, GOME measures a vertical column of about 6 ·
1013 molec/cm2 in February and 4 · 1013 molec/cm2 in
July. This is in good agreement with values from zenith­
sky measurements (ref 21), but clearly in excess of model
estimates for the stratosphere and the integrated columns
from balloon borne measurements. This discrepancy be­
tween total and stratospheric columns has prompted the
hypothesis of a significant BrO background concentra­
tion in the upper troposphere (see Pfeilsticker et al., this
issue). However, up to now no direct evidence was found
for such a tropospheric BrO layer.

3.1.1. Seasonal variation Starting in late February, lo­
calised regions with enhanced BrO columns appear in
the GOME data. Most of these measurements are in the
Hudson Bay area and along the coastlines of the Arctic
Ocean, but in April and May high values are also detected
over the arctic ice. The last such events are observed in
early June and do not reappear for the rest of the year.

Individual BrO events usually extend over several hun­
dred kilometres and disappear after a few days. This
is in agreement with ground-based measurements in Ny­
Alesund showing episodes of high BrO in connection with
rapid boundary layer ozone destruction and very low 03
values for periods of hours to days. However, GOME
data show that in some areas the frequency of BrO events
is much higher than in Ny-Alesund or Greenland. In fact,
as shown in figure 4, BrO columns along the cost of the
Arctic Sea are enhanced by a factor of 1.5 in the monthly
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Figure 4. Monthly averages of GOME BrO in the northern hemisphere. Vertical columns have been derived using
an airmass factor appropriate for stratospheric BrO. Therefore, tropospheric BrO columns are underestimated at high
latitudes.
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Figure 5: Monthly averages of GOME BrO in the northern hemisphere.

average, indicating the large impact of the BrO events on
boundary layer chemistry in the Arctic spring.

Most of the observed BrO events are located near the
coast or over the ice cap. This supports the assumption,
that bromine is released from sea-salt and that sea-ice (or
the snow covering the ice) is involved in bromine activa­
tion. Tropospheric BrO events observed by GOME seem
to move northwards from February to May, in agreement
with the assumption that ice with some cracks is nec­
essary to release bromine. However, as the solar zenith
angle increases with season, GOME sensitivity towards
tropospheric BrO increases and this could explain part
of the observed trend.

3.1.2. Year to year variation In fig. 5, BrO vertical
columns are shown for March 1996, 1997 and 1998. As
can be seen from the plot, the general pattern and abso-
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lute values of the BrO events is comparable from year to
year. There are however differences in the number and
distribution of the events, which for example were much
less frequent along the Russian coast in March 1996 than
in 1998. Possible reasons for the differences from year to
year are changes in temperature and sea ice cover, but
cloudiness is also a factor for measurements from space.

3.2. Southern hemisphere

In figure 6, monthly averages of GOME BrO columns are
shown for the southern hemisphere from August 1997 to
January 1998. From August to November, BrO events
occur frequently in a ring around the Antarctic continent.
In late November and December, some periods of en­
hanced BrO columns are also observed over the Antarctic
continent near parts of the coast where the ice breaks up
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Figure 6. Monthly averages of GOME BrO in the southern hemisphere. Vertical columns have been derived using
an airmass factor appropriate for stratospheric BrO. Therefore, tropospheric BrO columns are underestimated at high
latitudes.

early. The ring structure of the enhanced BrO explains
the small number of tropospheric BrO events observed
from ground-based measurements on Antarctica - obvi­
ously most of these events are located over the ice. The
strong correlation between sea-ice coverage and BrO en­
hancements is shown in figure 7, where BrO and reflected
intensity in the southern hemisphere are compared for
September 1995, 1996 and 1997. The intensity of the
GOME earth-shine spectra has been averaged over the
wavelength interval used for the BrO fit and corrected
for the cosine response. In a monthly average, cloud in­
fluences are smoothed out and reflectivity gives a good
idea of ice coverage. A striking correlation exists between
intensity and BrO columns, indicating that BrO enhance­
ments are constrained to the ice covered region. This is
similar to the observations in the northern hemisphere
and again confirms the model of bromine release over sea
ice. However, the pronounced sensitivity of tropospheric
airmass factors to changes in albedo can clearly influ­
ence this result. If present, BrO events over water would
lead to much smaller BrO slant columns than comparable
events over ice.

3.3. Comparison of the hemispheres

Both the seasonal variation and the column amounts of
the tropospheric BrO in the two hemispheres are com­
parable. The differences in sea-land distribution are re­
flected in the spatial pattern of the BrO events and with
the exception of the Hudson Bay area, the bulk of the
BrO in the northern hemisphere is closer to the pole than
in the southern hemisphere. Most of the BrO is observed

over sea ice and along the coasts of the continents. The
similarity of the BrO distribution in the two hemispheres
is an indication that similar chemical and physical pro­
cesses are involved in the bromine activation in arctic and
antarctic spring.

4. SUMMARYAND CO:\'CLUSIONS

Several years of data from the GOME satellite instrument
have been analysed for BrO absorptions. Stratospheric
BrO columns show a small seasonal variation with a max­
imum of6·1013 molec/cm2 during winter at high latitudes
and about 4 ·1013 molec/cm2 in summer. Superimposed
on the stratospheric columns are events of large BrO en­
hancements attributed to tropospheric BrO. These events
start in early spring and continue for 4 months, both in
the southern and in the northern hemisphere. Most BrO
enhancements are observed over sea ice and along the
coasts of Antarctica and the Arctic Sea. The general
pattern is similar in 1995, 1996, 1997 and 1998, but dif­
ferences in the frequency and the spatial distribution of
the events exist, probably because of differences in tem­
perature, sea-ice and cloud coverage.

The presented GOME observations agree well with
ground-based observations of sporadic BrO events at
coastal stations and continuous 03 depletion over the
arctic ice. The distribution of the BrO enhancements
supports the model of bromine release from sea salt and a
role of sea-ice in the activation of the bromine. The sim­
ilarities between the two hemispheres indicate that the
same mechanisms could be responsible for the bromine
release in the Arctic and Antarctic. From the GOME
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Figure 7. Monthly averages of GOME BrO and Reflectivity in the southern hemisphere. Averaged reflectivity can be
used as a proxy for sea-ice coverage. Measurements in 1995 were subject to instrumental problems and noisier than in
the following years.

data it appears, that enhanced BrO concentrations are
not sporadic events in the polar boundary layer, but
rather a frequent and common feature of polar spring.
The presence of these large halogen amounts in the lower
atmosphere at high latitudes should have a strong impact
on tropospheric chemistry in the polar regions and could
possibly also be important for mid-latitudes.
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ABSTRACT

In April 1995 the GOME (Global Ozone Monitoring
Experiment) instrument was launched aboard the European
research satellite ERS-2. It allows to detect the absorptions of
several atmospheric trace gases like 03, N02, BrO, S02 and
OClO on a global scale. Compared to measurements from the
ground or from aircraft and balloon platforms it thus offers the
unique opportunity to detect both the temporal and spatial
evolution of atmospheric species. Here we present GOME
measurementsof atmosphericBrO and OCIO.Both species are
involved in catalytic ozone depletion.We show BrO results for
the stratosphere and the boundary layer. In additionwe present
strong indications for a 'tropospheric background
concentration' of BrO of about 1 ppt. OClO is formed by the
reaction of BrO and ClO and its detection can be used as an
indicator for the halogen activation of the stratosphere during
the polar night We present OClO measurements during polar
winter/spring for both hemispheres.

1. INTRODUCTION

The GOME instrument (Ref 1) consists of a set of four
spectrometersmeasuring sunlight reflectedfrom the earth in the
wavelength range between 240 and 790 nm with moderate
spectral resolution (0.2 nrn/0.4 nm) and therefore allows to
detect the absorptions of different atmospheric trace gases
(Refs. 2-8) The satellite operates in a nearly polar, sun­
synchronousorbit at an altitude of 780 km with a local equator
crossing time of "'10:30. While the satellite flies in an almost
north-south direction the GOME instrument scans in east west
direction. During each scan three individualmeasurements are
performed, the corresponding 'ground pixels' (west-, centre­
and east-pixel) each cover an area of 320 km (east-west) by 40
km (north-south) At the equator the earth's surface is covered
during three days, polewards from "'70° it is covereddaily.
In recent years many spectroscopic observations of BrO and
OClO were made from the ground (Refs. 9-15), from balloon
platforms (Ref 16) as well as from aircrafts (Ref 17). From
thesemeasurementsit became clear that halogenoxides play an
important role in the chemistry of the troposphere and the
stratosphere. Satellite measurements, however, offer now the
unique possibility to observe the atmospheric content of BrO
and OClO on a global scale. Thus it is now possible to a)
quantify the areas where BrO and OClO show enhanced
absorptions (e.g. the ozone hole), b) to separate the spatial and
temporal evolution of the atmospheric BrO and OClO content,
c) to directly compare the halogen activation in both
hemispheres and d) to determine maximum values within
specific areas (e.g, the entire polar vortex).
2. DATA PROCESSING

OClO and BrO show characteristic absorption features in the
UV spectral range which can be clearly detected in the
atmospheric spectra measured by GOME. From the measured
raw spectra of the GOME instrument slant column densities
(SCD, i.e. the integrated concentration along the light path) are
calculated applying Differential Optical Absorption
Spectroscopy (DOAS, Ref 18). In brief the measured spectra
are modelled using suitably weighted trace gas- and sunlight
reference spectra. From the model parameters and the trace gas
absorption cross sections (for OCIO and BrO the data from
Wahner et al. (Refs. 19,20) were used) the desired trace gas
SCDs are calculated. In Fig. 1 the results of the spectral
retrieval for the BrO- and OClO absorption detected in a
GOME spectrum is shown.

GOME Bro evaluation
trop. Bro event, 15.09.1996, SZA: 75°
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Figure I. Results of the spectral evaluationfor BrO (top) and
OClO (bottom). The thick lines show the trace gas absorption
spectrum scaled to the respective absorptions detected in the
measured spectrum (thin lines).
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The light, which reaches the instrument is either reflected from
the earth's surface or scattered back from the atmosphere.
Therefore the determination of the vertical column density
(VCD, the vertically integrated trace gas concentration) from
the measured SCD requires radiative transport modelling, e.g,
to derive air mass factors (AMF), where AMF = SCD I VCD.
We calculated AMFs using a Monte Carlo radiative transport
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model including spherical geometry and multiple scattering
(Ref. 21).

3. RESULTS

In this section we present GOME observations of stratospheric
OCIO as well as of BrO located in the boundary layer or in the
free troposphere.

3.1 STRATOSPHERIC OCLO

All OCIO data presented here are expressed as slant column
densities (SCD), the integrated OClO concentration along the
light path through the atmosphere. Thus one has to keep in
mind that the SCD is strongly dependent on the solar zenith
angle (SZA) and that different OCIO SCDs at different
latitudes (and different SZA) do not necessarily represent
different degrees of the atmospheric halogen activation. In
addition, due to photo-dissociation the atmospheric OCIO
concentration depends strongly on the SZA. In Figure 2 the
OCIO SCD measured on January 19, 1997 is shown. Enhanced
values of OCIO indicating a chlorine activated stratosphere are
found within the complete polar vortex, even at relatively low
SZA below 80°. Since areas of temperatures deep enough for
the formation of PSCs often exist only on distinct locations
inside the polar vortex, this can is a strong indication for very
effective transport mechanisms inside the polar vortex. For
SZA above 90° the SCD OClO further increases due to slow
photolysis of the OClO molecule. On January 19, 1997 when
GOME observes high SCD OClO above Scandinavia enhanced
values were also measured from ground based observations
(Ref. 22).
In Fig. 3 the maximum OClO SCDs around SZA=90° are
presented for polar winter/spring in both hemispheres. Satellite
measurements allow to compare the OClO absorptions from
both hemispheres with one instrument under constant
calibration conditions which can be used for a direct
comparison. It can be seen that the period of enhanced
stratospheric OClO concentrations is much longer and the
magnitude of the OClO absorption is stronger in the Antarctic
than in the Arctic. This can be expected as a result of the deeper
temperatures and the more stable polar vortex. However,
although there is a large variability of the measured OClO
abundance in the northern hemisphere there also exist periods
during which the OClO concentration continuously stays
enhanced. In particular the beginning and the ending of the
chlorine activation can be nearly as soon or late as in the
southern hemisphere. This is of great importance since the total
degree of ozone depletion depends critically on the duration of
chlorine activation.

3.2 ENHANCED BRO CONCENTRATIONS IN THE
BOUNDARY LAYER

It was expected that the GOME instrument would be in
particular sensitive to stratospheric BrO. However, besides
these stratospheric measurements (Refs. 6, 23) it turned out
that GOME was also well suited to measure BrO
concentrations in the troposphere. In particular it was possible

to determine the temporal and spatial evolution of events of
enhanced BrO concentrations during polar spring (Ref 8).
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Figure 2. OCZOSCD observed by GOME on January 19,
1997. High OClO SCDs are seen in the entire polar vortex
which is indicated by the thick line (35 PV units at 475K Ivel,
EC!v!WFdata) .

Comparison max GOME SCD OCIO at SZA=90°
Arctic I Antarctic winter

-•·Antarctic winter 1996
-+ ..Arctic winter 1997/98
-a-Arctic winter 1996/97....

~ 3.5
¥ 3.0
~ 2.5
.•. 2.0.•..
~ 1.5
S! 1.0u
0 0.5
3 0.0en

22.
Okt

II .-111-a

21. 21. 20. 19. 21. 20.
Nov Dez Jan Feb Mar Apr

Date (for Antarctica 6 Months shifted)

Figure 3. Evolution of the maximum SCD (for a SZ4. of 90°)
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Area of enhanced tropospheric BrO
concentrations in Antarctica
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Figure 4. Events of enhanced BrO concentrations in the boundary layer during Antarctic winter/spring 1997. In the upper
panel the total area of such events around Antarctica is shown. The middle panel displays the longitudinal and the lower
panel the latitudinal distribution of these BrO events (displayed are the maximum values appearing in the respective
latitude or longitude interval).
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In Fig. 4 time series of such events during Antarctic spring are
presented. They appear first in July and last until December.
The maximum total extension is about more than 107 km2,

about the area of Antarctica. The events appear at the sea ice
border around Antarctic, in particular at the Weddell- and
Ross-sea where the ice reaches a rather large extension. Only
very few events occurred above the ocean or above the
Antarctic continent, maybe caused by transport from the sea
ice. Two maxima of the total area of enhanced BrO
concentrationswere found, one in August/Septemberand one in
November. During August/September the observed BrO
concentrations were about 2 to 4 times higher than in
November.

3.3 BRO CONCENTRATIONS IN THE FREE
TROPOSPHERE?

Recently it was speculated that there might exist a BrO
'background' concentration of about l to 2 ppt in the free
troposphere. This was in particular concluded from the
comparison of balloon borne measurementswith ground based
and satellitemeasurements (Refs. 6, 24, 25) as well as from the
comparison of ground based with modelledBrO data (Ref. 26).
Here we present a newmethod to estimate the magnitudeof the
BrO concentration in the troposphere.Assuming a considerable
part of the total atmospheric VCD BrO was located in the
troposphere. Then satellite measurements of BrO should be
largely affected by the appearance of clouds (Refs. 5, 8). In
particular there should be a correlationbetween the absorptions
of BrO and those of the oxygen dimer 04 which is mainly
located in the troposphere. To investigate this assumption we
chose ground GOME pixels in the tropics, subtropics and at
mid latitudes (SZA<55°) for which the AMF is relative
constant (about 2.2 for SZA=20° to 2.9 for SZA=55°) and
clouds frequently reach into the upper troposphere (see Figure
5). It can be seen that for several latitudes where largely
decreased04 absorptions indicatethe appearanceof clouds also
the SCD BrO is decreased. A reduction of about 50% for the
04 absorption corresponds with a decrease of about 30% for
the BrO SCD.
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Figure 5. SCD BrO and 04 absorption (retrieved at 630nm)
plotted as function of the latitude (measurements for
SZA<55° were chosen). When decreased 04 absorptions
indicate the appearance of clouds also the SCD BrO is
decreased.
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Figure 6. The High pass filtered' SCD BrO is plotted as a
fanction of the 04 absorption (to minimise the SZA
dependence of the BrO and 04 measurements both data sets
were high pass filtered by the subtraction of a polynomial of
degree 2 as afunction of the latitude).

This dependence is also confirmed by Fig. 6 where the SCD
BrO is plotted as a function of the 04 absorption (to minimise
the SZA dependence of the BrO and 04 measurements both
data sets were high pass filtered by the subtraction of a
polynomialof degree2 as a functionof the latitude).
A reduction of the 04 absorption of about 50% can be caused
by a) a total cloud layer at a height of about 3 km or b) a high
cloud (a cloud at about 12kmhides about 97% of the total 04
column)which covers about a half of a groundpixel (These are
the easy cases. Typically GOME ground pixels are partly
covered by clouds at different heights). For case a) from a
reduction of the total BrO VCD of about 30% it can be
concluded that 30% of the total BrO VCD is located ithin the
lowest 3 km of the atmosphere.For case b) it can be concluded
that 60% of the total BrO VCD is located below 12 km. Both
conclusions are in agreement with the assumption of a
tropospheric BrO background concentrationof about 1 ppt (for
a total BrO VCD of about 3*1013 molec/cm2as typically found
in the tropics).

4. CONCLUSIONS

We presented GOME observations of OClO and BrO in the
stratosphere and the troposphere. From our observations we
can draw the followingconclusions:
a) In the Antarctic winter the chlorine activation stays enhanced
for a period of about 4 months (Novemberuntil March).
b) In the Arctic winter the periods of continuously enhanced
OClO absorptions are typically by about one month shorter
than in Antarctica. Nevertheless, in different years the
beginningor the ending of the chlorine activation can be nearly
as early or as late as in Antarctica.
c) The maximum OClO SCD (at SZA = 90°) found during the
Arctic winter are by about 30% lower than the maxima in
Antarctica.
d) We searched for events of enhanced BrO concentrations in
the boundary layer around Antarctica from June to December
1997. From mid of July until mid of November such events
occurred continuously around the continent. Most of the
individual events stayed for about l to 3 days. However, some
events continuedfor up to l0 days.
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e) The maximum extension of the total area of the 'BrO events'
is about more than 107 km2 (this is approximately the area of
Antarctica). Such large total extensions appear in
August/SeptemberandNovember.
f) The events appear at the sea ice border aroundAntarctica, in
particular at the Weddell- and Ross-sea where the ice reaches a
rather large extension.Onlyvery few events occurredabove the
ocean or above the Antarctic continent, probably caused by
transport from the sea ice.
g) The observed BrO concentrations in the boundary layer
decrease from August to December.During August/September
the observed BrO VCD in the boundary layer is about 2 to 4
times higher than inNovember.
h) From the simultaneous measurement of BrO and 04 we
estimated the magnitude of an assumed tropospheric
backgroundBrO concentrationof about l ppt.
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ABSTRACT

Column densities of tropospheric sulfur dioxidehave been
derived from UV radiance measurements of the Global
Ozone Monitoring Experiment (GOME) on board ESA's
Second European Remote Sensing Satellite (ERS-2).
GOME combines the advantages of contiguous ground
coverageand contiguous spectral sampling, the latter en­
abling highly sensitive and specific S02 measurements.
The detection limit for 802 is currently estimated to be
0.4 D'Cin the vertical column. This enables both volcanic
and anthropogenic S02 to be detectable by GOME.
After a brief summary of GOME observations of volcanic
S02, examples of S02 "hot spots" as detected by GOME
between 1996 and 1998 over Europe and East Asia are
presented. They are ascribed to combustion of sulfur-rich
lignite and brown coal in power plants.

1. I~TRODUCTION

S02 enters the atmosphere as a result of anthropogenic
activity and natural phenomena, the most important
sources being combustion of fossil fuels - mainly lig­
n.ite,coal, and oil -, oxidation of dimethyl sulfide (DMS)
over oceans, and emissions from volcanoes. The anthro­
pogenic contribution is estimated to account for about
85 % of the total S02 emissions.
S02 is very reactive and has a lifetime of a fewdays in the
troposphere where it is removed by H202 and 03 oxida­
tion in the aqueous phase, OH oxidation in the gas phase,
and dry and wet deposition. This implies that the tro­
pospheric amount of S02 is very variable and the back­
ground concentration is very small. Clean continental air
contains less than 1 ppb S02. In contrast, S02 concen­
trations may exceed 40 ppb (the WHO guideline 4-hour
average value) in heavily polluted areas and reach tens
of ppm in volcanic or power plant plumes [Berresheim et
al., 1995).

2. DATA A~ALYSIS

The strong absorber ozone is the primary target species
of GOME. However,the column amounts of a number of
important atmospheric trace gases which have compara­
bly weak atmospheric absorptions can also be retrieved,
among them S02.
Earth radiances and solar irradiances are taken from the
operational GOME Data Processor (GDP) level 1 prod­
ucts. Slant column densities of S02 are derived from
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Figure 1: GOME 802 observations over the Pacific
on 5 March 1998. The mean value and standard
deviation given in the figure has been calculated for
the background values (crosses).

the UV radiances by the standard differential optical ab­
sorption spectroscopy technique in a 315.5-327nm wave­
length window. After the absorption signature of the
ozone Huggins bands, which is more than one order of
magnitude larger than the S02 absorption, and the con­
tribution of N02 absorption and the Ring effect have
been removed from the measured optical density, a clear
S02 signal is obtained in regions of elevated S02. Slant
column densities are then converted to vertical column
densities by means of a simple geometric air mass fac­
tor, applicable for small solar zenith angles where the
geometric light-path is an adequate approximation. S02
vertical column densities are traditionally given in equiv­
alent Dobson Units (1 DU = 300 t S02 per 40x320km2
GOME groundpixel).

3. VOLCANIC S02

Nyamuragira, Zaire, and Popocatepetl, Mexico, were
the first volcanoes where S02 has been identified from
GOME measurements. Maximum S02 column densities
of 33 DU for Nyamuragira and 6 DU for Popocatepetl
have been reported [Eisinger and Burrows, 1998]. This
section presents examples of volcanic events where even
lower S02 column densities arising from intermittently
emitting volcanoes have been observed.
Figure 1 shows an orbit passing over the Pacific Ocean
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on 5 March 1998. S02 columns are generally found to
be low, with the exception of a few values which can
be attributed to the effusive activity of Ambrym volcano
(16.25°S, 168.12°E, summit elevation 1334 m), Vanuatu.
In March 1998, enhanced S02 is frequently observed close
to this volcano.

At Mt Etna (37.73°N, 15.00°E, 3315 m), Sicily, localised
S02 maxima up to 2 DU could be observed on sev­
eral days between August and October 1997 (Fig. 2).
This corresponds to the vigorous activity of the Bocca
Nuova and Southeast Crater reported for that period
[Bull. Global Volcanism Network, 1997]. S02 from Mt
Etna is frequently transported towards the East, which
is consistent with the prevailing winds.

4. ANTHROPOGENIC S02

Figure 3 displays observations of enhanced S02 over
southeastern Europe for selected days in winter 1998.
The meteorological situation on 8 February 1998 is typ­
ical for these examples [Berliner Wetterkarte, 1998]. On
this day a high pressure region was centred near Sofia
leading to favourable observing conditions. From the
GOME broadband spectral measurements, the scene is
classified as cloud-free, which is in agreement with the
station reports from Belgrade and Bucharest. Accumula­
tion of pollutants was favoured by the meteorological sit­
uation. Upward dispersal of pollutants was prevented by
a stable temperature inversion, and S02 removal by wet
deposition was effectively suppressed. Horizontal wind
speeds were below 2.5 m/s, making other than local S02
sources improbable.
We conclude that the enhanced S02 observed by GOME
is mainly emitted by large thermal power plants indicated
in Figure 3. This is consistent with the fact that public
power generation is considered to contribute the major
fraction to the S02 emissions in Bulgaria and Romania.
Averaged GOME S02 measurements over Europe dur­
ing the second half of February 1996 (Fig. 4) show that
regions of enhanced S02 in eastern and southeastern Eu­
rope. Highest S02 values are to be found over Romania
and Hungary, followed by Ukraine, Moldova, and Bul­
garia. Enhanced S02 is also observed over Poland and
the "Black Triangle" at the borders of Poland, the Czech
Republic, and Germany.
In all of these countries locally produced sulfur-rich lig­
nite provides a significant fraction of the energy supply.
It is used mainly in power plants, but also for household
heating. With surface air temperatures in February 1996
being significantly below the Jong-term average [Berliner
Wetterkarte, 1996], lignite consumption and S02 emis­
sions probably have been above the average. Further­
more, frequent temperature inversions favoured accumu­
lation of pollutants.
Finally, Figure 5 shows monthly mean S02 column den­
sities measured in February 1998over East Asia. Sulfur­
rich coal provides a major fraction to the energy supply of
China. Enhanced S02 values are observed over the Red
Basin. Pollutants can easily accumulate in this highly in­
dustrialised area which is nearly completely surrounded
by mountain ranges.

5. DISCUSSION

The detection limit for S02 retrievals from G0~1E mea­
surements depends on both the observing conditions and
the retrieval algorithm. For cloud-free scenes at low so­
lar zenith angles, a reasonable estimate is 0.4 DU in
the vertical column, corresponding to 150 t of S02 in
a 40 x 320 km2 GOME groundpixel. This comparably
high sensitivity arises from the multi-wavelength advan­
tage of GOME. Furthermore, interferences from varying
ground albedo, aerosol and ozone content can be cleanly
separated from the S02 signal, leading to highly specific
measurements.
Sensitivity to tropospheric S02 is expected to be lower at
high latitudes where less UV radiation penetrates to the
surface. Similarly, larger effective absorptions of ozone
are likely to result in a somewhat poorer detection limit.
However,it has been demonstrated above that heavy and
sustained anthropogenic S02 pollution events may be ob­
served using GOME data. Further work is required to
establish the detection limit at higher latitudes.
No attempt has been made in this work to account for
clouds. S02 below clouds is "hidden" for GOME; there­
fore cloudmasks will have to be applied for a proper inter­
pretation of the observed S02 columns. Furthermore, the
influenceof the ground albedo on the air mass factors has
to be considered. Otherwise S02 vertical columns tend
to be overestimated for high ground albedos. Finally, as
S02 and aerosols are in most cases emitted together, the
GOME S02 product should be combined with aerosol
products from GOME and ATSR-2.
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Figure 2: GOME S02 observations over Mt Etna, Sicily.
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Figure 3: Enhanced S02 as observed by GOME over the Balkans in winter 1998. Each map shows part of
a single orbit (forward scan only). The small dots indicate the locations of the largest thermal power plants
burning lignite in Romania (Turceni, Rovinari, and Craiova, total 5065 MWe) and Bulgaria (Gulubovo and
Radnevo, forming the Maritsa-Iztok complex, total 3485 MWe). Together, these plants represent 27 % of the
electric power capacity installed in the two countries.
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Figure 4: GOME 802 measurements over Europe averaged over the last two weeks of February 1996. Note that
no cloud correction has been applied, i.e., some additional 802 may be hidden below clouds.
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Figure 5: GOME 802 measurements over East asia, February 1998 monthly mean.
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ABSTRACT

The Michelson Interferometer for Passive Atmospheric
Sounding (MIPAS) on the ENVISAT polar platform will
continuously record limb radiance from which, among
other species, NO abundances are planned to be re­
trieved. Stratospheric NO will be retrieved from the
N0(1:1 = 1) emission at 5.3 µm which is strongly af­
fected by non-LTE in a wide altitude range. Moreover,
due to the large N0(1:1= 1) concentration in the ther­
mosphere, radiances from altitudes above 100 km con­
tribute considerably to spectra related to stratospheric
tangent heights. These thermospheric radiance contribu­
tions are disturbed by the breakdown of rotational and
spin LTE above approx. 110 km. This paper presents a
new retrieval approach for the NO volume mixing ratio
vertical profile which accounts for the non-LTE situa­
tion. This approach additionally enables the simultane­
ous determination of the nascent vibrational distribution
of the N02 photolysis which is an important non-LTE
parameter. Vibrational, rotational and spin non-LTE is
included with a model specifically developed and opti­
mized for this application. Retrieval errors due to in­
strumental noise and systematic error sources have been
assessed. The tangent altitude range of the limb sequence
used in the retrieval was found to show a strong impact
on the accuracy of the retrieved stratospheric NO profile.
A limb scanning range up to at least 70 km is necessary
to keep systematic errors due to uncertainties in the a
priori information on the NO vertical distribution above
the upper scanning limit reasonable small.

1. INTRODUCTION

Nitric oxide is an important trace constituent throughout
the lower atmosphere. The distribution of stratospheric
NO is very important for understanding the odd nitro­
gen chemistry, especially the cyclic short time conversions
between NO and N02 (Ref. 1). In the near future, the
Michelson Interferometer for passive Atmospheric Sound­
ing (MIPAS) (Ref. 2) on board of the European polar
platform ENVISAT will record highly resolved limb emis­
sion spectra enabling the inversion of numerous atmo­
spheric trace gases including nitric oxide.
It is well known that N0(1:1~ 1) populations depart from
local thermodynamic equilibrium (LTE) in the terrestrial
atmosphere down to stratospheric altitudes. Kaye and
Kumer (Ref. 3) have demonstrated that N0(1:1> 1) vi-
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Figure 1: Calculated limb radiances with and without
consideration of rotational/spin non-LTE for 60 km tan­
gent height.

brational populations are significantly larger than those
for LTE at. daytime in the stratosphere mainly due to the
photochemical production of NO from N02. This effect is
strongly correlated with the cyclic short time (day/night)
variations of NO and N02 abundances. The analysis
of CIRRIS-lA data has shown that the rotational and
spin degrees of freedom of thermospheric N0(1:1> 1) are
highly non-equilibrated (Ref. 4-7). The ratio of the spin
orbit populations N(S = 3/2)/N(S = 1/2) was found to
be much lower than its LTE value at thermospheric alti­
tudes. The rotational distribution was found to consist
of a subthermal part, equivalent. to a Maxwell-Boltzmann
distribution with a rotational temperature of approxi­
mately 100 K below the kinetic temperature, and a su­
perthermal part with rotational temperatures of 3000 -
5000 K. Several theoretical studies have shown that the
origin of the 'hot' N0(1:1> 1) population is related to
the nascent rotational distribution of NO produced by
chemical recombination of atomic nitrogen with molecu­
lar oxygen (Ref. 8-10), while the subthermal part arises
from collisions of NO with atomic oxygen (Ref. 7).
As a consequence of all these evidences, it is clear that
the retrieval of NO volume mixing ratio (vmr) profiles
from space- or airborne limb radiance measurements at
5.3 µm requires the consideration of non-LTE popula­
tions in the retrieval scheme. Limb radiance spectra at
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Figure 2: Normalized contribution function at the
R(J=6.5,S=l/2) line center of the fundamental band at
1900.05 cm-1 for 30, 40, 55, and 70 km tangent height.

5.3 µm essentially contain information on the NO(v = 1)
population. However, spectral information on NO(v = 0)
and N0(11 > 1) populations is poor. Thus, the NO
vmr, which in first order is essentially proportional to the
NO(v = 0) abundance, can only be derived if the non­
LTE state distribution is known. Furthermore, thermo­
spheric NO(v = 1) emission, affected also by rotational
and spin non-LTE, contributes significantly to measured
stratospheric and mesospheric limb spectra due to the
high thermospheric NO densities (see Figures 1 and 2).
These non-LTE emission contributions, which show a
high local variability, have to be correctly modeled within
the retrieval procedure in order to avoid systematic errors
in the retrieved NO vmr's.
The aim of this paper is to describe a retrieval approach
for the stratospheric NO volume mixing ratio (vmr) pro­
file, which accounts for the non-LTE situation including
the breakdown of rotational and spin non-LTE in the
thermospherc.

2. NON-LTE STATE DISTRJBUTION OF NO

The non-LTE vibrational, rotational and spin state dis­
tribution of NO(v = 1, J, S) is calculated with a recently
developed model (Ref. 11) covering the atmospheric al­
titude range up to 200 km. The model includes all im­
portant non-LTE driving processes, which are absorp­
tion of solar and tropospheric radiation, spontaneous
and induced emission, collisional processes of NO with
molecular and atomic oxygen, chemical production of NO
by photolysis of N02 and by N02+0-tN0+02 in the
stratosphere, and the chemical recombination N+02 in
the thermosphere,
The population of the vibrational NO(v = 1) state is
described, as commonly defined, by the vibrational tem­
perature, Tvib· The NO rotational non-LTE state distri­
bution above approximately 110 km can be described by
a sum of two Boltzmann distributions (Ref. 11) which
correspond to a sub-thermal part arising from the inter­
vibrational NO+O relaxation and a super-thermal part
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Figure S: Vibrational, rotational and spin temperatures
for the NO(v = 1) state at midlatitude daytime condi­
tions.

produced by the N+02 reaction. For NO(v = 1) the sub­
thermal part characterized by the rotational temperature
Trot dominates the state distribution. Since both spin­
orbit states (S = 1/2 and S = 3/2) show the same rota­
tional distribution, the ratio of the two spin-orbit states
can be expressed by a spin temperature, Tspin, given by

T•pin = -Espin (kln(nl,J,3/2/n1,J,1/2)r1 , (1)

where Espin is the energy differencebetween the two spin­
orbit states.
Figure 3 shows the calculated profiles of T,,;b, Trot, and
T•pin for midlatitude daytime conditions. Vibrational
temperatures are about 3 - 7 K above the kinetic tem­
perature in the whole stratosphere (15 - 50 km), equiv­
alent to a 30% enhancement due to non-LTE of the
NO(v = 1) population. This non-LTE effect is mainly
produced by the chemical production of NO(v = 1) by
the N02 photolysis. The impact of the N02 photolysis
on the NO(v = 1) population depends on the NO/N02
abundance ratio, i.e. vibrational daytime temperatures
increase with decreasing NO abundance and increasing
N02 abundance. Due to the diurnal NOt-tN02 conver­
sion maximum values of Tvib at sunrise are about 15 -
20 K above Tkm.
Mesospheric (60 - 90 km) NO(v = 1) populations are
mainly affected hy radiative processes (absorption of so­
lar and tropospheric radiation) and hence very much
controlled by the tropospheric conditions (Tkin profile,
cloud coverage, humidity). Vibrational temperatures are
higher than Tkin and take values of about 240 K.
Thermospheric vibrational temperatures are generally
lower than Tkin since radiative losses dominate over the
collisional excitation (NO+O). Maximum values of Tvib
are about 360 K.
Above 110 km NO(v = 1,J,S) rotational and spin dis­
tributions start to depart from LTE caused by colli­
sional relaxation time being longer than radiative life­
time. The deviations of Trot and T.pin from the kinetic
temperature are increasing with altitude. At 200 km
Trot and T•pin are very close to the effective rotational
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and spin temperatures of the nascent distribution pro­
duced by NO+O collisions as found by Shanna and Duff
(Ref. 12) to be r:;;p+0(z) = 0.74 Tkin(z) + 24 K and
r:,,g,+o (z) = 200 K, respectively.
The non-LTE state distribution of NO thus mainly de­
pends on a) atmospheric profilesof pressure, kinetic tem­
perature, and the vmr's of 0, N02, and NO itself, b)
kinetic temperature, water vapour, and cloud coverage
in the troposphere, c) the nascent vibrational state dis­
tribution of the stratospheric N02 photolysis, and d) the
rate constant and nascent vibrational, rotational and spin
distribution of the thermospheric NO+O collisional re­
laxation.

3. A NEW NON-LTE RETRlEVAL APPROACH

The retrieval of stratospheric NO abundances from limb
radiance spectra requires the simultaneous determination
of the non-LTE state distribution since this distribution
is not given by the Boltzmann law. A simultaneous re­
trieval of vmr and T,,;b profileshas already been proposed
for trace gases affected by non-LTE (Ref. 13). However,
in the case of NO this approach is not practicable for
two reasons. First, NO non-LTE limb radiances show
at maximum a signal-to-noise ratio of 10 which leads to
small sensitivities with respect to NO profile parameters
(vmr and T.;b). Second, the poor degree of saturation of
stratospheric NO lines reduces the content of spectral in­
formation on the ground state density which results in a
high correlation between the profile parameters vmr and
Tvib· Also, the a priori calculation of the NO state dis­
tribution is not suitable, since the vibrational NO state
distribution depends on the unknown ~O abundance it­
self, if there is a.significant chemicalproduction ofexcited
NO(v > O). This occurs in the stratosphere due to the
N02 photolysis and, to a lesser extent, in the therrno­
sphere due to the N+02 reaction.
In order to account for this dependence in the NO-vmr
retrieval, our retrieval approach incorporates a non-LTE
model into the retrieval process, i.e., the NO state dis­
tribution is recalculated in each iteration of the retrieval
process to update the NO vmr profile.
Also, in order to achieve convergencein the retrieval, the
calculation of the Jacobian matrix elements, i.e the spec­
tral derivatives with respect to NO vmr, needs to include
the dependence of the vibrational NO state distribution
on the NO vmr. For this purpose the non-LTEmodel ad­
ditionally provides analytical derivatives of the NO state
distribution with respect to NO vmr.
The inversion approach consists of the non-LTE model
described in Section 2, which provides the KO state dis­
tribution and their derivatives with respect to the re­
trieval parameter, and the radiative transfer code KO­
PRA which allows for vibrational, rotational and spin
non-LTE populations (Ref. 14-16) (see Figure 4). The
presented retrieval approach additionally enables the the
simultaneous determination of non-LTE model parame­
ter, if spectral information on the relevant vibrational, ro­
tational or spin states is available. In the NO case, spec­
tral information on NO(v = O) in the lower stratosphere
due to saturation effects allows for the simultaneous de­
termination of the nascent vibrational distribution E of

a priori information

rreasured spectra

Figure 4: The non-LTE retrieval scheme. P; are the re­
trieval vector elements and R is the modeled limb radi­
ance.

the N02 photolysis, and thus enables the determination
of the stratospheric vibrational state distribution. The
advantages of this approach compared to the simultane­
ous Tvib/NO vmr retrieval are evident: The reduction of
retrieval parameters due to the scalar nature of e in con­
trast to the vector nature of T,,;b improves the spectral
sensitivity with respect to the vibrational state distribu­
tion significantly. Furthermore, the constraint on the al­
titude dependence of the state distribution hy the model
leads to smaller correlation between the parameters NO
vmr and e than in the case of a T,,;b/vmr retrieval.

4. RETRIEVAL SCENARIOS AND ERR.ORASSESS­
MENT

The retrieval scenarios were chosen according to the ex­
pected MIPAS-ENVISAT observational altitude range.
The calculation of limb radiance spectra and the spec­
tral derivatives with respect to the target parameter were
performed with the KOPRA algorithm assuming scan­
ning geometries from 10 to 70 km tangent height and
an observer altitude of 800 km (see Fig. 1}. The ver­
tical spacing of the limb sequence was set to 5 km be­
low 60 km and to 10 km above. Radiances have been
calculated for midlatitude daytime conditions. Kinetic
temperature, pressure, and NO profileswere taken from
Ref. 11. The interfering species H20, C02, 03, and N20
have been considered with profiles taken from the US76
Standard Atmosphere (Ref. 17). An aerosol continuum
has been considered below 30 km according to Ref. 18.
The spectra have been apodized to a final spectral reso­
lution of 0.05 cm-1•
An altitude-dependent microwindow approach was cho­
sen in order to reduce the number of spectral gridpoints
needed, and the errors produced by interfering gases and
other systematic error sources. In a first step, microwin­
dows including NO lines were determined by minimizing
the expected retrieval error with a method proposed by
Ref. 19. In a second step the 'best.' microwindowswere
combined, again by minimizing the expected retrieval er­
ror. The resulting microwindow selection is shown in
Fig. 5.
Three different retrieval scenarios have been chosen in
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Figure 5: The altitude dependent microwindowselection
used in the retrieval error assessment. For comparison,
a limb radiance spectrum of the NO fundamental band
at 150 km tangent altitude is shown in the upper panel.
r.u, is defined as nW/(cm2 sr cm-1).

order to investigate the feasibility of a simultaneous re­
trieval of NO vmr and non-LTE parameter, and to assess
the optimal upper scanning limit:

• CASE A: The measurement vector was built up from
the simulated radiance spectra from 10 to 70 km
with a resulting dimension of 2734 gridpoints. The
retrieval parameter vector consists on the NO vmr
sampled according to the tangent altitudes up to
70 km, and a scalar scaling factor a for the a priori
NO vmr profile from 70 - 200 km.

• CASE B: This case is equivalent to case A but the
nascent vibrational distribution 1:(1.1 = 1) is added to
the retrieval parameter vector.

• CASE C: The measurement vector was built up from
the simulated radiance spectra from 10 to 55 km
with a resulting dimension of 2089 gridpoints. The
retrieval parameter vector consists on the NO vmr
sampled according to the tangent altitudes up to
55 km, a scalar scaling factor a for the a priori NO
vmr profile from 55 - 200 km, and the nascent vibra­
tional distribution i:(v = 1).

In all cases a scalar instrumental offset parameter and
a profile of aerosol optical depth sampled according to
the tangent altitude grid up to 30 km was added to the
retrieval parameter vector. The expected retrieval error
for NO vmr and e were assessed using the method pro­
posed by Ref. 19. Covariances of spectral gridpoints were
considered. Random retrieval errors due to instrumental
noise were assessedby assuming an instrument noise level
(NESR) of 3 nW/ (cm2 sr cm- i) according to the MIPAS­
ENVISAT instrument specifications (Ref. 20). System­
atic error sources investigated in this study are:

• uncertainties of interfering gas profiles (all cases),

• uncertainties ofnon-LTE model parameter (case B),
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Figure 6: Absolute noise-induced NO retrieval errors
(left) and relative errors (right) due to noise (solid), un­
certainties of interfering gas profiles (dashed), and uncer­
tainties of the non-LTE model parameter (dotted), all for
case B.

• neglection of vibrational non-LTE in the strato­
sphere due to the N02 photolysis (case A),

• neglection of thermosphcric rotational/spin non­
LTE (case B),

• uncertainties in the thermospheric kinetic tempera­
ture profile (case B), and

• uncertainties in the vertical distribution ofNO above
55 km (case B and C).

The expected noise-induced retrieval error for the NO
vmr profile was estimated at 0.5 - 20 ppbv, increasing
with altitude, Thus, relative noise-induced errors below
100% of the NO vmr are only reached between 25 - 50 km
altitude. The highest accuracy of the retrieved NO vmr
is achieved at 40 km, Systematic errors due to uncer­
tainties of interfering gas profiles are about one order
of magnitude smaller than the noise-induced errors (see
Figure 6). Uncertainties in the non-LTE parameters (ex­
cluding the nascent vibrational distribution of the N02
photolysis) result in relative NO retrieval errors up to
4% below 50 km and 10 - 100% above. The resulting to­
tal retrieval error of the nascent vibrational distribution
i:(v = 1) in case B was estimated at 136%. The accuracy
of this parameter is mainly restricted by instrumental
noise, while systematic error sources are much smaller
(see Table 1).
The neglection of NO(v = 1) production by N02 pho­
tolysis in case A leads to systematic errors about 1.5
times higher than the noise-induced error. This corre­
sponds to an overestimation of stratospheric NO up to
40% (see Figure 7). The neglection of thermospheric ro­
tational/spin non-LTE in case B maps into oscillating
systematic errors of the retrieved NO vmr with magni­
tudes of 10 - 150% of the noise-induced error, increasing
with altitude. These errors result from the spectral sensi­
tivity to the spin state distribution describing the inten­
sity ratio of neighboring spin-orbit line pair, rather than
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Figure 7: Systematic NO retrieval errors relative to the
noise-induced retrieval errors. Solid: Error due to ne­
glection of the N02 photolysis in case A. Dashed: Error
due to neglection of rotational/spin non-LTE in case B.
Dotted: Error due to 50 K increased thermospheric tem­
perature in case B.

to the rotational state distribution describing the rota­
tional envelope of the band. Since the spin temperature
Tspin is nearly independent of the kinetic temperature
above 140 km, systematic errors in the retrieved strato­
spheric NO vmr due to uncertainties in the thermospheric
kinetic temperature are very low. A 50-% increase of the
kinetic temperature above 100 km leads only to errors
below 10% of the noise-induced retrieval error (see Fig­
ure 7).
The retrieval error due to the uncertainty of the vertical
distribution of NO above the upper scanning limit has
been assessed by calculating the systematic error induced
by an 100-% increase of the NO vmr at given altitudes
(which is in the frame of climatological variability). For
case B, 100-% variations in the NO vmr at all altitudes
above 70 km produce retrieval errors below 15 % of the
noise-induced retrieval error (see Figure 8). For case C
100-% NO-vmr variations between 70 and 100 km pro­
duce retrieval errors below 50 % of the noise-induced re­
trieval error. However,due to the high thermospheric NO
abundance the impact of thermospheric 100-% NO-vmr
variations is much higher, mapping into retrieval errors
of over 1000% of the noise-induced retrieval error (see
Figure 8). The reduced upper scanning limit of 55 km
in case C does not allow for a proper separation of ther-

Table 1: Relative retrieval errors of the N02 photolysis
nascent vibrational distribution E(v = 1) and the scaling
factor o of the thermospheric NO profile for case B.

Parameter noise interfering non-LTE model
species parameter

€(V = 1) 135% 38% 34%
o 19% 12% 14%
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Figure 8: Systematic NO retrieval errors relative to the
noise-induced retrieval error due to 100% increase of NO
vmr at 70 (solid), 90 (dotted), 120 (dashed), and 150 km
(dashed-dotted) for case B (left) and case C (right). The
inset in the right panel zooms the errors due to an NO
increase at 70 km and 90 km for case C.

mospheric radiance contributions. Radiance spectra at
55 km tangent height contain information on both, ther­
mospheric and stratospheric NO (see Figure 2), and thus,
no independent information on the vertical distribution
ofNO. If spectra of higher tangent altitudes are added to
the measurement vector (case B), the necessary informa­
tion on the vertical distribution of NO can be provided.

5. CONCLUSIONS

The presented inversion approach enables the accurate
retrieval of stratospheric NO by taking into account the
strong vibrational, rotational and spin non-LTE effects
all over the atmospheric range. The dependence of the
NO non-LTE state distribution on the target. parameter
NO vmr itself due to chemical production of NO(v > 1)
by N02 photolysis in the stratosphere and the reaction
N(4S)+02 in the thermosphere is taken into account by
inclusion of the non-LTE model into the retrieval proce­
dure. This treatment allows for simultaneous inversion
of particular non-LTE parameter, if there is any spectral
information on the non-LTE state distribution in the al­
titude range of interest. Thus, the nascent vibrational
distribution of the stratospheric N02 photolysis can be
determined simultaneously with the NO vmr from limb
emission spectra of the NO fundamental band.
Due to the weak intensity of the NO fundamental band
the accuracy of the NO vmr retrieval is restricted mainly
by noise-induced retrieval errors with values below 100%
of the NO vmr only between 25 - 50 km, while uncer­
tainties in the interfering gas profilesand in the non-LTE
model parameter are minor error sources. Thus, the re­
sulting retrieval error can be reduced by a statistical eval­
uation of many NO vmr parameter sets derived from sin­
gle measurements of comparable atmospheric conditions
(i.e. same latitude). The accuracy for the nascent vibra­
tional distribution of the stratospheric N02 photolysis
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was estimated at 136%. However, due to the indepen­
dence of this parameter on atmospheric conditions, the
accuracy can be improved significantly by averaging re­
trieved results of several limb scans.
Systematic errors in the retrieved NO vmrs higher than
the noise-induced retrieval error caused by neglection of
particular non-LTE effects, such as the N02 photolysis
in the stratosphere or the rotational/spin non-LTE in the
thermosphere, indicate that non-LTE has to be consid­
ered in order to accurately retrieve NO abundances.
Strong thermospheric non-LTE radiance contributions in
spectra related to stratospheric tangent heights give rise
for additional systematic errors due to the high variabil­
ity of the NO profile and uncertainties in the thermo­
spheric kinetic temperature. The impact of the ther­
mospheric NO variability on the accuracy of the strato­
spheric NO retrieval can be significantly reduced by ex­
panding the MIPAS scanning range up to at least 70 km.
Uncertainties in the thermospheric kinetic temperatures
affect the accuracy of the NO-vmr retrieval less than ex­
pected under assumption of LTE due to the weak tem­
perature dependence of the thermospheric non-LTE spin
distribution.
The inversion approach presented is not restricted to the
retrieval of NO abundances, but can be generally applied
to the inversion of non-LTE affected trace gases with a
limited amount of spectral information on the non-LTE
state distribution. As an example, the retrievability of
Ox-vmr and rate constants of several V-V and V-T pro­
cesses affecting the Oa vibrational state distribution by
means of the presented approach is currently investigated
by Martin-Torres ct al. (Ref. 21).

REFERENCES

1. Newchurch M & al. 1996, Stratospheric NO and N02
abundances from ATMOS solar-occultation measure­
ments. Geophys. Res. Lett., 23, 2373-2376.

2. Endemann M & Fischer H 1993, Envisat's high­
resolution limb sounder: MIPAS. ESA bulletin, 76,
47-52.

3. Kaye J & Kumer J 1987, Nonlocal thermodynamic
equilibrium effects in stratospheric NO and implica­
tions for infrared remote sensing. Appl. Opt., 26, 22,
4747-4754.

4. Armstrong P & al. 1994, Highly rotationally ex­
cited NO(v, J) in the thermosphere from CIRRIS lA
limb radiance measurements. Geophys. Res. Lett., 21,
2425-2428.

5. Lipson S & al. 1994, Subthermal nitric oxide spin­
orbit distributions in the thermosphere. Geophys.
Res. Lett., 21, 2421-2424.

6. Sharma R & al. 1996, On the rotational distribution
of the 5.3 µm 'thermal' emission from nitric oxide
in the nighttime terrestrial atmosphere. J. Geophys.
Res., 101, 17,129-17,135.

7. Sharma R & al. 1996, Production of vibrationally and
rotationally excited NO in the nighttime terrestrial
atmosphere. J. Geophys. Res., 101, 19,707-19,713.

8. Solomon S 1983, The possible effects of translation­
ally excited nitrogen atoms on lower thermospheric
odd nitrogen. Planet. Space Sci., 31, 135-139.

9. Gerard JC & al. 1991, Non thermal nitrogen atoms in
the earth's therrnosphere 2. a source of nitric oxide.
Geophys. Res. Lett., 18, 1695-1698.

10. Duff J & Sharma R 1997, Quasiclassical trajectory
study of NO vibrational relaxation by collisions with
atomic oxygen. J. Chem. Soc. Faraday Trans., 93,
2645-2649.

11. Funke B & Lopez-Puertas M 1998, Non-LTE vibra­
tional, rotational and spin state distribution for the
NO(v= 0,1,2) states. unpublished.

12. Sharma R & Duff J 1997, Determination of trans­
lational temperature of the high altitude terrestrial
thermosphere from the rotational distribution of the
5.3 µm emission from NO(v = 1). Geophys. Res.
Lett., 24, 2407-2410.

13. Timofeyev Y & al. 1995, Numerical investigations of
the accuracy of the remote sensing of non-LTE atmo­
sphere by space-borne spectral measurements of limb
IR radiation: 15 µw C02 bands, 9.6 µm 03 bands,
and 10 µm C02 laser bands. J. Quant. Spectres. Ra­
diat. Transfer, 53, 613-632.

14. Stiller GP & al. 1998, The Karlsruhe optimized and
precise radiative transfer algorithm. Part I: Require­
ments, justification, and model error estimation. In
J Wang, B Wu, T Ogawa & Z Guan, editors, Op­
tical Remote Sensing of the Atmosphere and Clouds,
Beijing, China, 15 17 September 1998, Volume 3501,
257-268.

15. Hopfner M & al. 1998, The Karlsruhe optimized and
precise radiative transfer algorithm. Part II: Interface
to retrieval applications. In J Wang, B Wu, T Ogawa
& Z Guan, editors, Optical Remote Sensing of the At­
mosphere and Clouds, BeiJing, China, 15-17 Septem­
ber 1998, Volume 3501, 186-195.

16. Kuntz M & al. 1998, The Karlsruhe optimized and
precise radiative transfer algorithm. Part III: AD­
DLIN and TRANSF algorithms for modeling spec­
tral transmittance and radiance. In J Wang, B Wu,
T Ogawa & Z Guan, editors, Optical Remote Sensing
of the Atmosphere and Clouds, Beijing, China, 15-17
September 1998, Volume 3501, 247-256.

17. U.S. Standard Atmosphere 1976, NOAA-S/T 76-
1562,10.

18. Carli B & al. 1998, Study of the retrieval of atmo­
spheric trace gas profiles from infrared spectra. Tech­
nical report, European Space Agency. Final Report
of ESA Contract 12055/96/NL/CN.

19. von Clarmann T & Echle G 1998, Selection of op­
timized microwindows for atmospheric spectroscopy.
Appl. Opt., 37, 33, 7661-7669.

430



20. v. Clarmann T & al. 1998, Study on the simulation of
atmospheric infrared spectra. Technical report, Eu­
ropean Space Agency. Final Report of ESA Contract
12054/96/NL/CN.

21. Martin-Torres F & al. 1999, Retrievability of 03

concentration profiles and critical parameters in non­
LTE models from ~IPAS/ENVISAT limb spectra.
In Proc. European Symposium on Atmospheric Mea­
surements from Space, ESAMS'99, 18-22 Jan 1999,
Noordwijk.. European Space Agency, ESTEC, Noord­
wijk, The Netherlands.

431



432



Retrieval of Stratospheric NO Distributions from MIP AS on Envisat
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Nitric oxide (NO) is the predominant form of active nitrogen (NOy) in the upper stratosphere. It is intimately
involved in stratospheric ozone chemistry and provides one of the possible links between stratospheric composition,
the upper atmosphere and solar activity. High-quality, global, height-resolved observations of stratospheric NO
would therefore be useful for a number ofresearch studies. Limb-viewing emission spectra measured by MIPAS in
the NO fundamental band (5.3micron) will contain information on stratosphericNO, although this will be difficult
to interpret due to intense, "non-thermal" emission from NO in the overlying thermosphere. The initial (PAC)
MIPAS data processing schemewill therefore not generate NO products.

As part of a recent study for ESA on non-thermal emission effects on MIPAS data, preliminary NO retrieval
simulations have been performed. The results, to be presented here, demonstrate that the spectral coverage and
resolution ofMIPAS will, in due course, offer significantly improved capabilities over previous satellite IR emission
sensors for discriminating stratosphericNO and determining its global distribution.
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