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THE ERS-1 GEOPHYSICAL VALIDATION PROGRAMME
FOR WIND AND WAVE DATA PRODUCTS

Evert Attema
ESA/ESTEC

Postbus 229, 2200 AG Noordwijk,
The Netherlands

Abstract
TheprimaryERS-1WindandWavedataproductsare
windspeed and direction at the ocean surface, the
directional spectrum of the ocean waves and the
significant wave height, derived from the primary
outputs of ERS-l's radar altimeter, wind
scatterometer and synthetic aperture radar.
Geophysical validation is necessary to demonstrate
the accuracy of the derived data products. After
careful calibration of the satellite sensors, a large
numberof independentwind and wavemeasurements
were collected to compare with satellite data. After
some software modification in the ERS-1 ground
processors and tuning of geophysical inversion
models,all ERS-1wind and wavedataproducts show
good consistency with selected high quality surface
datasets, and with operational meteorological and
oceanographicmodeloutputs.

I. INTRODUCTION
The ERS-1 satellite was successfully launched in
J uly Jl)l)I. IL currit's 11suite of mirrowave 1111d
iulrarcd instruments for the observation of ocean,
ice and land surfaces, as well as for the
determination of atmospheric water vapour [l].
Wind and wave information over the ocean is
obtained by the radar altimeter and the active
microwave instrument, which is a combination of a
synthetic aperture radar and a wind scatterometer [2].
The basic measurements made by these instruments
arc the radar backscatter from the earth's surface, the
Limedelay between transmission and echo reception,
and the doppler shift of the radar echo signals
induced by the relative motion of the satellite with
respect to the surface under observation.
Geophysical data products are derived from these

measurements, including windspced and direction at
the ocean surface, directional spectra of ocean waves
and significant wave height. Geophysical validation
is necessary to verify that these wind and wave
products meet the required accuracy, and is defined as
the process of assessing the accuracy of geophysical
parameters derived from calibrated sensor outputs by
independent means [3].

2. PROGRAMME ORGANISATION
More than five years before the launch of ERS-1 it
was recognised that the preparation of suitable in­
situ datasets, erroneously referred to as 'ground
truth', was a particular challenge for meteorology
and oceanography, and required close cooperation
between earth observation specialists and experts in
the scientific user community. In view of this, the
European Space Agency convened an ERS-1 Wind
and Wave Calibration Workshop in 1986 lo discuss
the available options. The followi11g
rt'('Olllllll'llllUliOll.~wrn- 111;11!1·

A. The use of outputs from meteorological and
oceanographic models on both regional and
global scales.

B. The use of World Weather Watch data from
ships of opportunity and buoys.

C. The use of complementary datasets from other
satellites.

D. Statistical analysis methods applied to the ERS-
1 data themselves.

E. The use of data from platforms of opportunity,
including buoys, ships, aircraft, oilrigs, research
platforms, tide gauges and onshore radar
stations.



F. Dedicated campaigns using instrumented ships,
buoys and aircraft, supplemented by sky-wave
radar observations and information from other
satellites.

G. To review the possibilities for acquiring useful
in-situ data from any established scientifically
autonomous international experiment

Following the workshop, the technical feasibility
and cost aspects of the proposed methods were
examined, and the possibilities of collaboration
with application oriented research institutes were
explored. Particular attention was paid to validation
elements of investigations proposed within the
framework of the ERS-1 Announcement of
Opportunity.

An ERS-1 Geophysical Validation Team was
formed by ESA (Table 1). Each member of this
team agreed to perform data analysis using one or
more of the above methods.
Table l: The ERS-1 Geophysical

Validation Analysis Team

Name Affiliation
W.Alpers Univ .Hamburg - IFMEE
V.Casse Meteo France
A.Cavanie IFREMER
J.Guddal DMNI
T.Guymer James Rennell Centre

for Ocean Circulation
A.Hollingsworth ECMWF
D.Offiler UK Met Office
W.Rosenthal GKSS
I.Jones DSTO WSRL Australia
P.Vachon CCRS Canada
J.Wilkerson NOAA USA
P.Woiceshvn JPL USA

In addition, an ERS-1 Geophysical Validation
Experiment Team was formed for the
implementation of a dedicated validation campaign
in Europe (Table 2).

Table 2: The ERS-1 Geophysical
Validation Experimenters Team

Name Affiliation
M.Andre DMN
T.I.Bem OCEANOR
R.Ezraty IFREMER
H.Finkenzeller DLR
D.Hauser CRPE
J .AJohannessen NRSC
J .C.M.Kleijweg FELTNO
J.C.Morin GDTA
D.Offiler UK Met Office
W.Rosenthal GKSS
W.Wismann Univ.Hamburz - IFMEE

3. SATELLITE DATA CALIBRATION
An important prerequisite for the geophysical
validation work is that the ERS-1 data are fully
calibrated. Data calibration involves two distinct
stages; firstly, engineering cali bra tion, and
secondly, geophysical calibration.

Engineering calibration is carried out to relate the
primary sensor outputs (volts, digital counts, ctc.)
to physical units within known limits of accuracy;
e.g. radar backscatter coefficient (m2 x m2),
satellite height (m), measurement location
(lat./long.) and time of measurement. This
encompasses pre-launch and in-flight determination
and monitoring of sensor characteristics as well as
data processing activities, whereby the actual
conversion of primary outputs into physical units
takes place. For the radar altimeter, height
calibration was carried out in-flight, while radar
backscatter coefficient calibration relied mainly on
pre-launch measurements [4]. For the AMI, a
combination of pre-launch , internal and external
measurements, was used [5].

After engineering calibration, geophysical
calibration involves the conversion of calibrated
sensor outputs into geophysical parameters using
suitable inversion models. Only once this is
achieved, can the satellite derived geophysical
parameters be compared to parameter values
obtained by independent means (e.g. in-situ
measurements). Observed discrepancies between
satellite estimates and in-situ measurements are
indicative of uncertainties in both datasets.
Consistent biases can be removed by adjusting the
prameters of the geophysical inversion models, a
procedure known as model tuning. Prior to model
tuning, the robustness of the engineering calibration
has to be established, because flaws in engineering
calibration will otherwise lead to inversion model
errors.

4. IN-SITU DATASETS
Geophysical validation activities carried out during
the ERS-1 Commissioning phase have included
methodological approaches A to F listed above in
Section 2.

Surface wind fields were obtained as meteorological
model outputs by ECMWF, DNMI and Meteo
France. Ocean wave spectra were obtained as
oceanographic model outputs by ECMWF (THE
WAM model) and DNMI (the WINCH model).

Collocation files were compiled by ECMWF for a
selected set of high quality data from ships,
platforms, and islands available through the GTS
network.

The complementary use of data from ERS-1 and the
ALMAZ satellite has been explored by B.Bcal [6].
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Statistical analysis of ERS-1 data has been carried
out by ECWMF.

Data were collected from the NOAA buoy network
and from ship and platforms involved in the
European dedicated campaign. Datasets for radar
altimeter and wind scatterometer validation were
collected by the James Rennell Centre for Ocean
Circulation in Southampton, UK.

Dedicated campaigns were carried out in Europe
(RENE campaign), in Canada (The Grand Banks
campaign) [7] and in the US in the Gulf of Mexico
[8).

By far the major effort in terms of data acquisition
hasbeen the dedicatedRENEcampaignorganisedby
ESA in the area of the Hantenbankenoff the coast
of Norway from 16thSeptember to 10thDecember
1991. This campaign involveda very largenumber
of measurements made from aircraft, ships and
ocean buoys, details of which are given in Table 3.
Data from all sources were available at the end of
the data acquisition period in a common database
[9].

Table 3: RENE '91 DATASETS

Platform Owner/name Experimental
Tvpe Data
Aircraft UK Met /C-130 Windspeed & Dir.

DLR/Do-228 Windspeed & Dir.
IFMEE/Racs Windspeed & Dir./

cf>
Meteo France/ Windspeed & Dir.
Merlin-4
CRPE/Ressac Radar Wave Spectra
NLR/Meteo -
TNO/Phars SAR Imaaerv

Ship OMNI/Mike Wind/Wave Obs.
BSH/Gauss Wind/Wave Obs.
TNO/Shira Radar Wave Spectra
GKSS/Gauss Radar Wave Spectra
FWG/Planet Wind/Wave Obs.
NRSC/Hakon Wind/Wave Obs.
Mosby

Oil Platform Statoil/Gullfaks Wind/Wave Obs.
Wave Ht & Dir.
Radar Wave Spectra

Ocean Buoy Oceanor/Tobis Windspeed & Dir
Wave Ht & Period

GKSS/Wavec Wave Ht & Dir.
Met./Ocean ECMWF/ Wind Speed & Dir.
Analysis 6 Hr. Analysis

DNMI/ Wind Speed & Dir.
6 Hr Analysis Wave Field

Analysis
Collocation UK Met. Office Wind Speed & Dir.
Analysis

5. DATA ANALYSIS
The number and quality of the research papers
presented within these workshop proceedings arc
testimony to the considerable efforts made by

members of the ERS-1 Validation Analysis and
Experiment Teams during the first 9 months of
ERS-1 operation.

A summaryof the main results and plans for future
activities are presented in the concluding paper of
theworkshopproceedings.
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WIND MEASUREMENTS OVER THE OCEAN WITH AN

AIRBORNE C-BAND SCATTEROMETER DURING

THE ERS-1 CALIBRATION AND VALIDATION CAMPAIGN

Volkmar Wismann

Universitat Hamburg, lnstitut ft1rMeereskunde, Troplowitzstr. 7, 2000 Hamburg 54, Germany

Abstract

The First European Remote Sensing Satellite (ERS-1)
was launched fromKorou, French-Guyana,on July 17,
1991.A geophysical calibration and validation of the
ActiveMicrowaveInstrument(AMI) aboard the ERS-1
wasperfonned in the NorwegianSea in the period from
September 15 to December 10, 1991. A total of 46
underflightsof theERS-1 satellitewere perfonned with
the Rotating Antenna .C.-bandS.catterometer(RACS)
of the University of Hamburg. The instrwnent was
operatedaboarda DonierDo-228aircraftof theGerman
Aerospace Research Establishment (DLR) in order to
measure the normalizedradar cross section (NRCS) of
the ocean surfacefromwhich the wind speedU10neutral
can be inferred.
Wind measurements were also performed by
anemometersmounted on 10 buoys, 3 research vessels
and2 aircrafts.
A good agreementwas foundbetween mostof the wind
measurements. The data set obtained during this
experimentis being used for tuning the prelaunchwind
retrievalalgorithmfor theERS-1 scatterometer.

Introduction

Radar backscattering from the ocean surface is
determined primarily by the short-scale surface
roughness. The dominant factor determining this
roughness is the local wind.Thus it is possible to infer
ocean surface winds from the normalized radar cross
section (NRCS). A C-band scatterometer is presently
flying aboard the First European Remote Sensing
Satellite (ERS-1) to measure ocean surface winds. In
\'re\IClMion of this satellitemission,theEuropeanSpace
~~Y 1.ESA) has conducted a number of airborne C­
hand scatttrometer campaignsover the North Sea, the
AtlanticOcean and theMediterraneanSea [l]. Basedon

the data collected during these campaigns an empirical
prelaunchC-band wind scatterometermodel for ERS-1
has been developed [2).
An airborne Rotating Antenna .C.-band.Scatterometer
(RACS) [3] has been constructed at the University of
Hamburgwhich allowsmeasurementsof the wind field
along flight tracks.During several experimentsover the
Atlantic in 1987 [4], theMediterraneanSea in 1989[5],
and the rehearsal experiment for the ERS-1Calibration
and Validation Campaign over the Norwegian Sea in
1990 [6) RACS has demonstrated its capability of
measuringocean surfacewinds in quasi real time.
During the ERS-1 Geophysical Calibration and
Validation Campaign in the Norwegian Sea between
September 15 and December 10, 1991,46 underflights
of the ERS-1 were performed with RACS. Wind
measurementswere also carried out by a networkof 10
meteorological buoys of the oceanographic institute
OCEANOR (Norway), the research vessels Halcon
Mosby (Norway), Planet and Gauss (Germany), the
Hercules C-130 aircraft of the UK Meteorological
Office (UK) and the navigation system of the Do-228
aircraft (Germany),

The Scatterometer

The scatterometer is a superheterodyneDoppler radar
operating at 5.3 GHz. The microwave part of the
instrumentis very similar to the scatterometerdescribed
by Feindt et al. [7). The output power and the gating of
the transmitter and receiver allows measurements at
flight altitudes between 500 and 15.000 ft The beam
axis of the vertical polarized planar microstrip antenna
is squinted45 degrees off the antennanormal.The one­
way half-powerbeamwidth is 6.o· in elevation and 5.6'
in azimuth. A special antenna mount for the Do-228
aircraft allows the antenna to rotate during flight at I
revolutionper minute.Thus the beam scans the surface
conicallyat an incidenceangleof 45 degrees.
The normalized radar cross section (NRCS) of the
ocean at VV polarization is measured as a function of

5



antenna look direction. The surface wind vector is
retrieved from the measured NRCS values f~ each
revolution by fitting them to the empirical C-band
backscatter model of Wismann [8].

Calibration of the Scatterometer

The technique for calibrating the airba:ne scatterometer
employed during this campaign was developed and
tested in several previous experiments. Seven comer
reflectors (radar cross section : 650 m2) were placed
alongside the runway of the airfield at Vaemes
(Norway). Normally, calibration flights over the corner
reflectors were carried out after each mission. In few
cases turbulences or a high cross track wind component
impeded accurate flight tracks over the comer
reflectors. During the comer overflights the antenna was
fixed to a look direction of 180 degrees (backward
looking beam). The altitude during the calibration
flights was 1,500 feet and the incidence angle 45
degrees.

Flight missions

During the experiment the ERS-1 satellite was in a 3
day repeat orbit. Within these 3 days two underflights of
the ERS-1 were performed during which the AMI was
operated in the scatterometer mode. In addition, 6
underflights of the full image SAR mode were
performed during the intensive ocean wave phase
between November 18 and 28, 1991 [9,10].

RACS Wind Map Univenity of Hambmg

Scale : 10mis

Fig. 1Example of a very homogeneouswind field
measured by RACS on October 18, 1991.The
wind is blowing with approx. 20 m/s from
North. The positions of the buoys Tl - TIO are
inserted in the map.

The flight missions were performed either across the
ERS-1 scatterometer swath in erder to cover all
incidence angles or along the satellite track following
the 45 degrees of incidence angle of the fore- and aft­
beam antennae. One flight mission consisted of four
parts. During the first part the flight altitude was 12,000
feet, and only RACS was used for measuring the ocean
surface wind vector. At the tumpoint the vertical wind
profile was measured by the navigation system of the
aircraft during a descent down to 20 - 500 feet,
depending on visibility and sea state. The return track
was flown at 500 ft altitude using the navigation system
of the Do-228 aircraft for the wind measurements, A
boundary layer model was applied to these
measurements in order to compute the 10meters neutral
winds [11].At the end of the track another vertical wind
profile was measured during an ascent up to 12,000 feet
As an example, Fig. 1 shows a very homogeneous wind
field as measured by RACS on October 18. The wind is
blowing with approx. 20 m/s from North. Figure 2
depicts the variation of the wind vector when crossing a
meteorological front on November 11.There is a strong
change in wind direction of 90 degrees across the front.

Results

During the 3 months of the experiment wind speeds
between 8 and 15 m/s prevailed. But also very lowwind
speeds and wind speeds up to 2S m/s were encountered.
Genenlly, a very good agreement was found between
the wind fields obtained from RACS and those
measured by the navigation system of the Do-228
aircraft.

KACS Wind Map Univenity of Hambmg

Scale : 10mis . .;,
JM
-~h·

Fig. 2 Same as Fig. 1,but for a very inhomogeneous
wind field encountered onNovember 11, 1991.
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Fig. 3 Comparisoas of the collocated wind speeds measured by the
navigation system of the Do-228 aircraft and by RACS for a
homogeneous wind field encountered on Oct. 18, 1991.

Fig. 4 Comparisons of the collocated wind speeds measured by the
navigation system of the Do-228 aircraft and by RACS for a
inhomogeneous wind field on Nov. 14, 1991.

WIND SPEED [mis] WIND SPEED [mis]
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DNMI DNMI

Fig. 6 Comparisons of the collocated wind speeds of the DNMI
analysis and measured by RACS for a inhomogeneous wind
field on Nov. 14, 1991.

Fig. S Comparisons of the collocated wind speeds of the DNMI
analysis and measured by RACS for a homogeneous wind
field on Oct. 18, 1991.
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Comparisons of the collocated wind speeds measured
by the navigation system of the Do-228 aircraft and by
RACS for a homogeneous (Oct 18) and an
inhomogeneous (Nov. 14) wind field are shown in
Figures 3 and4, respectively. In both cases a very good
agreement between both measurements was found.
In order to extend the aircraft measurements for
comparisons with the BRS-1 data over a larger area. the
wind field analysis of the Norwegian Meteorological
Office (DNMI) was used. Comparisons of the
collocated wind speeds obtained from the DNMI
analysis and measured by RACS are shown in Figures 5
and 6 for October 18 and November 14, respectively.
The same good agreement was found.
During the ERS-1 Calibration and Validation Campaign
in tho Norwegian Sea tho airborne C-band scatterometer
system RACS demonstrated its capability of measuring
the ocean surface wind along the track of the aircraft in
quasi real time. Together with other sensors operated
from other platf onns a high quality data set of wind
measurements over the open ocean was collected. A
very high correlation is found between data obtained by
all independent instruments and measurement
techniques for 14 of the 46 underflights of the ERS-1
satellite. Discrepancies between single measurements
encountered for the other 32 underfligths could be
explained by great variabilities in the wind fields in
space and time. In several cases the measurements of
the vertical wind profile indicated that the boundary
layer model, that was applied to the aircraft
measurements and the wind field analysis, was not
valid. As an example, Fig 7. showes the vertical wind
speed profile as measured by the navigation system of
the Do-228on December2, 1991,at position Tl.
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Fig 7. The vertical wind speedprofile as measuredby
thenavigation~stemoftheDo-228on
December2, 1991,at positionTl.

The data set obtained during the Calibration and
Validation Campaign is a very valuable tool for tuning
theBRS-1prelaunch wind scatterometeralgorithm.
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Wind Measurements from the MRF C-130 and the

Derivation of Analyses from RENE-91 Winds

D. Offiler, Meteorological Office, Bracknell, UK

Abstract
Thi» paper de1cribe1 the contribution made to the
RENE-91 campaign by the Meteorological Research. Flight
(MRF) C-130 aircraft, including itl in1trumentation,
wind vector determination and po1t-fiight analy1i1. Al10
diicuued i1 an objective analy1i1 1cheme which u1e1 all
available in situ wind information to form the be1t e1ti­
mate of the local wind field for compari1on with the ERS-
1 1catterometer data.

1 Introduction
During the period 16 September to 10 December 1991,
a campaign was coordinated by ESA to assist in the
geophysical calibration of wind and wave products de­
rived from the ERS-1 satellite. The campaign, known
as RENE-91, involvedmaking in 1itu measurements off
the coast of Norway in the Haltenbanken area using a
variety of platforms, including buoys, ships and aircraft.
Details of the campaign - its objectives, participants
and data handling and results - are given elsewherein
this volume.
For a period of three weeks at the beginning of the

campaign, and for nearly two weeksat the end, the Me­
teorologicalOffice'sMRF C-130(Hercules) instrumented
aircraft was based in Trondheim, the campaign's opera­
tions centre. During this time, low-levelmeasurements of
the winds were made over the Haltenbanken area when
the ERS-1 scatterometer was also operating.
Data from most of the platforms participating in the

campaign, together with numerical analysesmade by the
NorwegianMeteorologicalInstitute (DNMI) and ERS-1
fast deliveryproducts weredelivered to a local database,
generally within 24 hours of their measurement time.
This database was used to form a 'best-estimate' wind
fieldaround the Haltenhanken area, whichcould be used
(a) to quickly compare with the ERS-1 winds for day­
to-day quality monitoring, (b) to form a high-quality
dataset which could be used for calibrating or tuning
the scatterometer wind retrieval algorithms and (c) to
validate such tuning.

2 C-130 Wind Measurements
2.1 Instrumentation
Depending on the needs of particular experiments, the
C-130can carry a wide range of instruments for measur­
ing variousatmospheric parameters, includingchemistry,
radiation (in the infra-red and microwave)and clouds [l].

However,for winds, only the standard sensors were re­
quired; principally -

• the Inertial Navigation System (INS), giving

aircraft position (latitude and longitude)

aircraft ground velocity (N and E components)

aircraft heading from True North

• wind vanes for angle of side slip and angle of attack

• dynamic (pitot) pressure for air speed.

In addition, to derivethe most accurate winds, additional
measurements are made using:

• other navaids such as Global Positioning System
(GPS), Omega, Decca and Doppler radar

• INSpitch and roll plus INS pitch, roll and yawrates

• compensated air temperature and static pressure

The other navaids (in particular GPS) are used during
ground processing to correct for INS drifts and Schuler
oscillations to obtain the best aircraft ground velocities;
the true air temperature and static pressure are used to
derive the true air speed. The wind speed and direction
can then be calculated by the vector differenceof ground
and air velocities, and converting from an aircraft frame
ofreferenceto a geographicframe [2]. On an error budget
analysis, it is expected that the flight level wind can be
determined to r- 0.5ms-1 (rms vector error).

2.2 10-m wind
The scatterometer-derived wind speeds are specified to
be those equivalent to a measurement at a height of
10 metres in a neutrally-stable atmosphere (U10 ). In
order to compare - and geophysicallycalibrate - the
scatterometer winds, all the in 1itu measurements are re­
quired to be the same quantity. In the case of the C-130
data, the flight level winds were converted to Ut0 using
the agreed Ezraty boundary layer model, which assumes
a logarithmic wind profile, with corrections for the ac­
tual atmospheric stability. Full atmospheric compensa­
tion was be applied using:

• derived flight levelwind speed

• measured flight level temperature, humidity and
static pressure

• radiometric sea-surface temperature

• radar altitude (up to 5000ft)

• temperature lapse rate
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Figure 1: Example C-130 flight track and derived lOm winds
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in Figure 1
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Because the aircraft parameters are logged at differ­
ent rates (from 1 to 32 H1) all were first averaged over
equivalent 5 km lengths of flight traclc, with various qual­
ity control criteria applied. The temperature lapse rate
was calculated from the last aircraft profile, usually from
4000 ft to 50 ft. Although some profiles showed highly
non-logarithmic wind speeds with height, such deviations
were generally above the nominal flight level of 200 ft,
and are not thought to contribute significant error to the
derived U1o in the majority of cues. The wind direction
at lOm is assumed to be the same u at the flight level;
profiles confirmed that this wu usually the cue in the
lowest 200m of the atmosphere.

The final datasets from each flight were delivered to
the local database in Trondheim in the agreed 'Ar Mor'
format [3]the day followinga flight.

2.3 Flights
While ERS-1wu in its commissioningphase 3-dayorbit,
scatterometer puses were scheduled to give good cov­
erage of the Haltenbanken area three times every three
days. The C-130 flewmissions on two of these opportu­
nities - the 'Day I' descendingpus at around 10:50UT
and the 'Day 2' descending pu1 at around 10:15 UT.
Each flight covered u much of the swath as was practi­
cal, underflying all incidence angles and a length of the
swath sufficient to determine the two-dimensional wind
field - Figure 1 gives an example flight traclc and the
derived winds for a Day 1 pattern. The nominal flight
altitude was 200-250 ft (70-80m), with a profilebetween
4000ft and 50 ft at each corner of the pattern, and pa111-
ing over at least two buoys for crcas-compariaona.
The Day 1 flight duration was around 6 hours, so there

is obviously a time difference between the aircraft and
scatteromcter measurements; the flight wu planned so
that the C-130 (and the Do-228when flyingits own pat­
tern) would be over the buoy position Tl at the time of
the ERS-1 overpa11.
On the Day 2 puses, the swath was closer to the coast

and further north. On these flights, the rendesvouspoint
was TIO, travelling up-swath.

2.4 Summary of C-130 data
In all, 18 successful flights were made when good data
were obtained; on two flights, the INS drifted badly, and
although the aircraft position could be recoveredwith the
GPS, the aircraft velocitiescould not be derivedwith suf­
ficient accuracy to obtain good winds. Only one planned
mission was not flownbecause of engine problems. Over
100 science-hourswere flownduring the campaign.

3 Analyses
3.1 Comparison methods
When comparing meteorological satellite data with
in 1itu measurements, it has been traditional to use one
of two methods:
1. collocate one in 1itu measurement with one or more

nearest satellite point and within some time limit,

on an e11entiallyone-for-onebasis. This has the dis­
advantage of introducing collocation errors because
ofspatial or time differences,and alsonot comparing
like with like, since the in 1itumeasurement is usu­
ally taken at a point over a time average, and the
satellite is an areal average at an instant in time.
Such collocationsor 'hits' tend to be fewin number
and rarely cover the whole range of desired param­
eters.

2. some of the above disadvantages can be reduced
by first assimilating the in 1itu data into numeri­
cal models and interpolating the required parame­
ter from the analysi1 grid to the satellite footprint
location. However,such models tend to have rather
coarse hori1ontal resolution compared to that of the
satellite, and are generally tuned to the synoptic
scale, which tends to smear out or miss small-scale
features whichmight be represented in the satellite
swath.
In the cue of the RENE-91 campaign, the in 1itu
data, although gathered quiclclyby campaign stan­
dards, could not deliveredto weather centres in time
for their numerical models' operational runs, so this
collocation method could not be used during the
campaign.

3.2 RENE analyses
So, if the data could not be sent to the analysis, the
analysis must go to the data. . . An existing single­
variable, two-dimensional,recursive filter, objective anal­
ysis scheme described in [4] was tuned to use the
RENE-91 wind1,with the DNMI wind fields as a back­
ground; a 25 km grid 1isewas chosen as comparable with
the 1catterometer node spacing, with the grid covering
the area 60° to 70°N and 5°W to 15°E.
Beeaueeall the RENE-91 datasets weresupplied in the

Ar Mor format, winds from all available sources could be
incorporated into the analysis simply; the actual sources
and quantitie1 varied from day to day, but the following
have been used in at least one analysis:

Aircraft
Radar
Buoys
Ships

C-130, Do-228
RACS (on Do-228)
up to 6 Tobis-3 buoys
Weathership Mike,
R/V Gaus1, Hilton Mosby
Gullfax
DNMI wind field analyses

Platforms
Models

All of these data contain U10 wind speeds or have mea­
surements made close to lOm; each data source is com­
plementary in that they arc made at many different lo­
cations over the analysis area and by different sensor and
sampling systems. or course, not all sourcesarc available
for every scattcrometer pus.

Each data source is assigned a relative weight depend­
ing on its perceived a priori quality; for instance most
of the in 1itu data is weighted with values 8-10, but
the DNMI baclcground (which should not significantly
influence the analysis in the presence of in 1itu data) is
weightedat 1. In addition, the weightingvalue is reduced
by an amount depending on the time difference of the
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measurement from the scattcromctcr overpass time and
also by an amount related to the altitude of the plat­
form (for aircraft). These weights are such that data
more than three hours from the satellite pass or when an
aircraft was above 2000 ft are not used. For the Tobia
buoys, where both lower and upper sensor were available,
the one with the smallest variability has been used.

The analysis software also calculates a 'quality index'
(QI); this is an arbitrary number in the range 0-100, and
at each grid point is a measure of:

• the expected errors of individual data sources con­
tributing to that grid point

• individual observation weightings due to the time
difference from satellite overpass time, or due to air­
craft altitude

• the local density of observations

• the local consistency between observations

The higher the QI value, the higher the confidence in
the analysis. The relative source weightings were also
chosen such that a QI value of around 5 indicates a rough
threshold where higher values indicate that the in 1itu
windshave influencedthe analysis, and lowervaluesthat
only the DNMIbackgroundhas been used.
Figure 2 shows an example of an analysis. In this

case, the C-130 track from Figure 1 is seen, as is the
Do-228track though the centre of the C-130loop. This
track actually contains RACSwinds outbound and Do-
228navaid winds back. This case also uses winds from
three Tobia buoys, Wcathership Mike Oust below the
northernmost part C-130track) and the Gullfaxplatform
to the south. The slightly slopinggrid showsthe DNMI
backgroundwinds; the derivedanalyses (onlyplotted ev­
ery fourth grid point for clarity) are the winds aligned
with the latitude and longitude grid. Contours of the QI
value arc also plotted every 10units.
The advantages of this analysis method are that
• it maximises the number of collocations, particu­
larly by coveringthe wholewidth of the swath

• it minimiseserrors in any oneplatform or individual
observation

• there should not be any systematic errors
• the spatial average is more comparable to a scat­
terometcr measurement

although there will still be a tendency to smooth very
small scale features or sharp gradients over one or two
grid lengths, or where there are rapid changesin time.

3.3 Collocations
The analysedwindsare bi-linearly interpolated from the
four surroundinggrid points to eachof the scattcrometer
cell locationswithin the grid's area.
Figure 3 shows the RENE-91 analysis of Figure 2 to­

gether with the ERS-1 fast deliverywinds. The contour
is the Ql=5 value,insidewhichthe analysisis almost en­
tirely derivedfrom the in 1itumeasurements,and outside
is influencedonly by the DNMI backgroundwind field.
Over most of the swath, the scattcrometer shows good
agreement with the analysis except in the NW part of

the contour, where there are differencein wind direction
of 20-30°; this is probably due to an active front passing
through the area between the time of the satellite pass
and the C-130 track 1-2 hours later. The frontal posi­
tion can be identifiedfrom the wind direction changesin
Figure 1 along the NE-bound and SE-bound C-130legs.

3.4 Summary of analyses
A total of 77 scatteromcter passes have been processed
with analyses made using the technique described here,
creatingnearly 17,000individualcollocations(scatterom­
eter cells) with a QI ~ 5. Not all of these passes have
good coverageof in 1itu data, and not all have DNMI
backgroundsavailable, but the QI value is a good filter
for poorly coveredcases. Somecases, like the one shown
in the figures,havefrontal systemswhichmay giverise to
'errors' in the analyses- thesemay need to be excluded
by inspection of the data and by consulting the synoptic
patterns analysedby DNMI (whichare availableas part
of the campaignoperations documentation) beforebeing
used for calibration purposes.
These analyses cover the wind speed range 1-21ms-1

with directions mainly from the SW to N; but as the
passesarc both ascendingand decending,and three scat­
terometer beams cover 90° in azimuth, the wind direc­
tions relative to any beam have a more uniform spread.
Takenoverall 77 cases (17,000collocations),the rms dif­
ferencesbetween the scatterometer winds and analysed
winds are:

Speed :
Direction :

Vector:

3.0ms-1
21° (ambiguity removed)
4.3ms-1

This showsthat against the RENE-91 analyses, the ERS-
1 wind directions arc probably acceptable, but the wind
speedretrievalfromthe current 'CMOD2'windmodelre­
quires tuning if the scatterometer specificationof 2ms-1
is to be met. A detailed appraisal of these collocations
and someresults of model tuning are givenin [5].
The collocatedscarterometer parameters (as found in

the ESAUWI fast deliveryproducts) and analysiswinds
have also been delivered to the ERS-1 database in the
Ar Mor format for further use, some of which are de­
scribed in other papers in this proceedingsvolume.
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ERS-1 CAL/VAL IN-SITU MEASUREMENT

WIND AND WAVE MEASUREMENTS DURING EXTREME
SITUATIONS

BY

TOM-IV AR BERN AND STEPHEN BARSTOW

OCEANOGRAPHIC COMPANY OF NORWAY A/S

ABSTRACT

During the commissioning phase of the ERS-1, a dedicated wind and wave campaign. RENE-91, was staged in the
Haltenbanken area off mid-Norway. This area is renowned for its severe winter weather, and long swells exposed as it is
to the full force of the Atlantic Ocean and the Norwegian Sea..

A buoy net work consisting of ten wind and wave measuring buoys was deployed and maintained from September 16,
1991until February 18, 1992,prolonged after the official closing of RENE-91campaign which ended December 14.

On January I, a major storm passed over the buoy network before it hit the coast of Norway. Hurricane force wind were
reported along the coast leading to severe damage to property and forestry.

In this paper the observations gathered by the buoy network are reviewed with special emphasis on the major storm
events.
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INTRODUCTION

The buoy nflwork

The buoy network consisted of 10 TOBIS buoys. In
addition OCEANOR deployed a Directional
Waverider, and a Wavescan buoy. An overview of the
buoy network is given both in the Table I, and in the
map in Fig. 1.

The TOBIS buoy. sensors and U'lllhysical
pgmmetw.

TOl to TlO are TOBIS buoys equipped with duplicate
wind sensors and a non-directional Waverider. Fig. 2
gives an outline of the buoy and a sketch of the
mooring system used. Details concerning the
observations provided by the buoy and respective
sensors on board these buoys are listed in Tables 2 and
3.

The buoys were operated with two time scales for data
delivery. In the following table and overview is given
of the measured parameters with nrt used as an
abbreviation for near real time, (Argos transmitted
data) while ac for after campaign (on board recorded
data)

Tl 1 is a directional Waverider supplied by OCEANOR
to compensate for the faulty wave sensor on T04. In
agreement with ESA, the buoy was not deployed
alongside T04, but in a position both on the altimeter
track and within the SAR swath.

TlOa is a Wavescan buoy supplying both directional
wave and wind measurements. It was deployed to
provide OCEANOR with an independent wind
measurement to be used for control of the ERS-1
buoys.

THE STORMS ENCOUNTERED

The area off mid-Norway is well known for its severe
winter weather. Long term directional wave and wind
measurements have been carried out by OCEANORin
this area from 1980 to 1988with up to 16m significant
wave height recorded. In particular swell wave energy
is particularly high in this area due to the open
exposure to the Atlantic Ocean and Norwegian Sea.
Under the ERS-1 related experiment, high waves (up to
14.2m significant) were also encountered.

Nevertheless, surprises were kept in store for the
RENE-91campaign measurement period. In particular,
a severe storm occurred on October 17 with unusual
wave direction, a storm on December 18, had peak
wave period recorded as high as 20 seconds. Finally, a
cyclone like storm hit the campaign area on January
1st with extremely high winds causing considerable
damage along the Norwegian Coast. The measurements
from two of these two storms are discussed in more
detail in the following:

Oclobu 11. rtorm

Buoy observations

A storm hit the experiment area on October 17th to
19th. In Table 4 peak significant wave heights and
associated wave periods encountered by the buoy
network during the passage of the storm are given.

The meteorological picture during this storm was that a
deep low moved on a south eastward track from
Iceland to Southern Norway during the 16th to 18th.
An area of strong north to north east winds stretching
from Spitsbergen to the central North Sea were present
on the rear of the low leading to the up to 13 meter
significant wave heights recorded. The measurements
in this area had not previously recorded over 10meters
from this direction. Damage was caused on the
Norwegian coast to coastal works exposed to the north.
A lighthouse keeper at Halten fyr reported the worst
conditions in his 40 years service.

laauaa I. 1992 stoan.

Buoy observations

A very severe storm hit the buoy array and the west
coast of Norway during January 1. The storm caused
considerable wind damage to property and forestry.
The insurance companies has received reports on
damage worth 1,5 billion Norwegian Kroner. The 8
buoys in position endured the storm and transmitted
data throughout the period with wind speed u10 (i.e. 10
m neutral wind) up to and partly above 30 m/s. The
peak conditions are listed in Table 5.

This storm was very different from the October 17th
storm event resulting from a fast moving powerful
cyclone like storm which moved north eastwards from
the Faeroe Islands on New Years Eve, the storm centre
moving over the Norwegian Coast to the north of the
buoy array on the evening of the 1st. On the morning
of the 1st the storm central air pressure was below 950
hPa and hurricane force (Beafort 12) winds were
measured along the Norwegian coast at several
locations east ot the buoy array. Significant wave
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heights during this storm reached 14.2 meters at three
locations, but high waves were of short duration as a
result of the rapid passage of the storm and its limited
extent. This is in sharp contrast to the October 17th
event which had somewhat lower winds over a very
Jong fetch. In contrast to the severe nature of the wind
cunage, wave damage was apparently minor during
the January 1st storm.

The ERS-1 satellite passed over the buoy network on
January 1, at 10:54. Table 6 gives the wind speed and
direction at the time of over flight of the satellite.

Figures 1, 2 and 3 gives the buoy network layout and a
schetch of the buoy.

Figures 4 and 5 gives the timeseries of the significant
waveheight for the buoy array. The data presented are
from on board storage for the TOBIS buoys (hourly
measurements). For station IOa and Tl l,the data has
been transmitted via the Argos system (threehourly
measurements). Erroneous data (spikes etc.) has not
been removed.

Figures 6 and 7 gives the timeseries of wind speed and
direction during the storm January I.

CONCLUSIONS

During the RENE-91 measurement campaign
OCEANOR deployed altogether three different buoys.
They were deployed in water depths ranging from 255
to 1540meters. The campaign has proven that all three
buoy types are capable of providing wind and wave
observations even during the most severe wave and
wind conditions likely to be encountered. However,
some problems were encountered particularly during
the October storm with respect to mechanical failure of
the wind sensors and perhaps as a result of breaking
waves.

The weather conditions encountered during the RENE-
91 were extremely variable from almost calm to
hurricane force winds. In particular, two of the most
severe storms ever encountered off mid-Norway were
experienced. Further, very Jong swells were measured
and crossing seas were common. The excellent spatial
coverage over the buoy array both in normal and
extreme conditions will be a valuable source of data
for both the ERS-1 sensor calibration and validation
and other studies such as numerical wave model
calibration.
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Table I: The buoy network

Station Deployed Retrieved Nominal Sounder Comments
position depth

TOI 91.09.10 91.09.26 63°00'N 00°30·w I540m Drifted out of position with
working sensors, provided
data up to recovery 9 l.l l.23

TOI 91.l l.24 91.12.07 63°00'N ()()03Q'W I540m Drifted out of position with
working sensors, recovered
and re deployed at T03.

T02 91.09.I I 91.12.20 63°II'N 00°24'E I520m Drifted out of position with
working sensors, provided
data UD to 92.01.01

T03 91.09.l I 91.l l.09 62°48'N 01°I8'E 910m Originally deployed buoy
lost

T03 91.12.08 92.02.I8 62°48'N OI0I8'E 910m Buoy from TOI deployed.
T04 91.09.I I 92.02.I8 63°33'N 02°30'E l320m Both wind sensors missing

at recoverv
T05 91.09.15 91.12.07 63°06'N 02°49'E 940m Recovered and brought to

shore since the wave-sensor
was broken and the wind
sensor carrier was damaged
beyond field reoair.

T06 9l.09.I6 92.02.I8 63°24'N 04°20'E I270m Propellers on both wind
sensors missinz

T07 9l.09.I4 92.02.I8 63°57'N 04°48'E I240m Propellers on one wind
sensor missing

T08 9l.09.I2 92.01.03 64°I2'N 06°00'E 392m
T09 9l.09.I2 91.12.13 64°00'N 07°00'E 333m Mooring cut with sharp

knife.
TIO 9l.09.I4 92.02.I8 6403Q'N 07°42'E 255 m One complete wind sensor

missing. On the other
missing propeller

TlOa 91.l l.22 92.02.18 6403Q'N 07°42'E 255m
Tll 91.09.30 92.01.3I 66°2I'N 07°08'E

Table 2: The TOBIS buoy sensor package

Manufacturer Sensor Measured variable Location
Young Model05103 Wind speed 3.7 m above sea

propeller Wind direction surface
anemometer Wind variability, S1111

Wind variabilitv, S ...
Young Model05103 Wind speed 3.2 m above sea

propeller Wind direction surface
anemometer Wind variability, S1111

Wind variability, S .•.
Brookes and Halcyon 3 flux gate Buoy direction 3.0 m above sea
Gatehouse compass surface
Datawell Waverider 6000-9 Surface elevation At buoy water line

Wave height
Wave period
Peak period
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Table 3: TOBIS buoy geophysical parameters

Measured variable Sample length Sample interval Algorithm

20 minutes
2 minutes
20 minutes
2 minutes
20 minutes
20 minutes
20 minutes
20 minutes
34 minutes 8s
34 minutes 8s
34 minutes 8s
34 minutes 8s
34 minutes 8s
34 minutes 8s
34 minutes 8s

Continuous
Continuous
Continuous
Continuous
Continuous
Continuous
Continuous
Continuous
Every 3 hours
Every 1 hours
Every 3 hours
Every l hours
Every 3 hours
Every l hours
Every l hours

Vector average
Vector average
Vector average
Vector average
Component standard deviation
Component standard deviation
Component standard deviation
Component standard deviation
Fourier analysis
Fourier analysis
Fourier analysis
Fourier analysis
Spectrum shape analysis
Spectrum shape analysis
Fourier analysis

Wind speed, nrt
Wind speed, ac
Wind direction, nrt
Wind direction, ac
Wind variability S1111, nrt
Wind variability S,,,,, ac
Wind variability S,,11, nrt
Wind variability S,,11, ac
Wave height, Hmfl nrt
Wave height, Hmll ac
Wave period, T,,,m nrt
Wave period, Tmfl? ac
Peak period, Tnnrt
Peak period, T; ac
Height variance spectrum, ac

Table 4: Wave observations during October 17th storm

Station Date Hmn T .IV•• T"
TOI 91.10.17-20:25 11.l 11.0 15.0
T02 91.10.17-16:25 12.7 11.2 15.0
T03 91.10.17-16:25 12.0 10.8 15.0
T05 91.10.17-20:25 12.5 11.4 15.0
T06 91.10.18-09:25 12.3 11.5 17.0
T07 91.10.18-04:25 13.0 11.8 15.0
T08 91.10.18-03:25 13.0 11.8 15.0
T09 91.10.18-04:25 11.4 11.4 15.0
TIO 91.10.18-05:25 11.6 11.6 15.0

Table 5: Peak wind and wave measurements during January lst storm

Station Position Wind speed u,n Wind Hmn* Tn
direction

T02 63.290°N7.290°E 22.l 25.7 250.6° 14.2 17.0
T03 62.791°N J.346°E 26.3 30.2 267.0° 14.2 17.0
T04 63.544°N2.537°E 26.5 31.2 288.5° NIA NIA
T06 63.393°N4.345°E 25.0 29.3 279.0° 12.8 15.0
T07 63.951°N4.814°E 23.4 27.3 295.2° 12.9 17.0
T08 64.197°N6.008°E 23.2 27.l 285.5° 14.2 15.0
TIO 64.503°N7.706°E 23.6 27.0 284.l 0 10.2 16.8
ru 66.350°N7.133°E NIA NIA NIA 11.8 NIA

"Hourly peak conditions apartfrom TJOwhich is 3 hourly.

Table 6: Wind conditions at satellite passage January l.

Station Position Wind speed u,n Wind
direction

T02 63.290°N7.290°E 21.0 mis 24.4mis 253.4°
T03 62.791°N l.346°E 18.7mis 21.4mis 278.2°
T04 63.544°N2.537°E 19.6mis 22.7 mis 281.2°
T06 63.393°N4.345°E 20.5mis 23.8 mis 282.3°
T07 63.951°N4.814°E 22.7 mis 26.0mls 274.1°
TIO 64.503°N7.706°E 16.5mis 18.6mis 267.2°
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EVALUATION OF WIND AND WAVE MEASUREMENTS FROIVI
THE TOBIS BUOY NETWORK DURING RENE-91

P. Queffeulou and A. Bentamy
IFREMER, BP 70, 29280 Plouzane, FRANCE

June 5, 1992

Abstract

During the ERS-1 calibration and validation experi­
ment, RENE-91, a buoy network was deployed in the
Norwegian Sea. Wind and wave measurements of these
buoys were stored onboard and also transmitted in near
real time through Argos link. Before using the buoy
data for validation of the ERS-1 altimeter and scat­
terometer measurements, the accuracy of the near real
time buoy data is analyzed in term of wind, speed and
direction, and of significant wave height. Wave height
measurements are shown to be of very good and homo­
geneous quality, long term averaging leading to differ­
ences less than 0.5 m over the network. For the wind
measurements, though the real time data set is short,
some corrections are proposed to improve the consis­
tency over the network, but further analysis of on board
stored data are need to check the absolute accuracy,
particularly for high wind and sea states.

Keywords : wind, wave, buoy-network, ERS-1, al­
timeter, scat.terometer, validation

INTRODUCTION

During the European Space Agency calibration and
valid at.ion dedicated experiment, REN E-91, a network
of t.enwind and wave measuring buoys was deployed by
the OCEANO!l company in the Norwr-giuu S1·a, from
sept.ember 15t1•, ]!)91, to the end of Icbruury l!J92. One
of the goals of this buoy dcployerucnt was to validate
the wind and wave Fast Deliwry Product of the EllS-1
altimeter and scatterorneter. IFREJ\1ER was in charge
of this validation and, before this task, it. has been nec­
essary to test the buoy measurements and to estimate
their accuracy. Some results of this work are presented
hereunder.

THE TODIS DUOYS

The buoy network (Fig. I) was designed taking into
account the scattcromctcr swath g<'o111dry(range of in­
<"id<·nreangles), scatterometr-r calihration siiuulat ions

[l), the altimeter footprint location (some buoys im­
mediatly beneath the satellite) and some logistic con­
straints as for instance the possibility of aircraft over­
flights of the network. Each buoy, TOBIS 3 type [2],
was equipped with a Datawell waverider sensor and two
independent wind measuring stations using two R. M.
Young wind monitor, integral horizontal axis propeller
and vane, respectively located at 3.2 m and 3.7m above
sea level. For both wind and wave measurements, two
data processing were performed, resulting on one hand
in onboard stored data and on the other hand in near
real time (nrt) data transmitted through ARGOS link.
For wind measurements onboard data consist of con-

350° 355· 1o:

65°65"

60°

8 10
7 +

2 4+ + + +g
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60°

350° 355· oo 5· 10°
Figure I: The RENE-91 buoy network.

t inuous 2 111i11wind vector averages and the mt data
set, analyzed here, consist of continuous 20 min aver­
aged vectors. Wave spectra were computed every hour,
from 34 min long record, and stored onboard. Signifi­
cant wave height (swh), mean period and peak period
of sea st at.c were computed and nrt transmitted ev­
ery 3 hours, with t.he except.ion of one hour shift. (near
2000 UT) in order to avoid some data looses during
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the night, inherent in Argos system at this latitude.
Details for internal wind and wave sampling and pro­
cessing, together with the ARGOS formats and data
transmission, can be found in [3] and [4].

WIND DATA

Data return. At the beginning of the experiment it
appeared that there were some problems with the in­
ternal software for wind vector computation, and the
first realistic wind data were only available at the end
of november. The network data return is summarized
in Table 1, showing, for each buoy, the beginning and
the end of the time period for which the nrt wind data
were received and the total length of the period, in day.
The last two columns give the data returns in percent­
age of the total period for the two wind sensors (up
and low). Missing data correspond either to erroneous
data or to wrong Argos transmission. The following
comments will be useful for potential users of nrt wind
data set: there is a 80 min time lag between the up
and low sensors on buoys 1 and 3 (in fact the same
buoy, moored in two different locations during the ex­
periment), the time data of the upper sensor is late
and must be corrected; buoy 1 was drifting during op­
eration (buoy positions are in the nrt data files); buoy
2 was also drifting after 1991/12/19; buoy 4 up sensor
returned no data; buoy 6 up sensor and buoy 10 low
sensor have poor data return.

buoy start -- end --duration return (%)
day up - low

1 91/11/24 91/12/07 13.l 80.l - 49.3
2 91/11/25 92/01/02 38.7 77.9 - 81.6
3 91/12/07 92/01/13 37.6 79.6 - 82.4
4 91/12/04 92/01/12 40.0 0.0 - 63.4
5 no data
6 91/12/04 92/01/05 33.0 19.7 - 75.6
7 91/12/09 92/02/09 63.0 79.5 - 60.3
8 no data
9 no data
10 91/11/25 92/02/09 77.0 77.5 - 14.6

Table 1: Wind buoy data return.

Up and low sensor comparison. All the follow­
ing wind speed comparisons were performed on data
at the measurement level and not on 10 m neutral cor­
rected data. A first check of the data consistency was
achieved in comparing the 20 min individual wind vec­
tors measured by the two sensors on each buoy. Figure
2 is an example of scatter plots comparing speed and
direction of the two sensors on buoy 10, and shows
a good correlation between the measurements (about.
500 data points are reported). Results for the whole

buoy network are given respectively in Tables 2 and
3 for speed and direction. These tables give, for each
buoy, the number of data, mean value and standard
deviation (std) of differences between up and low sen­
sor data, the correlation coefficient (cor) and the slope
(a) and intercept (b) parameters of the regression lines
Low= a* Up+ b.

LOW (m/s)
20.1 SPEED

LOW (deg.)

15.--l

360.1 DIR/4' 270.--l

180.,

90.

0.

Figure 2: Comparison of wind measurements
from the two sensors on buoy 10.

buoy n mean std cor a b
ms-1 ms-1 % ms-1

I 370 0.28 0.22 99.7 0.971 -0.05
2 1746 -0.71 0.73 98.6 1.117 -0.35
3 1801 0.43 0.39 99.6 0.947 0.11
6 408 0.71 0.54 99.8 0.889 0.21
7 2315 -0.32 0.55 99.1 1.020 0.11
10 615 -0.29 0.21 99.9 1.034 0.00

Table 2: Statistics on differences between up and
low sensor wind speed measurements, correla­
tion and regression coefficients Viow = a* Vup+b.

For speed, the mean values of differences are gen­
erally less than 0.5 ms-1, with the exception of buoys
2 and 6. Correlation coefficients are higher than 0.98.
The slope coefficients, a, are close to unity, varying
from 0.889 for buoy 6, to 1.112 for buoy 2, indicating
some significant trend (about 12%) between the two
sensors on these buoys. In fact, further buoy to buoy
comparisons show that for these two buoys the low sen­
sor measurements lead to best agreements.

For direction, the mean values of up-low differences
are less than 5 ',with the except.ion of buoy 7 for which
a mean difference of 25° is observed. When comparing
to other buoys it appears that both sensors of buoy 7
are biased in direct.ion: about 12° to be substracted
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from the low direction and 12° to be added to the up
one. The correlation coefficients are higher than 0.99
and the slope coefficients are very close to unity.

The above sensor comparisons can be summarized
as follows: direction measurements from both sensors
can be used indifferently with the exception of buoy 7
for which corrections have to be applied; for speed, it
may be better to use data from low sensor on buoys
2 and 6 (or to correct the up measurement with the a
and b coefficients given in Table 2); for buoys 1,3,7,and
10, both sensors can be used indifferently for speed.

buoy
0

cor
%

n mean
0

std a b

2
3
6
7
10

370
1746
1801
408
2315
615

-3.4
3.9
-4.2
-3.9
-25.0
-4.7

2.4
3.1
3.4
2.6
7.1
7.5

99.9
99.9
99.9
99.9
99.5
99.2

1.003
0.982
1.004
1.017
0.998
0.995

2.7
0.3
3.2
-0.2
2.5.3
6.0

Table 3: Statistics on differences between up and
low sensor wind direction.

Duoy to buoy comparisons. Buoy to buoy com­
parisons were then performed to test the homogeneity
of wind measurements over the net.work.

buoy std

The separation distance between two neighbouring
buoys is of the order of 100 km and the network spread
over 500 km so that, for measurement comparisons,
the data have to be averaged over a time period long
enough to filter the geophysical wind fluctuations in the
involved spatial range [5]. Even when averaged over
one month, for instance, winds from 500 km separated
locations in the Norwegian Sea may differ significantly
[6]. In order to shorten the spatial scale range and to
increase the averaging time as much as possible, com­
parisons were achieved for pairs of neighbouring buoys
only. Results of these comparisons, for selected sensors,
are shown in Table 4, giving, for each pair of buoys, the
averaging time length, mean value and standard devi­
ation of wind speed and direction over the concerned
time period. The common data time periods range
from 8 days (buoys 1-2) to 40 days (buoys 7-10). Stan­
dard deviations within each pair are very close, indicat­
ing that the noise of measurement is roughly the same
from one buoy to another. The differences between the
mean values within each pair are less than 0.6 ms-1
for the four first pairs. The last two pairs show larger
differences and it can be observed than buoy 7 gives the
highest mean values, yet less than 1 ms-1, for the two
pairs. For direction measurements (two last columns
of Table 4), the differences between the mean values
within each pair are less than 6° with the exception of
buoy 7 for which biases about 12° and 9° are observed
relatively to buoys 6 and 10. As for the speed, values
of standard deviations within each pair are very close,
indicating that the noise of measurement is roughly the
same from one buoy to another.

Absolute accuracy. It is not easy to check the
absolute accuracy of buoy wind speed data, neverthe­
less some comparisons were achieved with the Norwe­
gian Meteorological lnstitut (DNMI) numerical weather
model. An example of such a comparison is shown on

averaging
time (day)

mean
(ms-1)

mean

1 up
2 low

2 low
3 low

3 low
4 low

4 low
G low

G low
7 up

7 up
10 up

8.08
8.08

ir.ao
ir.se

19.62
19.62

15.19
15.19

17.93
17.93

40.12
40.12

9.05
9.30

10.06
9.46

9.21
9.80

9.00
8.58

9.40
10.33

10.:n
9.48

2.99
3.29

236.8
234.6

3.81
3.89

248.4 72.8
248.2 78.4

3.62
3.62

254.l
259.3

3.56
3.59

267.G
271.7

4.40
3.92

267.9
255.6

a.G2
3.72

251.1
2G0.5

Table 4: Long term comparison of wind speed
(m.5-1) and direction (0) for pairs of buoys.

54.0
53.3

SPEED (rn/s)

76.7
72.5
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Figure :3: 10 day comparison of buoy (full line)
and DNMI model (circles) wind speed.

Figure 3, where are reported the 10 m neutral 20 min
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averaged wind speed from buoy 3 (full line) and the
closest (separation distance less than 25 km) DNMI
grid point wind data (circles). The correlation between
the two data sets is very good but it is rather surpris­
ing that, for high winds, model data are equal to or
even slightly larger than buoy data: one would expect
the opposit because of some smoothing introduced, in
both time and space, by the model. Results obtained
from comparisons between ERS-1 altimeter wind data,
Tobis buoy data and french meteorological wind model
[7], also seem to indicate some underestimation of buoy
wind speed measurements, at high speed. Neverthe­
less the nrt data set is not large enough to conclude
but this will have to be investigated using the onboard
stored data (2 min averaged wind vector and hourly
wave spectra). It might be particularly interesting to
analyze the 2 min wind signal for some storm events
encountered during RENE-91 and for which significant
wave height larger than 10 m were measured (signifi­
cant number of individual wave heights between 15 m
and 20 m), in comparison of the 3.5 m height of the
buoy anemometers above sea level.

WAVE DATA

Data return. The wavebuoy data acquisition and
data return (near real time Argos transmitted data)
are described in Table 5. Buoy 4 returned no data, the

buoy start end duration data
day return %

1 91/09/16 91/12/07 82.4 96.5
2 91/09/17 92/01/02 107.2 92.0
3 91/09/17 92/01/13 118.5 70.3
4 no data
5 91/09/16 91/11/17 62.5 97.0
6 91/09/16 91/11/17 62.9 94.6
7 91/09/16 92/02/09 I46.9 95.4
8 91/09/16 91/11/30 75.5 71.7
9 91/09/16 91/12/13 88.0 90.3
10 91/09/16 91/11/17 62.9 95.4

Table 5: Wave buoy data return.

wave sensor being damaged during the mooring. The
lowest data return is observed for buoy 8, the main
part of missing data occuring after october 29th, 1991.
Buoy 7 returned the longest data set, 95.4% of about
147 days. The following comments will be useful for
potential users of nrt wave data set: buoy 1 was drift­
ing during operation; buoy 2 was also drifting after
1991/12/19; buoy 6 wave data become very noisy after
1991/11/15 0000 UT and also for buoy 10wave data af­
ter 1991/11/09 1200UT, these data set were discarded
for the following statistical analysis.

Consistency of swh measurements over the
buoy network. As for the wind, in order to filter
spatial fluctuations of swh, long term averages were
performed for buoy to buoy comparison. An example
of such a procedure is given on Figure 4, comparing
swh data from buoys 9 and 10. A "mean" value of
swh (lower graph) and the associated standard devi­
ation (upper graph) are computed over time intervals
of increasing width, here from 34 min to 56 days. The
"mean" swh is estimated in term of energy as the root
mean square of the swh time serie.

std (m)
3.

I
.J

·-~

averaging time(day)
20. 30. 40, so.

mean(m)
s.

10.0 20.0 30.0 40.0 50.0 60.0

Figure 4: Comparison of wavemeasurements on
buoys 9 (full line) and 10 (dashed line).

Assuming that long term averaging filters the spa­
tial variability of sea state, the curves obtained for
buoys at different locations must converge if the sensors
performed identically. On the given example, the dif­
ference between the two buoy swh is about 1 m at the
beginning and then decreases to a few centimeters after
some days of averaging. Large variations observed on
the curves, as for instance about 32 days, correspond
to particular meteorological events, here for instance
to a storm occuring on october 181h, during which the
swh reached values higher than 12m. After 50 days, a
sharp divergence of the buoy 10curves is observed, cor­
responding to measurement problems encountered on
this buoy after 1991/11/09 1200 UT and, as already
mentionned. these data have to be discarded.

The buoy:'were then compared two by two. Results
of these comparisons are shown in Table 6, indicating,
for each pair of buoys, the length of the averaged data
set (in day) and the computed mean value and stan-
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<lard deviation of swh. The maximum of differences
between mean values of swh occurs for the couple of
buoys (7,8) and is equal to 0.22 m. The values of long­
term standard deviation are very close within each pair
of buoys (differences less than 0.1 m) showing that the
noise is very similar from one buoy to the next one.

buoy averaging mean std
time (day) (m) (m)

1 72.50 3.88 1.80
2 72.50 4.07 1.83

2 67.25 4.32 2.06
3 67.25 4.42 2.13

3 49.50 4.07 2.06
5 49.50 4.01 2.05

5 55.87 4.05 1.98
6 55.87 3.89 1.98

6 55.50 3.90 1.99
7 55.50 3.83 1.93

7 53.12 3.98 1.95
8 53.12 3.76 1.86

8 51.25 3.66 1.76
9 51.25 3.51 1.75

9 50.25 3.23 1.69
10 50.25 3.21 1.63

Table G: Long term comparison of swh measure­
ments from pairs of TO BIS buoys.

The above values of mean and standard deviation
cannot be compared from one pair to another because
the data time periods are not similar for the whole
pairs of buoys, involving consequently different. mete­
orological events. This was then avoided in selecting
t.he common data set tot.he whole network and in com­
puting the mean value and standard deviations of swh
for t.his data set. Results for the 9 operating buoys
arc given in Table 7: the swh mean values are within
a short range, 3.17 111 to 3.66 m, and so for standard
deviations, between 1.62m and 1.95 111. These results,
over more than 32 days, arc coherent. and might rellcct.,
at. the present st.ate of analysis, small biases bet.ween
buoys as well as spatial fluctuations of sea stat.e over
the network: it can be observed that the mean value
of swh homogeneously increases from buoy 1 to buoy

5 and then homogeneously decreases toward the east,
from buoy 5 to buoy 10.

The above results indicate that the swh measure­
ments are of good and homogeneous quality over the
buoy network and that no serious general anomaly was
detected on this data set. The absolute accuracy of the
data cannot be tested, though the Datawell Waverider
technology is well known, nevertheless a rough order
of magnitude can be obtained through comparisons to
wave model analysis.

buoy averaging
time (day)

mean
(m)

std
(m)

1 32.125 3.17 1.63
2 32.125 3.36 1.62
3 32.125 3.59 1.85
5 32.125 3.66 1.95
6 32.125 3.51 1.95
7 32.125 3.48 1.87
8 32.125 3.35 1.82
9 32.125 3.34 1.90
10 32.125 3.30 1.82

Table 7: Long term comparison of TO BIS buoy
swh measurements, for the common data set
over the network.

Comparison to wave model. The Norwegian
Meteorological Institut (DNMI) wave field analysis (twice
a day) were collected from PCS...SPAN directory on
IIAVTOR in Oceanor. The swh from DNMI and TO­
I3IS buoys were then compared for the period septem­
ber 281h to october 23rd, 1991. Swh time series of Fig­
ure 5 ,comparing swh from buoy 7 and from a neigh­
bouring model grid point, indicate a rather good agree­
ment, particularly during the storm on october 181h.
This storm was a short and intense event since, at buoy
7, swh increased from 4 m, on october 17th at 0500UT,
to a maximum value of 12.7m, on the 13th at 0800UT,
and then decreased back to 4 m, on the 19th at 2100
UT. The maximum value of swh given by the DN.l\11
model is 9.3 m, on october l81h at 1200UT. It is lower
than the measured value but might be because, during
this storm, the swh increase was very steep and too
fast t.o be correctly modelled. Nevertheless, the agree­
ment between the model and the measurement is very
good during the decreasing period over the next 48 h
following the maximum.

Statistical comparisons on 40 data points (20 days),
including the above storm, give the following result:
t.he mean value of differences between TOI3IS buoy 2
and DN~11 swh is 0.32 m, with a standard deviation of
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Figure 5: Comparison of buoy 7 wave measure­
ments and DNMI model wave data.

1.18 m. For buoy 7, these values are respectively 0.45
m and 1.36 m.

CONCLUSION

Due to internal processing problems with the TO­
BIS wind buoy measurements, the wind data set was
not as large as expected. Sensor comparisons on a
same buoy and long term buoy to buoy comparisons
show consistency of wind data over the network. Mean
values of differences between two anemometer 20 min
wind averages, on a same buoy, areless than about 0.7
ms-1 for speed and 5° for direction, with the excep­
tion of one buoy for which a 25° bias was observed.
Buoy to buoy comparisons show differences less than 1
ms-1 and 6° (exceptionnaly 12° for the same buoy as
above). The proposed linear corrections can be used to
improve the homogeneity over the network. Neverthe­
less, as shown through meteorological wind model com­
parisons, the absolute accuracy of the buoy wind mea­
surements is still questionnable, particularly for high
wind and sea state conditions. This point has to be
tested, using the onboard stored data (2 min averaged
wind vector and hourly wave spectra).

For wave data, the near real time transmitted wave
height measurements from the TOBIS buoys are of
good and homogeneous quality over the network. Though
the data return varies from one buoy to another, long
term buoy to buoy comparisons show that swh mea­
surements are accurate, differences between two neigh-

bouring buoy swh being less than 0.22 m. The mea­
surement noise level is also very homogeneous, differ­
ences between standard deviations, from one buoy to
the next one, being less than 0.10 m. The above wave
analysis will be completed using onboard data (hourly
rate and no ARGOS gaps) and also testing onboard
computed wave spectra. Nevertheless, at present, the
near real time wave data set can be used as a refer­
ence for validation of the ERS-1 altimeter swh mea­
surements.
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In-Situ measurements of two-dimensionalwave spectra were conducted for the estimation of the 'sea truth' during ERS-1
SAR missions by 'GKSS Research Centre' in cooperation with 'Bundesamt fUrSeeschiffahrt und Hydrographie (BSH)' and
'the NorwegianMeteorologicalInstitute (DNMI)'. In parallel to 6 imaging SARmissions of ERS-1 in the second half of No­
vember 91 onboard the research vessel GAUSS (BSH) radar image spectra could be sampled at the position: 64° 30'N;
7° 42'E (TlO). During the 30 minutes sampling and averagingperiod of buoy measurementsthe image spectra were sampled
and averaged as well. For the transfer of the radar image spectra to wave energy spectra the measurements from the buoy
were used for calibration.

1. Introduction

The Wave Monitoring Radar (WMR) that was mounted dur­
ing the ERS-1CAIJVAL campaignonboardGauss was an ex­
perimental version of the 'GKSS WMR' system. The system
contains a standardnavigationradar with an extra memory for
the radar signal storage and a PC for the wave field analysis
[l ]. In addition to the WMR a directionalwaveriderwas used
to detect the absolutescalingof the wave fieldparameters.The
buoy data were used to estimate the transferfunction for each
singlemeasurcmenLThus the 'sea truth' of the two dimension­
al wave-spectra was composed by the buoy and the radar re­
sults. Due to sampling variability in the wave field in time and
space a comparison between time sampling and imaging sys­
tems is always a problem. Therefore the radar samples were
taken every 6 to 7 minutes and the spectra were smoothed by
averaging over the same time period that was taken for the
buoy spectra.

In figure 1 four wave field parameters measured by the buoy
arc given as time series. The plotted period is that time R.V.
Gauss was close to position TlO. The arrowsmark these time
instants when ERS-1 SAR missions were flown. This plot
shows that the sea state was much more complicated in the
first week compared to the second week. The directional
spread is higher than 45° for the first three SAR missions,
which is a clear hint that the wave field was dominated by
multimodal scastates during this period. This situation was
caused by different swell systems coming from changing di­
rections, their energieswere within the same order of quantity.
During the second week the wave field had a more stationary
behaviour with mean directions mainly from SW. The buoy
derived low spread values and the sharplypeaked radar image
spectra indicate a structure in the wave field which is dominat­
ed by a unimodalwindseaenergypeak.

2. The Instruments

The Wave Monitoring Radar (WMR) is constructed to detect
long waves (in the range between 30 m to 600 m). The most
important technical details of the navigation radar that was
mounted onboard the R.V. GAUSS for wave detection are
given in table I.

Ilhltl: The radar systemparameters
Frequency: 9.4 GHz
PRF: 2.0kHz
Antenna type:
Antennarotation:
Polarisation:
Pulse length:
Rangeresolution:
Azimuthalres.:

2.4 m slottedwave guide
2.7 sec
HH
70 nscc at 3 nm
10.5m
10.0mat 0.75 nm

While the range resolution is constant over the full image the
azimuthal resolution is a function of the distance. But within
the scanned area (1400 m x 1400 m) the mean spatial
resolutionhas the sameorder of quantity in range and azimuth.
The radar image is stored in an internal memory on a cartcsian
grid (RASTER).For each rotation of the antenna (2.7 sec) the
information of 5400 radial radar scannings (equidistant in
azimuth} arc transformed from range and azimuth to a
cartcsian grid with a 5 m x 5 m resolution. For the purpose of
wave detection the digital informationof 32 antenna rotations
is written into an extra memory. It is described in [1] and [2]
how the wave information is extracted from a time series of
scatterfieldsof successive antennarotations.

The sensors of the 'directional wavcridcr' (produced by
Datawell bv) arc housed in a small spherical buoy of 90 cm di­
ameter.The buoy is moored to response linearly on the orbital
motions of the wave field in the wave-length range between
L = 600 m to L = 6 m in deep water. For the detection of the
wave direction parameter the vertical and horizontal motions
of the buoy together with the buoys orientation are measured
and analysed.The spectral estimates of the wave energy F(f),
the wave propagationdirection 0(f) and the directional spread
s(f) arc calculated by cross spectral analysis following the
method introducedby LonguetHigginsct al. [3]. As 8 time se­
ries over 200 sec with 256 samples each have been used for
the analysis, each spectral value has 16 degrees of freedom.
For the 70% confidence interval we thus get:
Pr(0.75<1<1.4}=70%. The spectra are stored up to a
frequency of 0.6 Hz, which is well apart from the Nyquist
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Figure 1: Time series of integrated parameters derived from
the measurement of the "DirectionalWaverider".
The definition of the parameters are given in the
text.The arrowsmark the ERS-1 SAR missions.

limit at 1.28 Hz. The spectral densities are given over 0.005
Hz intervalsbetween0.025 Hz and 0.11 Hz and in 0.01 H1.in­
tervals for the rest. As long as the ship was not further than 10
nm from the buoy the transmissionof the data was done by a
normal telemetry at 29 MHz. An additional data link via a sat­
ellite (ARGOS) was used during the time with no ship in re­
ceiving range.

The wave parameters given as time series in figure I have
been calculated from the followingspectralparameters:

mi= f F(f) fidf

c0 = f F(f) cos9( f}lf

s0 = JF(f) sin9(f}lf

The definition for the wave field parameters arc:
Hs = 4~ , for the significant wave height;

Tz = ~m0 Imi for the zero crossing period;

a= arctg(SoICo) for the mean wave direction and

s=.J2~t-~s~ +c~ /mo for the directional spread.

3. The Image Transfer Function

If l(kx·~) is the two-dimensional result of the radar
measurement and l<'(kx·~) is the wave energy spectrum in
wave number domain. than the image transfcrfunction (see:
(2)) may be definedby:

(1) F(kx.ky>= T-1(~,ky ,u ,...) l(kx·~).

As in the scope of this paper for each measurement an extra
transferfunctionis evaluated by the use of the buoy data, the
functional dependency of T from the wind u and other geo­
physical parameters is of minor interest.The dependencyof T
from the relative view direction of the antenna to the wave
direction is minimized by merging the results from an upwind
and a crosswind window with 90° each. Therefore we write
the image transferfunctionas a functionof the modulusof Lite
wave number alone: T = T(lkl). The one-dimensional wave
energy spectrum as it is measured by the buoy is thus combi­
ned with the imagespectrumby

27t
(2) E(ro)={k dk/dro} J T-1(k)I(kx,ky)d8

0

The transformationof wave energy from the wave number do­
main to the one-dimensional frequency domain is conducted
by the Jacobian: (k dk/dro}. In (2) the wave number k is a
functionof eo,as givenby the dispersionrelationship for ocean
waves. We approximate the transferfunction by: T(k(co)) =
A-1kP where A is a scaling factor tha; is deduced from the
buoy spectra. One possible way to estimate a good value for
the exponent p is to fit the spectral shape of the one-dimen­
sional radar spectrumby evaluating:MIN [Tzbuoy - Tzradarl
iteratively.
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Figure2: Example for the evaluation of the image transfer.

function. The quotient 36/kl.Swas fitted as given
in the text. The radar spectrum is calculatedout of
one sample taken during 84 seconds at 21:12 UTC
on 25 November1991.

1111.: estimated values for A and ~ were used for the estimation
of the wave energy in the wavenumber domain by using the
followingformula:

(3) E(kx ·~)=A k~ I(kx ·~ ).

Figure 2 is a comparisonof the one dimensionalradar spectra
with the buoy spectrawith and without the transferfunctionap­
plied. Figure 2.a) gives the result if in the integral of equation
(2) the transferfunction is assumed to be: T = 1/A. In figure
2.b) the result is given for a transferfunction:T = 1/A kl.5,
where ~ = 1.5 has been fitted for the given example.The
calibration constant A is given with 35.77 m2/Hz for figure
2.a) as well as for figure 2.b).

4. The smoothing procedure

For the wave analysis 32 images of consecutive antenna
rotations are used (see: [1]).The total radar observation time is
84 seconds.The wave energy contents within the analysed ar­
ea (1200m x 600 m) is only slowly varying during the full
sampling period. Therefore the parameters of each image tak­
en during one rotation are not independent from these of other
rotations.One radar image spectrumwhich is composedby the
informationof 32 consecutive images representsjust one reali­
sation of the wave field of interest. Therefore the number of
degrees of freedomwithin a wave number interval is not more
than 2.

The natural variations in the wave field parameters within a
few minutes are quite big. Figure 3 shows two dimensional
image spectra from four different realisations, whichwere tak­
en in 7 minutes times steps intervals. Each image spectrumof
this example shows different results in it's total structure as
well as in the peak period and the peak direction.The direction
of the energypeak changes between210° to 260° and the cor­
responding lengths change between 260m to 310 m. The
dircctionul spread al the peak measured by the buoy at this
time is 30°. The peak frequency of the buoy spectra lies at
0.072 Hz corresponding Loa peak wavelength of 300 m. As
the variabilitybetween these image spectra is due to the varia­
bility in the wave field spectra the image spectra have been
smoothedby averagingduring half an hour as it wasdone with
the buoy spectra.

The spectra shown in figures 4a Lo4f arc smoothed over that
period of time that is given as start and end Limein the picture.
For most of the given results at least 6 independent samples
could be used for smoothing. The significance of the energy
values is thereforegiven by 12degrees of freedom.

S. Results

The results of the sea state measurements, which have been
evaluated for the 6 ERS-1 SAR missions of interest, arc
plotted in the figures4a Lo4f. The energy structure in the two­
dimensional wavenumber domain may be classified into two
main groupsof sea stale.

The first group is classified by a complicated multimodal
structure.The three SAR missions taken on the 19th. 20th an<l
22nd of November were sampled during situations, which
count to the first group. The local windsea forced by less than
10m/sec was shorter than 90 m during these measurements.
The parameters deduced from the buoy spectra give 11 general
wave situation, that is swell dominated with significant wave
heights of less than 2m. The temporal changes in the buoy
derived mean direction (Iig.Lc.) and the high values in the
directional spread (fig.1.d.) are clear indications for mullimod­
al structures in the wave field.These multimodal structuresarc
inherent in the averaged radar derived wavenumber spectra as
well. At least three energy peaks with high significance are
clearly determined with 12 degrees of freedom within each
wavenumber interval, have been detected during this period.
One swell system coming from 245°, is detected during each
of the first four SAR missions. The wavelengths of this swell
packagechange from longer than 250 m (on the 19thand 20th)
down to 200m on the 22nd. Rests of this swe11are still
detectedon the 23rd of Novemberwith 200 m. A second swell
package is detected coming from 20°with waves longer than
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Figure 3: Four radar image wave spectra taken between21:05 and 21:24 UTC on the 28 November 1991. Isolines are given for
wave image power in 0.1 relative units. The circles mark 50 m to 300 m wave length with 50 m increments.North is
pointingupwards. Directionsare given in the "comingfrom"convention.

300m on the 19th and 20th.This systemis still detectedon the
22nd with waves of 150m length. A third package that was
detected on the 19th as coming from north with a peak wave
length of 100mis very weak on the 20th and totally vanished
until the 22nd. Additional swell with Jess significancewas de­
tected during this period, coming from the NW window with
changinglengths and directions.

The second group, that has been sampledon the 23rd, the 25th
and the 28th of November, has a more unimodal energy
structure.The situationduring these SARmissions is wind sea
dominated with a very stable sea direction. The buoy derived
mean direction underline the stationary wave field condition.
The values of the directional spread are Jess than 35° (sec
fig 1d) which is an additional hint for the unimodalityof the
sea state. The radar derived results from the 25th and the 28th
are sharply peaked as well indicating a dominating wind sea

system. The example discussed in chapter 4 demonstrates the
effect of the smoothing procedure. In each single realization
given in fig. 3 a multi-peakedenergy structure is clearly inher­
ent. This variability is smoothed as a result of the averaging
process (see fig. 4 f). The very sharply peaked energy is
caused by wind waves coming from 250° with a length of
280m. But the result from that samplewhich has been taken at
21:11 closest to the ERS-1SARmission (21:10) showsthe en­
ergy peak near to 400 m coming from 270°. This indicates a
swell system produced by a storm in the North East Atlantic.
The spectra from the other samples are dominatedby the wind
sea. Thus the significancyof the wind sea peak is much higher
in the averagedresult than the one of the swell. In [4] a com­
parison between these WMR results, the ERS-1 SAR spectra
and spectra from a numericalwavemodel are discussed.
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Figure 4: "Sea Truth" taken at the time of the 6 ERS-1 SAR missions in the period between November 19, 1991 until November
28, 1991. The wave energy spectra were calculated from the radar image spectra and the buoy spectra as given in the
text The energies were smoothed over six spectra each. The thick isolines gives the 103m4/rad and I04m4/rad level.
Isolines are incrementedby 0.1*energy at peak. Start and Stop time of the measurements are given in the upper left
comer.

6. Conclusions

The complete description of local sea state is given by the sta­
tistical expectationvalue of the two-dimensionalspectrum.An
instrument is alwayshamperedby the finite numberof collect­
ed samples so that the expectationvalue is reproducedwithin a
certain statistical significance.The results from the directional
wave rider are given with 16 degrees of freedom for each fre­
quency interval.The significanceof the results providedby the
WMR is founded on 12 degrees of freedom for each ERS-1
SAR mission, as we averaged 6 radar image spectra to get a
good estimate for the expectationvalue of the two-dimensional
spectrum. Specially for the discussion of the wave imaging
during multimodal sea states by SAR it is important to have
'sea truth' estimates with high significance to underline the
complicated structures in the wave field. Such a multimodal
situation is found for the first three discussed ERS-1 SAR
missions. For the other three missions a one peak dominated
sea state structurewas detectedby theWMR.
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ABSTRACT

In the dedicated Haltenbanken experiments (RENE91) the
Netherlands participated with two systems, an airborne radar
SAR system called PHARS and a groundbased shipsborne
radar system called SHIRA. Both systems are imaging radar
systems. In RENE91 these systems are primarily used to mea­
sure two dimensional (2D) wave number spectra simultane­
ously with the ERS-1 overpasses. The experiments were per­
formed in the last two weeks of November 1991. The SHIRA
system was mounted together with the German shipsborne
radar system (owned by the GKSS) on the German research
vessel the Gauss. The Gauss deployed two wave directional
buoys in the Haltenbanken area and gathered meteorological
and other oceanographical data. During RENE91 the PHARS
SAR system performed underfiights at two reference points
along the track of the ERS-1. At each reference point, two
2D wave number spectra were recorded, in a direction parallel
and perpendicular to the ERS-1 track. One of the reference
points was chosen in the test area of the Gauss. During the ex­
periments the ERS-1 was in full imaging mode. This paper is
about the main properties of the ERS-1, PHARS and SHIRA
and the simultaneously spectra measured by the systems. A
first comparison of the spectra will also be made. In this pa­
per all the spectra shown are orientated in the geometric North
position and plotted on the same wavenumber scale.

Keywords: Wave spectra, ERS-1, RENE91, Airborne SAR
systems, PHARS, Shipborne systems, SHIRA.

INTRODUCTION

In response to the ESA Announcement of Opportunity in
1986 the Netherlands proposed to participate in the calibration
and validation campaign of the ERS-1. In 1987 the proposal
was approved by ESA under the name OA-NL6. Originally it
was proposed to validate and calibrate wave-directional spec­
tra of the ERS-1 only with SHIRA. SHIRA is a groundbased
imaging radar system and designed to measure on-line two­
dimensional wavenumber spectra. The system became opera­
tional in 1988. We discuss the system in the next section. In
1986 in the Netherlands plans were made to design and build
an airborne SAR system with the ERS-1 parameters in mind.
In 1988 the so-called PHARUS (PHased Array Universal Sar)
project was started. This project is carried out in stages. In
the first stage a limited prototype system, called the PHARS
system has been developed. This system made its first suc­
cessful flights in 1991. Shortly before RENE91 it was decided

to also use the PHARS in the experiments. Four underfiights
were planned between 19and 23November 1991. The PHARS
recorded spectra in a direction along track and across track of
the ERS-1 at two reference points. This is necessary since ar­
tifacts in SAR spectra due to range and azimuthal travelling
waves hamper the interpretation of the spectra. We discuss
these phenomena in the next sections.

THE SHIRA SYSTEM

In 1986TNO-FEL started the SHIRA-project. SHIRA is an
acronym for SHips RAdar and is a navigation radar system.
Such a system can monitor waves if the clutter suppression is
switched off. With every rotation of the antenna, a new im­
age of the area surrounding the antenna is produced. SHIRA
monitors an user specified subsection of these images for each
rotation in a digital format on a PC. Repeated monitoring
gives a three-dimensional database. The database contains in­
formation about wave speed and direction (the displacement
of waves per antenna rotation). Applying the dispersion rela­
tionship for ocean waves, these measurements can be linked.
As a result, directional spectra both in frequency and in wave­
number become available. A unique feature of SHIRA is that
unlike space and airborne imaging radar systems SHIRA is ca­
pable to deliver on-line omnidirectional wavenumber spectra.

Figure 1: SHIRA mounted on the Gauss during RENE91

Figure 1 shows a picture of the Gauss on which SHIRA was
mounted during RENE91. The SHIRA antenna was mounted,
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approximately 16m above sea level, on a frame at starboard
side of the ship (:figure 1, the white antenna). The Gauss was
on location between 18 and 30 November 1991. The location
was a dedicated area in the Norwegian Sea between T9 and
TlO. Figure 2 shows a map of the test area.

SHIRA performed a great number of measurements during
overpasses of the ERS-1 and airborne systems. An example of
a 2 dimensional spectrum is shown in :figure 7c. Table 1 gives
the properties of the system.
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Figure 2: Location of the :fieldcampaign: RENE91

THE PHARS SYSTEM

During the RENE91 campaign the PHARS was mounted
under a Swaeringen Metro 11 aircraft. The Metro II is a twin
engine laboratory plane, owned by NLR (National Aerospace
Laboratory). The PHARS uses the same (microwave) fre­
quency and polarization as the ERS-1 SAR. Figure 3 shows
a picture of the aircraft with the PHARS mounted under­
neath it. The flight attitude can be up to 6000m but from
the viewpoint of sensitivity (due the limited peak power) a
flight attitude of 4000m was chosen. The flight speed was
lOOm/sec. In RENE91 four flights on 19, 20, 22, 23 November
1991 were proposed in the dedicated Haltenbanken area con­
current the overpass of the ERS-1. The flights on 19, 20, 22
November 1991were performed, but due a hardware failure of
the PHARS system, no data could be obtained on 23 Novem­
ber. In total :fiveimages per day were collected, two images
at reference points TlO (figure 2), two images at Tll and one
image between TlO and Tll. In both reference points the im­
ages were obtained in a direction parallel and perpendicular
to the ERS-1 flight direction. The measurements and aircraft
motions were recorded and processed off-line. The images are
all geometrically and radiometrically corrected and are also
corrected for artifacts such as multipath reflections on the air­
craft wing and residuals of the antenna pattern. The typical

Figure 3: PHARS SAR patch antenna mounted under a
Swaeringen Metro II aircraft

DATE 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

DAY St Sd Md Td Wd Th Fd St Sd Md Td Wd Th Fd St
ERS-1

* * * * * *ie . -mod
Mer Lin

* * * *RES SAC

Metro
* * *PH ARS

Gauaa
* * * * * * * * * * *SH IRA

Figure 4: Wave measurement calendar of November 1991

image size of PHARS is about 6 km * 6km with pixelsizes of
2.75*2.75m and the resolution of 6*6m. To obtain 2D spectra
from these images, every image was divided in 16identical sub­
sections. Each subsection was transformed to a wave spectrum
by a Fourier transformation. Only reliable wave spectra were
selected and averaged. In this way one spectrum is obtained
for every image. The properties of PHARS and the spectra are
listed in table 1. Two examples of along and across spectra at
TlO are shown in :figure5a,b.

THE ERS-1 AMI-IMAGE MODE

Most of the time during RENE91 the ERS-1 was switched
to the AMI wind/wave mode. In this mode only low-resolution
wave spectra can be observed with a low coverage rate. How­
ever for six days (figure 4) in which wave measurements were
planned, ESA decided to switch the ERS-1 to full imaging
mode. In flight direction a strip of three images (size 300 by
100 km) were recorded. Figure 2 shows the positions of the
images with the ERS-1 in ascending mode. These 18 images
are available as Fast Delivery Products for the members of the
geophysical calibration and validation teams. The procedure
to obtain 2D spectra was similarly that for the PHARS, ex­
cept that now all wave spectra could be used. Table 1 gives
the wave characteristics of these spectra. Figure 6 shows an
example of a 2D spectrum.
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Figure 5: 2D wave number spectra of the PHARS. Fig.Sa.
shows range travelling waves, fig. 5b shows azimuthal travel­
ling waves. Date 19 Nov. 1991,position TlO.
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Figure 6: 2D wave number spectra of the ERS-1. Date 23
Nov. 1991.

ERS· l --, rtii\JL1S ------·- l$HIRA
I -- --·-- --- - .

I

Freq s 2 s . 2 10 t..:H:
Pol vv vv HH
inc angle 23 so S9 1.i•f.
h/v 110 40 ..

image size 100 • 100 6 • 6 1.2•1.2 km
pixel size 20 • 16 2.7S•2.7S 10 • 10 m
resolution 30 • 30 6 • 6 15 • 15 rad/km
looks 3 12 ..

Wave characteristics

lenght 40 . 2560 22 . 1400 20 . 1200 .,
direction 0 . 180 0 • 180 0 . 360 deg
nwn. of •vtr. 16 6 • 14 l
re1olution 2.S 4. 5 s 2 rad/km

Table 1: Properties of the ERS-1, PHARS and SHIRA in
RENE91

DISCUSSION OF THE SAR SPECTRA

In SAR images the relatively high resolution in range di­
rection is achieved by using the doppler frequency shift be­
tween the movingplatform (SAR) and the stationary individ­
ual point scatters. If the point scatters (such as waves) are
moving in the beam artifacts arises. For wavesthese artifacts
can be distinguished in two classes:

• scale (scanning) distortion
• velocity bunching

Scaledistortion arises if wavesor wavecomponents are moving
parallel to the platform direction (azimuth travelling waves).
The so-calleddefocussing(blurred image) increasesifratio be­
tween the wavevelocity and platform velocity increases. This
effectis for the ERS-1SAR systems neglectablebecause of the
relatively high platform speed of 7 km/sec in relation with the
phase velocity of waves. (approx. lOm/sec).
Velocitybunching arises if wavesare movingperpendicular

to the platform direction (range travelling waves). The most
important parameter to describe this artifact is the platform
velocity to sensor-range ratio (R/V, (3]). The distortion in­
creases if this ratio increases. For the ERS-1 SAR R/V =
122sec and for the PHARS R/V = 62 sec which is relatively
high in both cases. Due to this effect a double peak spectrum
can arise. Figure 5 shows this effect in PHARS spectra. In
figure 5a the wavestravelling in range direction (double peak
due velocitybunching) and in figure 5b the wavestravellingin
asimuth direction are shown. Both spectra can be compared,
since these were collected shortly after each other and at the
same position.

VALIDATION OF THE ERS-1 SPECTRA

Figure 4 showsthat the most important days for wavemea­
surements were: 19and 22November1991. For these twodays
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spectra simultaneously measured by ERS-1, PHARS, SHIRA,
RESSAC, and buoys are available. November 19 was a day
with snow showers and no waves were detected in the ERS-1
image spectra. Therefore wave spectra of November 22, 1991
are chosen. Figure 7 shows the 2D-spectra from the ERS-
1, PHARS (with the ERS-1 flight direction}, SHIRA and the
wave buoy. All the spectra were measured nearly simultane­
ously and at the same position.

,fJ1

g221191 K
~.J 6.~ 8.6 HI.I 10'.9 t'0'.1117.2

TTTTTTTTTTTTTI r-r Trr-r-r-r-r 1r. ",l

1 I ;,;~)l .J KI

"'·f~·----

'1 llli I

"I I'I'r it·.
11 4 '
\j,1

· :··1 I
,\ ,: 1 IA
, , I 1''1

111 I
• ,, I I
'I! I I

I \

I \ (·
j v, v.,
I ', ..

1~'1iT1 1 r' 1•1I1IT10 Tl l'"Tt1i1; ,., ~~'.f"t'f-f'tr-f1'""t,-tt"tj••..•.•...•...•.
\) I I I _., 'ii i} ~() I hJ

::111

I'••',

i)ll

W• Ir

Figure 7: Simultaniously measured 2D wave number spectra
from: (a) ERS-1, (b) PHARS, (c}SHIRA, (d)Wave buoy. Date
22 Nov. 1991.

As a first guess the direction and wavelength of the two
highest peaks in each spectrum were estimated. Table 2 shows
these values for 22 November.

From table 2 it is clear that the first (highest) peak of
SHIRA and the wave buoy are comparable. It is also clear
that the (first) peaks in these spectra do compare better with
the second peaks in the PHARS and the ERS-1 spectra. This
applies to nearly all the ERS-1 spectra. The first peak in the
ERS-1 spectra is probably caused by the above mentioned ve­
locity bunching artifact.

In all our ERS-1 spectra no azimuth travelling wavescould
be observed. This is remarkeble because these waves are
present in the PHARS, SHIRA and wave buoy spectra. At
the moment it is not clear what causes this effect.

CONCLUSIONS

The Dutch contribution to the database utilized for the cal­
ibration and validation of the ERS-1 wave products with the
airborne (PHARS) and the shipborne (SHIRA) radar systems
has appeared to be quite valuable. The SHIRA system is a
very reliable instrument and suitable for in-situ measurements
of omnidirectional wave spectra. Especially the sensibility for
developing (with relatively lowwavelength) wavefieldsis good.
The PHARS system givesgood insight in the so-calledvelocity
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.-----··------
Date Hut pult Secondpult
Nov i2 llavo length Wavadlr. Wava length Wavedlr.l 991

(11) (d•1t.) (11) (dar..)
ERS· l 185 92 lSS 52

PHARS 180 40 160 65

SHIRA 170 7l .. ..

\Jave buoy 170 70 .. ..

Table 2: First guess of the wavelengthand direction from the
first and second hcighcst peak in the 1imultanou1lymeasured
spectra from ERS-1, PHARS, SHffiA and wave buoys

bunching mechanism, an artifact in the SAR imaging mecha­
nism. This effect is for the ERS-1 stronger then for PHARS
system.

In most of the investigated ERS-1 images only the range
travelling waveswere imaged. In the spectra of these images
the most dominant peak was caused by velocity bunching and
not by to the waves themselves, which however, do cause the
second highest peak.

A preliminary conclusionia that the sensitivity of the ERS-1
for smallerwavelengths( <100 m) is lowerthan for SHIRAand
the PHARS which is maybe caused by the different incidence
angles for the systems. Thia situation may improve by using
full precision products of the ERS-1.

A first comparison of the investigated ERS-1 wave spectra
with the wave buoys and SHIRA spectra has shown that the
waveperformance parameters satisfy the specifications.
In my point of viewa unique database is availableat ESRIN

for the validation and calibration of the ERS-1waveproducts,
so that also calibrated wavcheight spectra may be obtained.
In order to transform the image spectra to these wave-height
spectra an instrumental transfer function and a model i1 re­
quired. Further invcstiga.;ons arc needed, to achieve this.
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I- INTRODUCTION

The Synthetic Aperture Radar (SAR) of ERS 1 is
providing us with new ocean surface imaging
over a global scale. However, the relationship
between the ocean wave spectra and the SAR
image spectra is still not satisfactorily
determined. The imaging mechanism for a SAR
is the result of a complex interplay of
different mechanisms. Some of them are related
to the properties of the surface (ti It
modulation, hydrodynamic modulation}, and
others are specific to the SAR measurement
technique (image smearing due to orbital
motions, velocity bunching ... ) [ l ]. The latter
modulation plays a key role in the formation of
the image, but introduces distortions of the
image, depending upon the wave direction and
amplitude. The operational use of the image
spectra (through assimilation into wave models
for instance) requires a proper understanding
of the transfer function linking the two­
dimensional sea spectrum to the SAR image.
Comparisons with independent measurements
are therefore necessary in order to improve the
methods which permit to document the two­
dimensional sea spectra from SAR image
spectra.

Airborne radars operating with real aperture,
and therefore insensitive to the distortions
related to the SAR technique, may give access
to the wave field along portions of the satellite
track, with a good spatial coverage. For this
reason, the European Space Agency (ESA) and
French Space Agency (CNES) gave support to a
new project of airborne radar, called "RESSAC"
(Radar pour I'Etude du Spectre des Surfaces
par Analyse Circulaire), which participated to
the RENE 91 validation campaign of ERS I.

11-MEASU REMENI PRINCIPLE AND
DATA PROCESSING

The RESSAC radar system has been described
by Hauser et al.[2). It is based upon the same
principle of measurement as the ROWS (Radar
Ocean Wave Spectrometer) developed at NASA
(3,4 ]: analysis of the reflectivity modulation
due to the tilt of the long waves (wavelength
larger than 30m), observed from low-incidence
angle measurements. RESSAC makes use of the

Frequency Modulated/Continuous Wave
(FM/CW) technique, and operates at the same
frequency as the SAR of ERS 1 (5.35 GHz). The
radar can be mounted on two airplanes, either
the Dornier 228 of DLR (Germany}, or the
Merlin-IV of Meteo-France (France). The
transmitting and receiving antennas are
looking at an angle of 14° from the nadir, and
perform one rotation per minute around a
vertical axis. The 3d8 beam width is ± 6.5° in
elevation and ± 1.7° in azimuth. The nominal
flight altitude of RESSAC is usually chosen as
6000m.

For given azimuthal direction 4> and incidence
angle 0, the radar cross-section o 0 averaged
over a few minutes ("smoothed" o 0) is
dependent principally upon the intensity of
sea waves of wavelengths smaller than a few
meters, which account for most of the mean
square slope. Of course this short-scale
roughness is strongly dependent upon the wind
intensity and (to a lesser extent) the wind
direction.

Assume now that a long wave system
(wavelength A.>30m) is superimposed on those
short waves. Rather than depending on 0, the
reflectivity properties of the surface
resolution cell now depend on the local
incidence angle 0. As a consequence, the cross­
section sensed by the radar will be modulated
by the long waves (tilt modulation). If the
along-track resolution cell is large compared
to the wavelength, then it is clear that the only
waves that can be detected are those which are
perpendicular to the look direction of the
radar, because otherwise their modulation will
be averaged across the antenna beam.

Jackson et al [4] have developed a linear tilt
model of this modulation (see also [2]).
According to this model, it is shown that the
sea surface height spectral density F(K.4>) in
the look direction can be related simply to the
observed modulation spectrum through:

K1 f(K ,-ti)_- ~ /fu f'(ICI ~)
where P(K.4>) is the modulation spectrum of
ao0(x.4>). x being the horizontal distance along
the look direction , and a is a function of 9
depending on the smoothed a0(9) profile. and
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can be determined empirically from each
observed cr0(9) profile.

The processing applied to the Ressac
observations provides us with directional
spectra of the surface waves, for wave lengths
between 50 and 350 m, with a wavenumber
resolution of 4.03 x 10-3 cpm, and for azimuth
direction every 5°, between 0 and 360° (with
respect to North). The effective resolution in
wavelength and direction depends of the
wavelength: for a 100-m wave it is of about 10
m in wavelength, and 14° in azimuth, while for
a 200-m wave, it reaches 35 m and 22°,
respectively. About 5 minutes of data (five
complete rotations of the antenna) are used to
obtain each directional spectrum. This
corresponds to an approximate length of 30 km
along the aircraft trajectory, owing to the
average aircraft speed of 100 m/s. From these
two-dimensional spectra, the non-directional
spectra, and the associated significant wave
height H, are also calculated by integrating
over all the directions (and over all the
wavenumber range for the significant wave
height). Note that this gives a high number of
degrees of freedom for the non-directional
spectra (between 100 and 500, depending of
the wavelength). This gives an accuracy of
about 7% at the 95% confidence interval level,
for a 100-m wavelength. Due to the principle of
measurement, a ± 180° ambiguity remains on
the direction of propagation of the waves. New
improvements in the processing are under
progress in order to remove this ambiguity
(also present for spectra derived from SARs).

III-SUMMARY OF THE OBSERYATIONS

Ressac was mounted on board the Merlin IV
from the 2nd of October to the 81h of December,
with one week off (271h October-3rd November).
During this period, 27 flights were performed
with Ressac on board. From these 27 flights, 24
sets of data have been provided. The data of 3
flights could not be processed (in two cases
because of tape recording problems, and in one
case because of a radar failure). The 24 data
sets are distributed as follows: 18 correspond
to missions of type 3.2 (see the presentation of
the experiment, elsewhere in this document),
which were defined to sample the ERSl-SAR
swath during the ascending track of ERSl on
day 3, 2 correspond to missions of type 1.3
which were defined to sample the ERSl-SAR
swath during the descending track of ERS1 on
day 1, and 4 correspond to missions 1.4 which
were defined to provide observations near or
along the ERS-1 radar altimeter descending
track on day 1. In all cases, Ressac performed

measurements in the vicinity of two of the
directional buoys deployed in the zone (al
point T10 and Tl 1, see the presentation of the
experiment elsewhere in the document). The
type of sea-state encountered over the whole
period is mainly characterized by a moderate
significant wave height (at least near point
TlO): 16 cases with H1 between 2 and 4 m, 6
cases with H, ~ 4 m, 2 cases with H, < 2 m.
Several cases correspond to swell situations
(28 Nov., 17 Oct., 4 Nov., ... ). However, in a
number of cases, there was a complex mixture
of swell and younger sea due to the frequent
passages of atmopsheric perturbations (13
Nov., 20 Nov., 22 Nov, 4 Dec.,... ). In these cases,
we observed most of the time, important spatial
variations of the directional spectra, over
scales of 300 to 400 kilometers along the
aircraft trajectory. This is an important point
with regards to the ERS-1 SAR validation: for
comparisons between Sar-image spectra and
measured wave spectra one must keep in mind
this possible spatial variability of the wave
spectra.

Figure 1 shows the peak period deduced from
the Ressac observations, plotted as a function
of the peak period given by the buoy. The peak
period from Ressac have been obtained by
using the dispersion relation in deep water, in
order to convert spectra expressed in the
wavenumber domain into frequency spectra. At
the time this paper was written, data from the
buoy were available only every 3 hours.
Therefore an interpolation in time has been
applied to the peak period of the buoy data in
order to compare with the Ressac peak periods.
Note also that the frequency spectra of the
buoy were not available at that time (only three
parameters were available: significant wave
height, peak and average period). Therefore no
check could be made of the spectral shape; in
particular it was not possible to check whether
there were several maxima in the frequency
spectra. The results shown in Fig. I indicate
that there is an overall good agreement between
the Ressac and the buoy peak periods, except
for 4 data points where Ressac gives much
higher peak periods. It has been verified that
these data points correspond to cases where
there is an artefact in the Ressac retrieved
wave spectra due to a non eliminated long-wave
modulation in the signal. Although this
artefact is present in all the cases, it could
usually be removed from the spectra because
it is quite distinct from the other frequency
components. Except for the above-mentioned
points, the agreement for the peak period is
quite good, keeping in mind that due the
Fourier analysis of the signal received by
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Ressac the resolution is of 2 s for a peak period
of 14 s (0. 7 s for a peak period of 10 s).
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Figure I: Comparison of the peak period of the
waves, deduced from the Ressac data, and from
the buoy observations. The solid line is the I :1
line

Figure 2 shows the significant wave height
obtained from Ressac, and compared to the
values given by the nearest buoy (TIO or T9).

6
Data from 16 different days
22 passages over a buoy

Fit: y = 1,3625 + 0,3922x R = 0,89
•

.-.. 5s
(,) 4

=Ill
~3
Ill
%: 2

0 2 73 4 5 6
Hs Buoy (m)

Figure 2: Comparison of the significant wave
height deduced from the Ressac data and from
the buoy measurements. The solid line shows
the least-square fit.

Again, it must be mentioned that the buoy data
have been interpolated in time (significant
wave heights available every 3 hours from the
buoy). It is clear from Fig.2 that the scaling
procedure used in the processing of the Ressac
data (parameter a mentioned in section II) is
not completely adequate: there is a systematic
underestimate of the significant wave heights
larger than 3 m and an overestimate for H5

smaller than 2 m. This scaling problem is not
yet understood. However an interesting point to

note is that a linear function relates the Ressac
values to the buoy values, with a high
correlation coefficient. This means that an a
posteriori correction may be applied on the
Ressac significant wave height. In order to go
further in this analysis, it would be necessary
to compare the energy density spectra from the
two types of measurements. This has not been
done, because the spectra from the buoy were
not yet available. However, this type of
analysis on data sets collected during a
previous experiment (SW ADE) indicated that
the energy density levels are underestimated
over the full range of wave frequency (or
wavelength). It is likely (but this has to be
verified in the next future) that for the
RENE91 data set, the spectral shape is also
well reproduced by Ressac, but a normalization
factor is necessary to provide the absolute
level of the energy density spectrum

IV-EXAMPLES OF RESULTS

Since it is not possible to discuss in details all
the results obtained during the campaign, we
have selected three cases of observations: 28
Nov., 22 Nov., 13 Nov .. For each of them, we
show slope spectra of the waves (K2 F(K.c!>)),
averaged over five rotations of the antenna
(nearly 5 minutes of observations}, and plotted
as a function of wavelength, and direction.

On the 281h of November, a fairly homogeneous
swell was observed by Ressac. This case
corresponds to a well-defined swell
propagating from South-West, i.e.
approximatively in a direction perpendicular
to the satellite heading (339° from North). In
this case of range-travelling waves, the non­
linearity and filtering effects of the SAR
imaging mechanisms are the lowest. Figure 3
shows four directional spectra obtained from
Ressac. Figure 3a and 3b correspond to
observations made in the vicinity of buoy TIO
from two different passages separated in time
by about 2 hours, while Fig.3c and 3d
correspond to observations made near buoy Tl 1
also from two different passages separated in
time by about 45 minutes. At TIO as at Tl I,
the directional spectra are quite constant in
time. Also the differences in the spectra
between the two locations arc very small,
although the spectra seem to be slightly
broader in azimuth and in wavelength at TIO.
For these four spectra, the wavelength of the
peak is of about 260m, and the direction of this
peak is from 225° (SW). The significant
waveheight calculated from the Ressac spectra
is also nearly constant (between 3.4 and 3.6
m). Figure 4 shows two examples of 20 image

49



Sl(»?f SP[(TRUM Dote :'~11 f,vm l')Jf,~ r.. l•J~I~:·

Po~1l1on 64 B 7 91 Mu tm ••2'•ad) • 0 :116
SLl)P{ SP{ORUM O<JI• J61 I rrom 21 IJ!.7 To 211811

Po~1t1on 64 2 I 7 97 MA.1 tm•••2 r~). 0 :>63

(a) (b)

·····!······.

. , ··..

SLOPE SPECTRUM Dole 2811 From 19'415 To 1951.lO SLOPESPECTRUM Dote 2811 From 20J215 To 20J928

Position 66.39 7. 12 Maa tm••2/rad) • O36V Positton 66.3!> 7. 17 Mu (m"2Jrad)• 0 333

..·· .. · .. -r·

........,....;~·j~J.\..·······:·
..l. .···.' ... i i

... ~:.:;::·..:... " /

·+·····/·

....:-·····-... (c) (d)

·· ..:

......; ··· .......i . ....··

Fi1ure 3: Polar plots of four directional spectra (expressed as slope spectra) obtained from Ressac
on the 28'" of November. Time and mean position of the measurements are indicated in the figures.
Contours of energy density are plotted every 1.5 dB (first contour= 95% of the peak value). The
circles represent isovalues of wavelength, and are plotted every 50 m from 100 m (outer circle) to
300 m (inner circle). The direction is given by the angle from North (North ii towards the top of the
figures). The solid triangles show the peak in each spectrum.
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Fiiure 4: Image spectra obtained from one of the full SAR images on the 28tJaof November. These
spectra have been calculated from sub-images covering 10x8 km2. Fig.4a is relative to a location
about 130 km North of that of Fig Ja and 3b. Fig.4b is relative to a location about f9 km South of that
of Fig.Jc and 3d. Same representation is used as in Fig.3, except that the circles are for wavelengths
of 100 m (outer circle), 200 and 400 m, the direction is given relative to the satellite heading (339°
from North), and contours are plotted every 3 dB.
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spectra derived from one of the ERS-1 SAR
image recorded on this day: each of these
spectra have been calculated from sub-parts of
the full image (over 10x8 km, i.e. 512 x 512
pixels); Fig.4a corresponds to a position about
150 km North of the location of spectra (3a)
and (3b}, while Fig.4b is relative to a position
about 20 km South to the location of spectra
(3c) and (3d). In both cases the peak of the
spectrum is found in the same direction as
from the Ressac observations, and the peak
wavelength is of the same order of magnitude
(290 m). So in this case of range travelling
waves, the SAR-image provides quite consistent
results.

On the 22nd of November, a wind shift occured
some hours before the wave observations:
according to the observations performed by the
the Norwegian research vessel Hakon Mosby
(research vessel deployed for NORCSEX91 [5] at
point TIO}, wind changed from NW to SW,S
about 10 hours before our measurements, and
was finally SE at the time of our observations.
From measurements performed simultaneously
with the Ressac flight, the airborne
scatterometer "RACS" also indicates SE winds,
with however a change of wind direction near
TI 0 (changing to S -SW) just after the Ressac
measurements. Three examples of directional
spectra obtained from Ressac are shown in
Figure 5 (near Tl 0, near TI I, and at the
Northest edge of our flight). In this case, there
is an important variation in the characteristics
of the 20 spectrum along the flights, and
consequently along the SAR swath, although the
significant wave height does not show
important variations (2.3 to 2.7 m according to
the Ressac measurements): near TIO (Fig. 5a), a
long swell (peak wavelength •• 220 m) from
West-Southwest is present. Some evidence of
shorter waves from SE to SW can also be seen.
Near Tl 1 and at the Northest point (Fig.Sb and
5c, respectively), the direction of the peak has
turned to South-West, and the wavelength of
the peak is shorter (., 170 m). The broad shape
of the spectrum also indicates the presence of
wind-sea from S-SE. Although in this case, the
spatial variability is important, we did not
found an important temporal variation at the
different locations between the observations
performed on the way out and the way back
(separated by two hours maximum).

The 13th of November is also one of the
numerous case where we observed important
spatial variability. In this situation, a low
pressure was located near the experimental
zone. The Hakon Mosby measurements,
measured several wind shifts near TIO: during
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Fi~ure 5: Same as Fig.3, but for directional
spectra obtained at three di// erent locations on
the 22nd of November.
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fj~ure 6: (a.b.c): Same as in Fig.3, but for directional spectra obtained at three different locations
on the 13111 of November. (d),(f): portions of the ERST-SAR images (size of about JOxJO km), and
relative to the same regions as for Fig.6a and 6c, respectively. (e): Peak wavelength retrieved from
the Ressac observations and plotted versus the position in latitude. Two different symbols are used
for the measurements during the way out and the way back.
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the 24 hours preceding the Ressac
measurements, wind turned from SE, to NE,
then to SE, and then to again to NE. The
directional spectra shown for this case in Fig.6
indicate the presence of swell from South-West
near TIO (Fig.6a). This swell coming form
South-West remains probably from the
previous days. At TI I (Fig.6b), there is a
mixture of South-West swell and shorter waves
aligned along the Southeast-Nortwest direction.
North of Tl I (Fig.6c), only waves along the
North-South direction with wavelengths of the
order of I70 m are visible. The examination of
the complete set of results indicates that the
evolution is progressive, with the apparition of
short waves North of TIO, a progressive
decrease and rotation of the dominant
wavelength (see also Fig.6e). Figure 6d and 6f
show parts of the ERS 1-SAR image relative to
the same regions as in Fig.6a, and 6c,
respectively. In Fig.6d, a swell signature is
quite clear on the image, while in Fig.6f the
image seems to show only noise. This change in
the image is probably related to the change in
the characteristics of the directional spectrum
of the waves. Fig.6d is associated with range
travelling waves, while Fig.6f is associated
with nearly azimuth-travelling waves of
shorter wavelength. When the numerical data
corresponding to these images will be
available, it will be possible to study the
progressive change in the SAR image response,
and to relate it to the change of the
characteristics of the wave spectrum as found
from Ressac.

Y-CONCLUSION

A lot of information has been collected by the
airborne radar Ressac during RENE91.
Directional spectra of the surface waves have
been derived along the swath of the ERS 1-SAR.
Direct comparisons of the SAR-derived spectra
with the slope spectra derived from Ressac will
be possible in some cases (well defined
azimuth-travelling waves). However, the
analysis will be much more complicated in a
number of cases where we indentified either
range-travelling waves, or several dominant
directions and wavelengths. The spatial
variation of the wave field seems to be an
important feature to take into account in the
SAR analysis. A combination of wave-model
and in situ wave observations could be helpful
to make further progress in the SAR analysis.

Work is also under progress in order to derive
from the Ressac data, parameters relative to the
short waves (wavelength between some tens of
centimeters to some meters). This is done by

combining the analysis of the cr0 behavior as a
function of incidence (in the 7-21° range of
incidence angles) and azimuth angle, together
with a physical model describing the
interaction of the electromagnetic waves with
the surface. In particular this study should
provide us with information on the spectral
shape and of azimuthal spread of the short
waves. This information could in turn be used
to improve our knowledge of the SAR
modulation transfer function.
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Data Collection or Data Management ?

(A Behind the Scenes look at the RENE '91 Campaign)

ByAnne V. Edward,serco SpaceLtd.,
EarthnetSupport Contract,ESAIESRIN, Frascati, Italy.

AbstCBct
Data collection or data management ? Many
campaigns implement the former, in the ERS-1
GeophysicalCampaign(RENE '91) we undertookthe
latter: an active policy of data management. The
overwhelming success of this campaign was made
possible through our ability to access consistent,
validated datasets with which to begin our analysis in
near real-time. Thisallowed immediatefeedbackinto
the validation of the wind and wave products from
ERS-1. As such the success of the campaign was a
result of sound data management,and it is from here
that I believe wecan learn for the future.

1. Introduction

The aim of this paper is to review the philosophy
adopted in the management of the diverse datasets
collected during the ERS-1 Geophysical Campaign.
This is supported by an explanation of the on-site
implementation of the systems, and the daily
operational procedures. A discussion of the results
obtained in using this data managementsystemthen
leads to a number of recommendationsmade on the
basis of our experiences.

2. Background To The Campaign

TheGeophysicalCampaign(RENE'91) was organised
by ESAfor the validationof the ERS-1wind andwave
data. It was held in the Haltenbankenoff the coast of
Norway (See Figure 1), from September 16th to
December 1Oth 1991. The campaign involved a
number of ground truth experiments,from which data
was usedto validatethe ERS-1AMI, in windandwave
mode,and RadarAltimeter products.

70---------

Figure 1 : The Haltenbanken, Norway

The experiments were carried on board a number of
aircraft, ships, and ocean buoys, and represented a
diverse collection of wind and wave measurements.
Detailsof whichare given in Table 1.

Experlmeni.I Plllllonn -..
PlllllonnType

Owlwr NINl1*lt
Exper-.i.10...

Aircraft UKMet otllce C130 Wind measurements

Dornier 00228 In-flightwind data
IFM RACS Scanerometerdata

Meleo France Merin In-flightwind data
CAPE Ressac Radarwave spectr•

TNO/NLR Metro SAR Imagery

Ship Norwegian Met ship Mike Wind/Waveobservations

BSH GAUSS Wind/waveobservations
TNO SHIRA Radarwave spectra

FWG Planet Wind/waveobservations

Nan&enCentre HakonMosby Wind/waveobservations

Qi Plattorm Statoil Gullaks Wind/wave -rvatlona
Wave helghVdirection
Radarwave spectra

Ocean buoys OCEANOR Tobls buoys Wind speed/direction
Wave height, period.

GKSS Waverlder Wave helghVdlrectlon

Meleo<ologlcal ECMWF 6 hour analysis Wind speed/direction
AMlysis

ONMI 6 hour analysis Wind speed/direction
Wave field analysis

Colocation UKMel Al Wind
Analy5is Oftloe ~ apeed/din1c11on

Table 1 : Campaign Experimental Datasets

The data collectedwere then used in the validation of
ERS-1 wind and wave measurements. The fast
deliveryproductsusedare shown in Table 2.

..__
f..CO.-,Pr ••••••• ........-.

AMI

·Wind Mode UWI Wind speed& direction

• W•ve Mode UWA Olrecllonalwave speclr•

R.dar
Altimeter URA Wave height,wind speed

& aatellte •IKude

,

Table 2 : ERS-1 Fast Delivery Products
(NB.All Acronymsare given in the Glossary.)
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3. Concepts Behind The Data Management

In preparation for RENE '91 a rehearsal campaign was
held in February 1990 from which we learnt some
invaluable lessons. Primarily that simple data
collection was insufficient in meeting the near real­
time demands of ERS-1 validation. So in putting
together a strategy for data collection during RENE
'91 we looked at taking a more active part in the
management of the data.

This requirement for active data management was
further emphasised by the need to split the daily
operations between the on-site headquarters of the
campaign in OCEANOR, Trondheim, Norway and
ESA/ESRIN, Frascati, Italy. This split was necessary
because of the key role each had to play in the
running of the campaign.

OCEANOR was the selected headquarters of the
campaign management during RENE '91. As such it
was the centre of the campaign's activities, and host
to the majority of the experimenter teams. ESRIN
meanwhile was the reception centre for the ERS-1
fast delivery products required, and offered excellent
network communications with remote teams.

With these points in mind a system was developed to
be installed at both sites. Important in the design
were the ease of archive, preliminary validation and
accessibility of the data.

In conjunction, it was recognised that the diversity of
the data formats used in the rehearsal campaign
limited widespread use of data. As a result, a
standard format for all types of experimental data had
to be established.

4, Implementation

In the concepts described above we identttied four
main elements of an active data management system:

1. Site Installation
2. Data Archive
3. Data Format
4. ValidationSystem.

4.1 Site Installation
As mentioned in Section 3 management of the
campaigndatawas split betweentwo sites. Themain
installation is in ESRIN,wherethe system is resident
on one of the mainVAX systemswith accessto SPAN
and X.25 communications.

For the period of the campaign a duplicate system
was also installedat OCEANORon their VAX system,
againofferingX.25 communications.

Further consolidation of the data archive, and a
continuing service to the experimenter and analyst

teams is performed through the ESRIN facility. As
such this is now built into the long term role of the
ProductControl Service, ESA/ESRIN.

The sitingof the archiveboth InOCEANOR,and more
especially In ESRIN on systems with good
communications access was of prime importance.
However,the mere fact that access was available did
not mean it was either simple or easy. Effort was
therefore put into the problems of network
communicationprior to the campaign. This involved
time being spent in identifying network links and then
fully testing connections.

4.2 Data Archive
The data archive, Pcs_Span, was developed as an
archive of campaign data which Experimenters and
Analysts could easily access.

It consists of a set of directories in which the data is
archived,and a user interfacewhich allows access to
further campaign information. An example of the
directorystructure is shown in Figure2.

C130 Rlllld
-----Write

Pcl_Span

Colocallon Read
L----wrtte

Oo228 --.-----Reed
.._----Write

DNMI - ....•....---- R..i
...._ Write

ECMWF

EAS-1

GAUSS Fw.d
Write

Figure 2 : The Directory Structure of
Pca_Spen

The newly collected datasets were written to the
WRITE directoriesby the experimenters. From here
they were copied to the READ directories by the
ESRIN team on preliminary validation of format and
content. This allowed us to restrict access by the
analyst teams to the READ directories, and hence
the validated datasets.

Throughthe menu system there is also access to the
following functions :

• mail messagetransfer to the system
• a directoryof the data on archive
• phonecalls betweenuserson the system
• and accessto detailsof fellow team
memberseg. networkaddresses.

This allowed a central base of information related to
the campaignto be built up, and easily accessed.
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4.3 Data Format
In archiving a diversity of datasets, and facilitating
their use, it was important to formalise the data
formats. Two of these formats, ERS-1 and ECMWF,
were already in place. However the format of the
experimental datasets still required development.

The ERS-1 and ECMWF formats were well understood
and used as part of the normal ERS-1 operations.
They are described in Reference Documents 1 and 2.

In looking at the requirements of a format for the
experimental data a number of issues were
considered important :

•flexibility
•ease of use
•portability
• implementation.

Flexibility - The need for flexibility resulted in the
use of a numeric coding system for identification of
the measured parameters. This allowed variations in
written descriptions, but a definition by code number
of the measurements made. A similar coding system
also allowed the units of measurement to be
standardised.

Ease of Use - Ease of use was important in
making the format acceptable to all those taking part
in the campaign. This was achieved in the use of
header files describing the basic attributes of the
data. These ASCII files acted as a simple description
of the dataset.

Portability - Portability was essential for use of
the data both during and after the campaign. Not all
users work on the same computing systems, so as far
as possible the format was kept simple. For example,
the use of lnteger*2 variables in the binary data files
allows greater compatibility.

Implementation - It was a result of much
consultation that the ERS-1 Geophysical Data Format
was finalised in the months prior to the campaign.
This allowed time for the Experimenter teams to
familiarise themselves with the format in the run up to
RENE '91. The details of this format are given in
Reference Document No. 3.

4.4 Validation System
The validation system, Ar Mor, was developed as a
validation and visualisation system for both the
ground truth and ERS-1 data collected during RENE
'91. The system is driven by a hierarchy of menus
which allow access to the following functions :

•Data Input
• Data Selection
• Data Visualisation
• Data Analysis.

Data Input - Data Input provides the preliminary
examination of all types of Pcs_Span data, and it is
here that validation of the format takes place. The
user may select to input any of the experimental or
ERS-1 datasets listed in Tables 1 and 2.

Data Selection - Data Selection then allows the
user to window in on all data loaded into Ar Mor. This
windowing can be carried out in time and space in
relation to any, or all, of the datasets in which the user
is interested. The main facility for this data selection
is shown in Figure 3.

a
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9QTI:
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·-· 10 ••

Figure 3 : Ar Mor Spatial, Time and Platform
Windowing

Data Visualisation - Selected data may then be
visualised in the following ways: graphs (2D and 3D),
spectral plots, vector and colour maps. A few
examplesof these are given in Figure4a and 4b.

Figure 4a : Ar Mor Data Visualisation -
TOBIS Buoy 3D Wave Plot
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Figure 4b : Ar Mor Data Visualisation -
ERS-1 UWI Wind Direction Vector Map

Data Analysis - Further analysis of the data is
possible using basic statistical functions, and
through access to the graphics package. Together
these allow the user to summarise and compare the
experimental and satellite datasets. An example is
given in Figure 5.

Resac Data : RENE '91 : Mortin : 29·11·91 : Sig. Wave Height

SLatistical Fgnctim

Minimum

0u1pyt y11ye

2.92000

Mu.imam

A>etage 3.23364

Slablud Deviadoa 0.193921

TOlll No. ot V11- 11

Figure 5 : Ar Mor Statistical Output -
Ressac Significant Wave Height

5. Daily Operations

The daily operationsof the data managementsystem
centred around the archiving, preliminary validation,
and transfer of data betweensites. This is illustrated
in Figure 6 which shows the main on-line data flows
duringthe campaign.

5.1 ESRIN
In ESRIN the main data flow was that of the ERS-1
fast delivery products from ESA ground stations.
These were received as part of the normal ESRIN
operations.The products relatingto the Haltenbanken
area were then extracted, and this subset written to
the Pcs_Span archive.

The ECMWFanalyseswere also receivedon-line, as
part of normal operations, and were copied daily to
the Pcs_Spanarchive.

A link is also shown for off-site experimenter teams
whose data processing could not be completed on·
site at OCEANOA.

ESAOround ECMWF
Oll·•lle Siadone

Eaparim-r

ERS-1iT.-na ~ A~~,
Ground Truth Ane~

Data ( )ESRIN
Pcs_Span

<,-t Analylla
Tran•Nr

/T•111•

( OCEANOR )Pcs_Span

AHleorologicmi Ground Truth=> ".,,,
NotweglM Oll-allll

-·°"""' ea....--
T-•

Figure 6 : On-line Data Transfer

5.2 OCEANOR
Meanwhile, in OCEANORthe Pcs_Spanarchive was
accessed daily by the majority of the experimenters.
Each of the teams, having completed their own data
processing, transferred their newly collected
datasetsover Ethernetto Pcs_Span.

5.3 Archiving and Validation
In both ESRIN and OCEANOR the new datasets
underwent a preliminary validation of format and
content before being made available for use in the
READ directories of the archive. This validation
included, for example, the reformatting of the DNMI
data to the ERS-1GeophysicalData Format. Also in
some cases the files had to be reformattedfrom IBM
to VAX file structure, including the byte swapping of
binary data files. However in most cases this
preliminaryvalidationwas merelya routinecheck.

The validation process was mainly undertaken using
the Ar Mor functions described in Section 4.4.
Nevertheless there was a need for a number of
smaller more specialised stand-alone programs.
These were developed to handle the more unusual
problemsencounteredduring the operationalphase of
the campaign.

5.4 Data Transfer
The archiving and validation of the newly collected
datasetstook place at the nearest point of contact to
the experimenter teams. It was then necessary to
transfer this data between sites, so allowing the
archives in ESAIN and OCEANOR to be kept up to
date. This transfer took place daily in order to
maintain consistency between sites. It also
maximisedreal-timeaccessto the data .

5.5 Data Access
The analyst teams had on-line access to all the data
during the campaign through both Pcs_Span
archives. Fromhere they were able to copy the data
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they required, and also access centralised
information regarding identified problems. This type
of access is still continuing through the ESRIN
facility.

6. The Results of Active Pata Management

Having taken an active role in the management of the
data collected during RENE '91 I can identify a
number of positive results.

1. Consistency
2. Validation
3. Accessibility

6.1 Data Consistency
The consistency of the datasets can be discussed in
terms of their format. The RENE '91 data was made
available on Pcs_Span in pre-defined formats which
were well understood. This was of major importance
to those in the analysis teams who did not have the
day-to-day knowledge of the campaign, its operations
and data collection regime. It also allowed them to
bypass some of the more mundane issues of data
use such as ' Is the data in the correct format ? ' or
indeed' In which format is the data?'.

Also during the campaign a number of points were
raised in the daily scientific briefs about the data
content, its processing or validity. In providing
centralised access points to the archive this
information could be transmitted to those involved in
its use.

6.2 Data Validation
In parallel to this need for data in a consistent format
was the need for the data to be as accurate as
possible in the circumstances. In order to fulfil this
objective much of the data was subject to daily
scrutiny on-site. This allowed the experimenter team
to identify many of the instrument and data problems
almost immediately.

For example, a problem in the definition of wind
direction in the ERS-1 AMI wind mode products was
identified in the first month of the campaign. In
visualising the Ar Mor wind direction vector maps (an
example of which is given in Figure 3) it was possible
to easiliy recognise inconsistency between
meteorological analyses and ERS-1 measurements.

6.3 Data Accessibility
The accessibility of the data is of major importance in
allowing further analysis to take place in near real­
time. This was accomplished through the installation
of the data archive at both sites.

Remote users had access to the same datasets as
those at the heart of the campaign. This provided an
independent view of some of the data issues and

problems which were often not seen by the on-site
teams concentrating on the operational collection of
data. An example of this was the identification by an
off-site team of irregularities in the buoy wind
measurements.

6.5. A Summary of Results
In summarising the results we should look back at the
title of this paper - Data Collection or Data
Management ? .

In the rehearsal campaign we operated a system of
passive data collection and as such we still have an
incomplete and inconsistent archive. In learning from
this we adopted a strategy of active data
management for RENE '91 enabling us to offer an on­
line, up-to-date, and consistent archive.

So, in looking at the implications of these results we
can see that removing the uncertainties of dataset
consistency, validation, and accessibility allowed the
analyst teams to concentrate on the aim of the
campaign. In return they offered a near real - time
feedback to the work of geophysical validation, so
reinforcing the ongoing success of the ERS-1
mission.

7. Recommendations

Important in ensuring the success of the RENE '91
campaign was the opportunity to learn from the
rehearsal. In looking to campaigns of a similar nature
in the future I would like to make some
recommendations.

To a large extent these are based on the lessons
learnt on-site during RENE '91. They can be
identified by looking again at the four elments of
implementation identified in Section 4 :

• On-Site Installation
• Data Archive
• Data Format
•Validation System

7.1 On-site Installation
On-site installation of systems can seem to many an
unnecessary inconvenience but in hindsight there are
positive lessons to be learnt.

It allowed the data management to be coordinated at
the heart of the campaign. It was here that we were
able to solve the problems of data format and content.
My suggestion is therefore, where possible, to
coordinate your data management from the campaign
centre. More importantly, it must focus on one
responsible member of staff, who is able to manage
the reception of data, its preliminary validation, and
archive.
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7.2 Data Archive
The idea of a centralised, on-line archive will also
immediately appeal to people. However, the work
involved in maintaining an archive on-line is quite
considerable, even when done in real time. During
the RENE '91 campaign there was a full-time member
of staff dedicated to the archiving and preliminary
validation of data. This is not an inconsiderable
investment in time.

Although we did invest this time and effort in the on­
line aspect of our data archive, we still found
ourselves sending out a number of data tape copies
to analyst teams. This was due primarily to the
amount of data involved, but also because of the
relative inefficiency of some of the network links. It is
sensible therefore to review an on-line archive
carefully in terms of the time required in
implementation against the commitment to it's use.

The advantages are nonetheless numerous, as
discussed in Section 6. I would therefore advocate a
centralised data archive, on-line if possible, as the
core to any campaign data management system.

7.3 Data Format
Of fundamental importance is the definition of a clear,
simple and standard format for all campaign datasets.
This must be implemented and tested prior to the
campaign, and rigoursly imposed during operations.

The resolution of data format problems accounted for
the majority of the time spent on daily operations. It
should be remembered that this occured even after
spending time on defining and implementing these
formats prior to the campaign. I would thus
emphasise the need to invest time in experimenting
with the formats to be used. This 'education' process
will prove to be as important as the definition of the
format itseH, in the eventual use of the data.

7.4 Validation System
Ar Mor brought together many ideas, and as such
represented an ambitious software development
project. It provides functions for both preliminary
validation, and complex data selection and analysis.
The performance of the system in encompassing
these two overall functions became a burden to its
use. This was mainly due to limitations imposed by
the hardware and graphics package on which the
system was implemented.

During the campaign we required a simple collection of
stand-alone programs, which could be easily moditied
in response to real - time demands. In hindsight I
would suggest a more simplistic 'tool box' approach
to the design of a preliminary data validation system.

The design of such a system should concentrate on
the performance requirements of a data driven
campaign. The more complex analysis tools can be

considered in parallel, but must not hinder this primary
objective.

8. Conclusion

In conclusion I would like to return to the main thrust
of this paper. If, as a participant of similar campaigns
in the future you can learn from our mistakes,
and build on our successes you will be able to
implement a system of data management rather than
a method of simple data collection. I also hope that,
more importantly, you have understood some of the
advantages to be reaped from being active in that
data management.
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A bJtract-Evaluation of the launch-version algo­
rithms used by the European Space Agency (ESA) to
derive wind field and ocean wave estimates from mea­
surements of sensors aboard the European Remote Sens­
ing satellite, ERS-1, is accomplished through comparison
of the derived parameters with coincident measurements
made by 24 open ocean buoys maintained by the National
Oceanic and Atmospheric Administration (NOAA). Dur­
ing the period from November l, 1991 through February
28, 1992, data bases with 577 and 485 pairs of coincident
sensor/buoy wind and wave measurements were collected
for the Active Microwave Instrument (AMI) and Radar
Altimeter (RA) respectively. Baaed on these data, algo­
rithm retrieval accuracy is estimated to be ±4 m/s for
AMI wind speed, ±3 m/s for RA wind speed and ±0.6
m for RA wave height. After removing 180° ambigu­
ity errors, the AMI wind direction retrieval accuracy was
estimated at ±28°. All of the ERS-1 wind and wave
retrievals are relatively unbiased. These results should
be viewed as interim since improved algorithms arc un­
der development. As final versions arc implemented, ad­
ditional assessments will be conducted to complete the
validation.

1. Introduction
Validation of environmental algorithms used to re­

trieve ERS-1 estimates of over-ocean wind vectors from
the Active Microwave Instrument (AMI) and wind speeds
and significant wave heights from the Radar Altimeter
(RA) was done by comparing those derived environmen­
tal parameters with measurements of the same made by
24 of the open ocean buoys maintained by the National
Oceanic and Atmospheric Administration (NOAA) The
buoys arc of two basic types; standard buoys which make
an 8.5-minute average of the wind once every hour and
continuous-average buoys which make six consecutive
10-minute averages of the wind each hour. Buoy wind
measurement accuracy for both buoy types is reported in
[I] to be ±0.5 m/s for winds less than 10 m/s and ±5%
for winds greater 10 m/s. Buoy wind direction measure­
ment accuracy is reported to be ±10°. Both types of
buoys measure the ocean significant wave height using a
20-minute average once every hour with a reported ac­
curacy of ±0.2 m, To prevent land contamination of
the over-ocean AMI and RA backscatter measurements
and to insure that land did not restrict the wind fetch
distance necessary for creating fully developed seas, only
buoys further than 90 km from land were chosen for the
validation. See Table 1 for the list of buoys used in this
study.

2. Method of Comparison
Comparisons of ERS-1 wind estimates with those

from the buoys was done in accordance with the follow­
ing criteria. All buoy wind speeds were converted to a
reference level of 10 m using the ESA supplied FOR­
TilAN computer software called UREF -i.oi (2]. Con-

vcrted buoy winds and ERS-1 winds were paired only
when the ERS-1 retrieval was both within a 200 km (for
AMI) or 400 km (for RA) radius of the buoy and was fur­
ther than 50 km from land. Only the single AMI and RA
wind retrieval from each ERS-1 overpass which was clos­
est in distance to the buoy was retained for inclusion in
the data base. Since the average wind field could change
aa a function of distance from the buoy, the comparison
error between sensor and buoy measurements can be ex­
pected to increase with increasing separation distance.
It was therefore desirable to keep the separation distance
small enough so as not to affect the comparison error
but, at the same time, keep it large enough to collect a
sufficient number of comparisons. This decision was es­
pecially critical for the RA validation. The information
in Figure 1 is given as partial justification for a 400 km
comparison window. This plot indicates that for the data
used in this analysis there was no significant increase in
comparison error between RA and buoy measurements of
wave height and wind speed for separation distances up
to 400 km.

Table 1. Location of the 24 NOAA buoys used in the
validation. "Alt" is the buoy anemometer height. "Dist"
is the buoy's approximate distance from land. (*) beside
the buoy I.D. indicates a continuous average type buoy.

I.D. Lat Lon(E) Alt(m) Dist( km)
32302 -18.00 274.90 5.0 1010

*41001 34.89 287 .14 5.0 240
41002 32.29 284.76 5.0 310

*41006 29.30 282.62 5.0 320
41010 28.88 281.47 10.0 180
*42001 25.93 270.35 10.0 330
*42002 25.93 266.41 10.0 350
*42003 25.94 274.09 10.0 380
42019 27.90 265.00 5.0 110
*44004 38.50 289.36 5.0 300
*44005 42.65 291.44 5.0 165
*44011 41.08 293.42 5.0 280
44014 36.58 285.17 4.0 90
44026 36.02 286.52 5.0 180

*46001 56.30 211.70 5.0 270
*46002 42.53 229.61 5.0 460
*46003 51.85 204.08 5.0 370
46005 46.08 229.00 5.0 500
*46006 40.81 222.35 10.0 1100
*46035 56.96 182.27 10.0 400
51001 23.42 197.66 5.0 220
51002 17.16 202.18 5.0 250
51003 19.18 199.18 5.0 360
51004 17.43 207.49 5.0 270
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Figure 1. Cumulative histogram of the distance for
RA measurements from the NOAA buoys. Dashed-line
plots labelled WS and WV indicate the dependence of
the RMS differencebetween RA and buoymeasurements
of wind speed (m/s) and wave height (m) upon the
RA measurement distance from the buoy. The cause of
the pronounced increase in RMS differencein WS with
distance between 90 and 220 km is unknown.

To minimize the error resulting from comparisons
of point measurements at the buoys with spatial aver­
ages from the satellite, it is necessary to insure equiva­
lence of measurement by selecting the correct averaging
time for the point measurement of the buoy. To this
end, a vector average (for AMI) or scalar average (for
RA) of the buoy measured winds in a time interval, T,
centered on the ERS-1 overpass time was used for com­
parison with the ERS-1 wind speed retrievals. Pierson
[3] suggests that when T is chosen to equal the sensor
resolution cell diameter divided by the wind speed then
"the averaging effect" is approximately the same for the
buoy time series average and the satellite sensor spatial
average. The resolution cell size for the AMI and RA is
approximately 50 km and 18 km respectively. The Pier­
son averaging time for a buoy comparison with each of
these instruments is plotted in Figure 2 as a function of
wind speed. Careful application of the Pierson averaging
technique is necessary since for large values of T one is
likely to observe true changes in the averagewind field in
addition to random fluctuations about a constant wind
field. As a result, the comparison error may actually
increase for values of T which are too large. For this
reason, T was not allowed to exceed 1 hour even when
longer averaging times were specified. Errors associated
with the current ERS-1 retrieval algorithms (especially
for the AMI) appear to dominate the comparison error
budget. Therefore, the small changes in the total com­
parison error resulting from the Pierson averaging can
not be seen. The full effect of this technique should be
apparent in later analysis when improved environmen­
tal algorithms arc implemented. The comparison criteria
for ocean wave estimates is similar to that for winds ex­
cept that the UREF software docs not apply and only the
buoy measurement closest in time to the ERS-1 overpass
is used.

This work is based on ERS-1 measurements made
after November 1, 1991which marked the conclusion of
the engineering calibration and system check-out phase
for the ERS-1 sensors. However, during the validation
phase that followed, launch versions of the retrieval al­
gorithms were revised several times. Therefore, the re­
trieval accuracy estimates resulting from this study rep­
resent the combined performance of several versions of

each algorithm and can only be considered tentative. A
final assessment will be conducted when ESA completes
current work on algorithm and model function improve­
ment.

Usingdata collected during the period from Novem­
ber 1, 1991 to February 28, 1992, and the procedure
described above, 1147 AMI/buoy coincident pairs were
formed with only 577 being useful for validating AMI
wind products. The balance of the 1147coincident pairs
had to be discarded because the AMIwind algorithm re­
ported a default value of wind speed (an indication that
the algorithm was unable or not allowed, as discussed
below,to report estimates of wind speed and wind direc­
tion). A total of 485 coincident pairs were acquired for
validating RA wind and waveproducts.
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Figure 2. Pierson averaging time used to compare
buoy measurements of wind speed to retrievals of the
AMI and RA for the AMI measurement range of 4-24
m/s and the RA range of 4-15 m/s.

3. Analysisand Results
In the discussion that follows, "bias" refers to the

average value of the quantity, (algorithm retrieval minus
buoy measurement), and standard deviation, SD, refers
to the root-mean-square valueofthe same quantity. Bias
will be used to quantify the amount by which the ESA
algorithms either undcrprcdict or ovcrprcdict the true
valueof the environmental parameter. The SD is used to
quantify the random error associated with the retrievals.

The histogram shown in Figs. 3 and 4 indicates the
range and distribution of wind speeds found in the AMI
and RA coincident pair data sets. Each figure contains
two histograms; one for the buoy winds and one for the
coincident ERS-1 algorithm derivedwinds. From Figure
3 it is clear that the AMI algorithm tends to bias its
estimates towards low winds and does not report winds
below 4 m/s. Since the AMI retrieval accuracy for low
wind speedswasexpected to be poor, algorithm retrievals
below 4 m/s were not reported but were instead set
to an invalid default wind speed of 51 m/s. The fact
that the initial AMI wind algorithms undcrprcdictcd the
true wind caused nearly 40%of the retrievals to appear
to be less than 4 m/s when in fact only about 23%
of the retrievals were made under conditions where the
actual wind speed, according to buoys, was less than 4
m/s. The histogram in Figure 4 shows the RA wind
speed algorithm to be performing somewhat better than
the AMI algorithm. Figure 5 shows histograms of the
coincidentmeasurements ofRA and buoymeasured wave
height and indicates a slight tendency for the waveheight
algorithm to favor a mean waveheight of 2.5 m.
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The scatterplots in Figs. 6, 7 and 8 indicate al­
gorithm performance as follows: AMI wind speed: bias
+0.4 m/s, SD 4.1 m/s; RA wind speed: bias -0.2 m/s,
SD 3.0 m/s; RA significant wave height: bias -0.1 m,
SD 0.6 m.

AMI wind direction is measured with respect to
true north and is defined as the direction from-which
the wind is blowing. Scatterplots of AMI vs buoy wind
direction indicate that almost 50% of the AMI retrievals
are in error by approximately 180°. The 180° ambiguity
problem can be removed by using a folded scale for the
scatterplot which is accomplished by subtracting 180°
from both buoy and AMI wind direction when these
quantities exceed 180°. Such a plot is shown in Figure 9
and in this context the AMI wind direction is found to
have a bias of -1.4° and a SD of 28°.
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Figure 6. Scatterplot of the 577 coincident measure­
ments of wind speed by the AMI and ocean buoys. The
straight dotted lines indicate the ±2 m/s error bounds.

Figure 4. Distribution of buoy (solid line) and 20.--r-~-~-~~-~-~-~---
coincident RA (dot-dash line) retrieved wind speed.
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Figure 5. Distribution of buoy (solid line) and
coincident RA (dot-dash line) retrieved wave height.
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63



10

••....•
E 8..._,
E-<:r:
o 6.....
w:r:
w 4
><~
< 2
n:

..-:

................

.- ..;.

,;t~?:;;·;'.'
BJAS - 0. 1 rn
SD 0 6 rn

0o
2 4 6 8 10

(m)BUOY WAVE HEIGHT

Figure 8. Scatterplot of the 485 coincident measure­
ments of wave height by the AMI and ocean buoys. The
straight dotted lines indicate the ±0.5 m error bounds.

••....•
(/)
tillv
"Cl 288..._,

z
0
~ 216
own:
Ci 144

72
BIAS - 1.4 degs

SD 28.0 deas

0 72 144 216 288 360
BUOY WIND DIRECTION (degs)

Figure 9. Scatterplot of the 577 coincident mea­
surements of wind direction by the AMI and ocean buoys.
The plotting scales have been folded to removesome 180°
ambiguities in the AMI retrievals. The straight dotted
lines indicate the ±20° error bounds.

4. Future Work
As more data becomes available, investigations will

be undertaken to determine retrieval algorithm depen­
dence upon such parameters as buoy type (standard or
continuous-average), AMI beam incidence angle, and
air/sea temperature differences. One method ofstudying
these dependencies is to use residual plots. An example
of this technique is given in Figure 10, which in gen­
eral shows the AMI wind speed algorithm retrievals to
be biased low at small incidence angles and to be biased
high at larger incidence angles. Further evaluation of the
Pierson [3] technique for averaging buoy measurements
to reduce the comparison error is also planned.

Studies of buoy climatology for the NOAA network
reveal an extremely low probability of occurancc for
winds above 15 m/s. Therefore, aircraft undcrflights arc
planned during the 1992hurricane season for the purpose
of collecting sufficientdata in the 15m/s to 24m/s range
to complete the performance assessment of AMI wind
speed algorithm.
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Figure 10. The difference between AMI and buoy
measurements ofwind speed plotted as a function ofAMI
fore-beam incidence angle. Note that the points in the
plot fall into 19 vertical bins which correspond the the
19 beam positions in the AMI swath. The solid line is
drawn through positions which arc the average value of
the points in each of the 19 bins.

5. Conclusions
Based on comparisons with ocean buoys during the

period November 1, 1991 through February 28, 1992,
the ESA operational algorithm(s) retrievals of AMI wind
speed and RA wind speed are relatively unbiased with
standard deviations of 4.1 m/s and 3.0 m/s respectively.
After removing 180° ambiguity errors, AMI wind direc­
tion retrievals were found to be unbiased with a standard
deviation of ±28°. RA significant wave height retrievals
are similarly unbiased with a standard deviation of 0.6
m. Because each of the ERS-1 wind speed and wave
height algorithms underwent numerous changes during
the validation period, the accuracy estimates presented
here reflect the combinedperformance of several versions
of each algorithm. Therefore, these performance figures
can only be considered as interim assessments. As final
versions of each algorithm are implemented, additional
evaluation will be conducted to complete the validation.
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ABSTRACT

A C-Band scatterometer was flown aboard a NOAA WP-3
aircraft during polar outbreaks over the Gulf of Mexico to
collect backscatter data for comparison with coincident
measurements from the Active Microwave Instrument (AMI)
scatterometer aboard ERS-1. The objective was to assess
ERS-1 scatterometer performance under a range of
atmospheric instability conditions. Six flights produced
measurements of winds from 2 to 15 ms" over a range of
atmospheric stabilities (z/L) from -0.02 to -8.78.
Comparison of radar cross sections from both airborne and
satellite systems taken along the scatterometer's center beam
show general agreement for all flights except for the lowest
wind speed case of 2 rns' (z/L = -8.78) where the mean
wind speed was half of the gust. Wind vector comparisons
were possible in only four cases because ERS-1 retrievals
were flag values of 51 ms" at 510 degrees for two flights.
Comparisons showed rms discrepancies in wind speeds of as
much as 4.8 mis with rms direction differences as great as
80 degrees (6.7 degrees with the 180 degree ambiguity
removed). In all cases, ambiguities in wind direction are
due to the lack of a significant upwind /downwind ratio at
C-Band. The normalized difference between the two
scatterometer measurements increases dramatically for cases
with z/L<-1 and also for cases where the time between the
measurements was greater then 800 seconds.

INTRODUCTION
A C-Band scatterometer (C-SCAT) , installed on a NOAA
WP-3D aircraft, was used to collect backscatter data in a
series of flights over the Gulf of Mexico coincident the
ERS-1 passage. The objective was to collect airborne
scatterometer measurements over a wide range of wind
speeds in unstable atmospheric conditions for assessment of
the effect of instability on wind retrieval accuracy and

scatterometer performance. Six flights were carried out
during the period November 12 - December 3, 1991 under
conditions associated with polar outbreaks which produced
high winds and atmospheric instability due to the strong
air/sea temperature differences over the Gulf of Mexico.
This operation was a joint effort by the National Oceanic
and Atmospheric Administration (NOAA), and the National
Aeronautical and Space Administration (NASA), and was
carried out as part of the US contribution to ERS-1
validation.

INSTRUMENT

C-SCAT is a low power, incoherent pulsed scatterometer
that uses a microstrip patch array antenna [1]. The antenna
is positioned horizontally beneath the fuselage of the NOAA
P-3 with a -2.5 degree pitch to offset the nominal upward
pitch of the aircraft during flight, and its main beam can be
steered from 18 to 50 degrees off nadir by changing the
operating frequency from 5.75 GHz to 4.98 GHz. The
operating frequency of the radar was adjusted during the
course of the under flights so that nominal incidence angle
of C-SCAT matched that of the center beam of the
ERS-1 scatterometer to the within a degree. The patch array
antenna is laminated onto a 1.3 meter aluminum disk, which
is rotated via a drive shaft at approximately 20 rpm to
obtain full azimuthal coverage with respect to the wind
direction. The azimuthal pointing angle is measured using a
I0 bit optical encoder.resulting in 0.3 degree angular
resolution.

A diagram showing the measurement concept for C-SCAT
is shown in figure I .

figure I Measurement concept for C-SCA T
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CALIBRATION

C-SCAT is thermally controlled in order to minimize gain
variations to 300 +/-1 K. During the collection of data,
C-SCAT is internally calibrated every 90 seconds. This
calibration consists of coupling the transmitter power into
the receiver through an attenuator chain, followed by a
separate measurement of the receiver noise.

C-SCAT was externally calibrated before and after the series
of under flights. These calibration experiments were
performed at the University of Massachusetts using a
meter corner reflector and a laser range finder. The
calibration constants obtained before and after the
underflights were within 0.7 dB of each other.

DISCUSSION

In order minimize the time-dependent error inherent in
comparisons of the cr0 measurements made by C-SCAT to
those made by the AMI scatterometer's center beam, flight
schedules were arranged so that the aircraft arrived on
station 30 minutes ahead of time and was midway through
the 500 km swath and generally over a buoy as the satellite
passed. See figure 2.
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figure 2 ERS-1 underflight of Nov 24, 1991

The C-SCAT data was averaged along track to the same
resolution as the AMI data, but the cross track swath of
C-SCAT is completely dependent upon incidence angle and
the altitude of the aircraft. The simultaneous underpasses

were performed at altitudes of 3400 to 3900 m, while the
return trip across the swath was typically performed at 350
m. Nominal surface weather conditions for each flight are
summarized in table 1.

Date Wind Speed Gust Air-Sea Wave Height
Temp Diff

(mis) (mis) (oC) (m)

Nov 12 2 3 -3.4 0.8

Nov 21 8 11 -5.5 2.3

Nov 24 15 17 -5.3 3.4

Nov 25 8 11 -9.4 2.3

Nov 26 5 7 -9.0 1.5

Dec 03 II 14 +0.1 2.3

Table I Summary of Surface Weather Conditions

The data presented in this paper do not include comparisons
for the nearest range gate of the AMI scatterometer because
the data taken by C-SCAT at an incidence angle of 18
degrees were noisy.

The center beam of the AMI scatterometer points at 82
degrees relative to true north on an ascending orbit, and 278
degrees relative to true north on a descending orbit. For the
purposes of comparing the cr0 measurements made by the
two instruments, the C-SCAT data obtained for azimuth
angles that were within +/- 3 degrees of the AMI
measurements were included.

Although-the antenna was installed to offset the nominal
pitch of the aircraft and the pilots tried to fly as level as
possible, some pitch and roll of the aircraft was
experienced. In order to correct for the change in
instantaneous incidence angle caused by the pitch and roll,
all of the navigation data was recorded on a 1 second basis,
and a time stamp was included with the radar data. A set of
regression curves have been fit to the data of the form [2]

0'0dB =A(~)+ B(~) logio(9)

where e is the incidence angle and ~ is the azimuth angle
relative to the wind direction. These curves were generated
for upwind, downwind and cross wind data. They were
then used to correct the data collected by C-SCAT from its
initial incidence angle to the incidence angle at which the
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AMI scatterometer measured the cr0 of that particular cell.
Fortunately, the difference in incidence angles was typically
a degree or less, making the magnitude of this correction
small.

The results of this analysis for the six flights are shown in
figures 3 and 4. The data are plotted on a logarithmic scale
and only the data from the simultaneous leg of the flight are
included. The neutral stability wind speed and the
Monin-Obukov stability parameter calculated from the buoy
data recorded at the time of the overpass are shown on each
plot. Figure 3 shows the data from all of the flights, and
figure 4 shows all of the flights except November 12, 1991
as the data from this day show significantly more
discrepancy between the two measurements
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The unstable cases with low wind speed such as the data
from November 12, 1991 show significantly more deviation
than the higher wind speed cases, like the data from
November 21. This is an expected result. The buoy data
from November 12 shows the neutral stability wind speed
was 1.6 ms" with wind gusts of 2.5 ms", Thus, the wind
speed was extremely variable in terms of deviation from the
10 minute average recorded by the buoy, both in time and
space.

Figure 5 shows the normalized difference in cr0 as a function
of the time difference between the AMI and C-SCA T
measurements for all of the days. The dashed lines indicate
the mean plus one standard deviation and the mean minus
one standard deviation. After approximately 800 seconds, a
dramatic increase in the variance is observed.

Figure 6 shows the normalized difference between the AMI
and C-SCAT measurements as a function of the stability
parameter of the closest buoy reading. a dramatic increase
·in the variance is observed for the cases of z/L < -1.
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figure 5

Table 2 shows a summary of the average and rrns
differences in o" and the rrns differences in wind speed and
direction. The wind speed and direction values for the
ERS-1 satellite were flagged on November 12, and
November 26. The data included in these calculations were
obtained within +/- 30 minutes of the overpass of the
satellite. The last column of table 2 shows the difference
between the cr0 measured by the AMI scatterorneter and C­
SCAT at the exact time of over pass in dB. This data is
collected at only one incidence angle for each flight, and
was used to eliminate calibration differences in figures 3
and 4. The rrns difference in wind direction was calculated
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with the 180 degree ambiguity (IDir) and with the
ambiguity removed (IDir,.. ).

Date l:!i.croave l:!i.cronn• l:!i.Speed IDir IDir,.. l:!i.a·-·
(m/s) degrees dB

Nov 12 0.29 0.71 -------- ----- ----- 6.95

Nov 21 0.26 0.34 2.6 80.2 6.9 1.90

Nov 24 0.31 0.40 4.8 66.7 6.5 2.12

Nov 25 0.36 0.45 3.6 92.7 4.8 2.71

Nov 26 0.22 0.34 -------- ----·- .•.....•.....•. • 1.82

Dec 03 0.34 0.47 3.2 76.7 6.0 3.94

Table 2 Summary of Comparisons between scatterometers

A mean offset was calculated from the data in table 2 ,
omitting the data from November 12, yielding a relative
calibration difference of 2.66 dB. This was added to the C­
SCAT data in figures 3 and 4. These data indicate that the
two instruments agree reasonably well for data with winds
ranging from 5 to 14.5 ms" and the Monin-Obukov
stability parameter in the range from the-1.66 < z/L < -0.02.
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Figure 7 shows some typical C-SCAT data versus azimuth.
Each point on this plot is the average of 200 independent
samples. This data illustrates the very low
upwind/downwind ratio that characterizes almost all of the
data taken during this measurement campaign.
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The wind speed estimates were obtained using a power law
fit of the form

cr0 = G(8,cp) U(IO)H(O,cp)

where G and H are fit coefficients and U(lO) is the neutral
stability wind speed at 10 meters. This method was chosen
because it allows for a closed form solution for wind speed
[2]. A one dimensional search was then performed in wind
direction to minimize the rms error. This search was done
in 5 degree steps. The sixth column of table 2 shows a
comparison of wind direction if the 180 degree ambiguities
are removed.

Figure 8 illustrates the results obtained using this method on
the C-SCAT measurements for December 3, 1991. The 180
degree ambiguity is the result of the low upwind/downwind
ratio discussed earlier.

CONCLUSION

A preliminary analysis of the data from this series of flights
shows a 2.66 dB calibration bias, but otherwise general
agreement between the airborne C-SCAT o"measurements
and the measurements made by the AMI scatterometer for
all cases except for November 12. The Jack of agreement
on this day is probably due in large part to atmospheric
conditions. The mean wind speed was roughly half of the
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gust, indicating a very high degree of spatial and temporal
variability. The differences in the measurement geometries
of the spacecraft and the aircraft systems lead to sampling
differences which can not be reconciled under these
conditions. In order to achieve comparable measurements
the C-SCAT data must be averaged in time to the same
spatial scale as the AMI

DERLIRSED C SCAT WIND ESTIMATES DEC 3, 1991
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figure 8

scatterometcr data. When the atmospheric conditions are
extremely variable, as they were on November 12, this
approach is not valid.

Examining the relative difference between the two
measurements as a function of the temporal separation of
the measurements shows that c" of the ocean surface
changes dramatically under these atmospheric conditions
after approximately 800 seconds, as indicated by the
increased variance as seen in figure 5. This indicates a limit
on the length of time a cr• measurement can be assumed to
be valid under these atmospheric conditions. This
conclusion has implications not only for the validation of
the AMI scattcrometer, but also for the end users of
scatterometer generated wind estimates.

Additionally the relative difference between the two
measurements us a function of the Monin-Obukov stability
parameter showed a marked increase in variance when
z/L<-1. This is due to spatial and temporal variability
associated with unstable atmospheric conditions. The
Monin-Obukov stability parameter is roughly proportional to
the inverse of the square of the wind speed, and therefore
the large negative values of z/L occur at low wind speed.
At low wind speed, the gust is a much larger percentage of
the mean wind speed, implying a greater temporal

variability than under conditions with a high mean wind
speed. Unstable atmospheric conditions may lead to
phenomena such as the formation of longitudinal vortex
rolls extending in the downwind direction [3]. This causes
a significant increase in the spatial variability of the wind
drag on the ocean surface, resulting in a highly variable
radar cross section signature of the ocean surface.

The swath width of C-SCAT perpendicular to the aircraft
flight path of the aircraft is on the order of 5 km. While the
data can be averaged along the aircraft track to the same
resolution as the AMI scatterometer data, the swath width of
C-SCAT is determined by the height of the aircraft and the
incidence angle. This results in the C-SCAT measurements
sampling an area only a tenth as wide as the AMI
scatterometer. This may lead to significant differences
under unstable atmospheric conditions, when variability on
subresolution size scales becomes important.

The full azimuthal coverage of the airborne measurements
indicates that the 180 degree ambiguities in wind direction
are the result of the lack of a significant upwind/downwind
ratio at C-Band. This ambiguity must be resolved by other
techniques
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Abstract
The ERS-1 synthetic aperture radar (SAR) wave spec­
tra validation experiment was carried out over The
Grand Banks of Newfoundland in November 1991.
The principal objective of the ex_periment was to ob­
tain complete sets of wind and wave data from a
variety of calibrated instruments to allow validation
of SAR measurements of ocean wave spectra. This
paper describes the field program activities and sum­
marizes the rather complex wind and wave condi­
tions which were observed. We _provide initial spec­
tral com_parisons with ERS-1 SAR image spectra.
The ERS-1 SAR is shown to have reliably measured
swell and range travelling wind seas as short as 100
rn in wave length. Azimuth travelling wind seas were
not reliably measured at any time during the exper­
iment by the ERS-1 SAR.

1 Introduction
The European Space Agency's ERS-1 satellite (1]was
launched in Jul¥ 1991. One aspect of the validation
of this satellite s instrument _IJackage is the assess­
ment of the capability of the ERS-1 synthetic aper­
ture radar (SAR) to measure geophysical phenomena
related to wind and waves [2]. The subject of this
paper is the "ERS-1 SAR wave spectra validation
project" which is one aspect of the ERS-1 geophysi­
cal calibration and validation activities. The objec­
tive is to use the information collected duringthis
fide! firogram to assess the capability of the ERS-
1 SA l, and other SARs in general, for the reliable
measurement of ocean wave spectra and the utiliza­
tion of such SAR-derived spectra in operational wave
prediction models,

The field component of the validation experiment
was carried out. from 10 to 27 November, 1991. Dur­
ing this time, there were 12 ascending and descend­
ing BRS-1 SAR passes over a cross-over node located
on the Grand Banks of Newfoundland about 100 nm
south-east of St. John's (Fig. 1).

The cross-over node formed the principal valida­
tion site and was the focus of the zn situ measure­
ments taken from the Bedford Institute of Oceanog­
raphy (UIO) research vessel CSS Hudson. The in
situ measurements were centred on grid points for the
Canadian Spectral Ocean Wave Model (CSOWM) [6]
(s<'c Fig. l; Table 1) and included up to three wave
buoys (t.wo directional Wavec buoys and one non­
dircct.iounl Wavcrider buoy), up t.o four meteorolog­
ical buoys, t.wo ruar inc radars 111011nkdOii /f1td8011

F.W. Dobson
Bedford Institute of Oceanography

P.O. Box 1006
Dartmouth, N.S. B2Y 4A2

D. Vandemark & E.J. Walsh
Wallops Flight Facility

NASA/Goddard Space Flight Center
Wallops Island, VA 23337

Table 1: CSOWM zrid t and
CSOWM location d moorings

coarse fine (m)
1261 2562 N46.6 W51.0 96 Minimet, Padirt,

BIO Wavec
2519 N46.6 W50.5 94 MEDS Wavec
2561 N46.3W51.0 91
2518 N46.3 W50.5 79 Waverider
2560 N45.9 W51.0 78 AES 4 m Discus
2474 N45.9 W50.0 70 AES Nomad

(by Royal Roads Military College (RRMC) and Mac­
Laren Plansearch (1991) Ltd.) for wave measure­
ments, a bow-mounted anemometer for wind-stress
measurements, and an acoustic Doppler current pro­
filer to survey the ocean current field. The Soviet re­
search vessel G. Ushakov was also on site taking me­
teorological measurements for a portion of the pro­
gram.

In addition to the ship-based _programs, at the
times of the ERS-1 SAR passes the validation site
was overflown by up to two aircraft radar sensors
(Table 2). Specifically, the Canada Centre for Re­
mote Sensing (CCRS) CV-580, carrying a C-band
SAR overflew the location on seven occasions, and
the National Aeronautics and Space Administration
(NASA) P-3, carrying a surface contour radar (SCR)
or a radar ocean wave spectrometer (ROWS) and
the AAFE radar altimeter, overflew the location on
four occasions (nearly coincident with CCRS aircraft
flights). Also, a high frequency radar station located
at Cape Race, Newfoundland will provide estimates
of wave height, wind and surface current on a l G-by­
l 0 km grid over the area of radar coverage (essen­
tially the sector from 60° to 180° (T) extending 150
km from Cape Race).

In this paper, we first review the wind and wave
conditions over the duration of the field program. We
then present the processing procedures and some ini­
tial s~)ectral analysis results and comparisons [rorn
the hRS-1 and CV-580 SARs, a directional wave
buoy, the RRMC marine radar, and t.ht> NASA l'-
3 ROWS or SCR.

2 Wind and Wave Conditions
The EBS-1 wave spectra validation program was sue­
C('ssf11Ii11acquiring dat.a 1111d('ra varir-t.y of wind and
wavr conditions ( l•'iµ;s.'2 and :I). For <'Xa111pl•',1w;1r
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Figure 1: A map of the study area showing the
extent of ascending (ASC) and descending (DESC)
pass ERS-1 SAR coverage, and typical CV-580 SAR
coverage (Ll) for the descending ERS-1 pass. The
locations of the key CSOWM grid points are indi­
cated.

the times of the ERS-1 SAR passes, wind speeds
ranged from about 4 to 15m/s and peak waveheights
up to 6 m. In addition, as many as four separate wave
modes were observed and resolved by some of the
wave measuring sensors (Fig. 4). While this range of
conditions cannot be considered to be extreme;..we
will be able to study the capability of the SAtt in
complex real-world conditions.

3 Spectral Comparisons
3.1 ERS-1 SAR
ERS-1 C-band VV polarization SAR imagery were
collected and processed to standard image products
(SGF product corresponding to a six look (summed
in power) scene with 8000-by-8000samples and 12.5
m sample spacings in azimuth and ground-range)
at CCRS's Gatineau station. Representative ERS-
1 SAR image spectra were calculated for each over-

Table 2: ERS-1 pass ti
Nov Abs. Rel. Time CV- P-3 css RV

Orb. Orb. UTC 580 Hud. U3h.
11 1684 110 14:14 1 1261
12 1691 18A 01:33 1261

14 1727 110 14:14 2 I 2518
15 1734 18A 01:33 3 2 2518

17 1770 110 14:14 4 1261
18 1777 lBA 01:33 5 3 2519

20 1813 llD 14:14 6 4 251H 120 I
21 1820 18A 01::13 25\!J I 2fil

2:1 1856 I ID 14:14 7 121>I
24 186:1 18A 01:33 1261

26 1899 110 14:14
27 1906 18A 01:33

pass based upon a 1024-by-1024pixel subsceue cho­
sen in the vicinity of Hudson. The subscene was fur­
ther broken down into nine 512-by-512 pixel regions,
each overlapping by 50%,which were detrended, win­
dowed, and then two-dimensional Fourier transform­
ed. The periodograms from the nine were averaged
to create a preliminary spectrum. Subsequently, the
system transfer function and speckle bias were es­
timated and removed [3,10] and the spectrum was
high pass filtered, smoothed, rotated, and interpo­
lated to a regular wavenumber grid ID geophysical
coordinates.

3.2 CV-580 SAR
CV-580 C-band VV polarization SAR imagery [8]
were collected on seven different occasions during
the experiment. The flights were timed such that
the CV-580 arrived at the Hudson location at the
time of the ERS-1 SAR pass. The CV-580 SAR im­
agery were processed in real time (nadir mode image
product corresponding to a seven look (summed in
voltage) swath of 4096 slant-range samples with 3.89
m sample spacing in azimuth and 4.0 m in slant­
range). Representative CV-580 SAR image spectra
were calculated for each overpass based upon a 512
pixel in slant-range by 2048 pixel in azimuth sub­
scene in the vicinity of Hudson. The subscene lo­
cation was chosen to minimize the incidence angle
maximize the wavesignal-to-noise ratio, and avoided
a range-oriented image artifact caused by ERS-1.
The subscene was further broken down into seven
512-by-512 pixel regions, each overlapping by 50%,
which were slant-range to ground-range converted,
detrended, windowed1 and two-dimensional Fourier
transformed. The periodograms from the seven were
averaged to create a preliminary spectrum. Sub­
sequently, the system transfer function and speckle
bias were estimated and removed and the spectrum
was scanning distortion corrected [12), resulting in
an asymmetrical spectrum. Finally, the spectra were
high pass filtered, smoothed, rotated, and interpo­
lated to a regular wavenumber grid ID geophysical
coordinates.
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3.3 Wavec Buoy
The Marine Environmental Data Service (MEDS)
Datawell Wavec surface following heave, pitch, and
roll buoy was moored at CSOWM grid point 2519
during most. of the field program. Unfortunately,
data were not available for the ERS-1 passes on Nov.
15 and 17 since the buoy had been removed to cor­
rect a problem with the data transmission link. Once
each hour, the buoy internally recorded 4096 sam­
ples of heave, pitch, and roll at a rate of 2 Hz. The
resulting time-series were Fourier transformed and
cross-spectra for the three variables were calculated.
Directional wavenumber slope spectra were calcu­
lated from the cross-spectra using a maximum en­
tropy technique [9]. In this paper, we present di­
rectional slope spectra with a "going to" directional
convention.

3.4 RRMC Marine Radar
The RRMC X-band radar system was one of two ma­
rine radar systems which were mounted on Hudson
and dedicated to the measurement of ocean waves.
The RRMC system combined a standard ship nav­
igation radar with a radar video digitizer and scan
converter. The output of the digitizer was propor­
tional to the strength of the reflected radar signal.
The digitizer sampled 1024 bins along each of 1024
radials for a single radar sweep. The data were con­
verted in real-time to a 512-by-512 pixel grid and
archived. Images were collected in groups of 16 ev­
ery half hour during the three hours around each
ERS-1 pass.

The radial dependence of reflected radar ampli­
tude was removed empirically from each image. Eight
regions were selected\ each 64-by-64 pixels in size and
spaced evenly around the radar location at equal ra­
dial distances from Hudson. Data in each region were
windowed and a three-dimensional Fourier transform

10 11 12 13 14 15 16 17 18 19 20 21
TIME (UTC, DAYS IN NOV. 1991)

Figure 2: Time series of barometric pressure and wind speed measured by the
gm! point 1261. ERS-1 pass times are marked by the vertical dashed lines.

22 23 24 25

Minimet buoy near CSOWM

calculated. The third dimension, gained from the
time sequence of images [13], assisted in resolving
the 180° directional ambiguity inherent in a two­
dimensional Fourier transform of image data. Spec­
tra from all eight regions were averaged together,
thus minimizing effect of the azimuthal dependence
of the modulation transfer function.

3.5 NASA P-3 SCR and ROWS
A NASA P-3 flew on four occasions during this ex­
periment. Althou_g_hthe ROWS was the principal
mstrument, the SCR was available as a back-up and
was used on Nov. 14 when there was a ROWS failure.
The P-3 flights were coincident with CV-580 flights,
and timed such that the P-3 overflew the Hudson lo­
cation within one-half hour of the ERS-1 SAR pass.

The ROWS is a 14 GHz pulse-compressed radar
system for measurement of directional wave spec­
tra [5]. During ERS-1 validation, the ROWS was
electrically cycled between two measurement modes
at a 50 Hz rate. The ROWS spectrometer mode is
used to measure wave spectra, while the altimeter
mode is used to derive estimates of ocean surface
wave height and surface wind. The ROWS spec­
trometer mode, operated at an altitude of 22,000',
senses radar reflectivity variations associated with
ocean wave tilt as a function of slant-range, using
a near-nadir pointing, conically scanning antenna.
The ROWS altimeter mode switches the RF trans­
mit and receive path to a nadirfointing broad beam­
width antenna. Digitization o both modes is done
using a PC-based data system.

The ROWS wave product is reflectivity modula­
tion-variance spectra, which may be interpreted as
directional wave slope spectra. Spectra are derived
by Fourier transforming each of 20 azimuth sector
reflectivity estimates versus range. The reflectivity
estimate is the azimuthal average of 25 returns in a
given sector and is converted to surface coordinates,
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Figure 3: Time series of significant and peak wave height measured by the MEDS Wavec buoy near CSOWM
grid point 2519.

motion corrected, normalized to eliminate antenna
and radar cross-section contributions, and windowed.
The data are high-pass filtered and smoothed. Typ­
ically, 10 to 15 revolutions are averaged to produce
one spectral estimate.

The term SCR used in this paper actually refers
to the replacement Scanning Radar Altimeter (SRA),
a mode of the 36 GHz Multi-mode Airborne Radar
Altimeter [11]. The system scans a narrow pencil
beam across the aircraft ground track at 3800' al­
titude, and measures the slant-range to 64 points
across the swath and converts them to a map of sur­
face elevation. Post-flight data processing uses a two­
dimensional Fourier transform to derive directional
wave height spectra. The spectra are scanning dis­
tortion (Doppler) corrected and spectra from cross­
ing lines are used to resolve ambiguities in the propa­
gation direction. Typically, directional wave spectra
are estimated at 6 to 7 km intervals along the aircraft
flight path.

3.6 Results
In Fig. 4, we present initial spectral comparisons
from our experiment. All spectra are in a direc­
tional wavenumber format using a "going to" con­
vention. For the unimodal swell cases of Nov. 15
and 181 spectra from all available sensors appear to
be similar. For the more complex cases of Nov. 14
and 20, there is little general agreement between sen­
sors in the number and locations of spectral peaks.

The comparison between spectra from the two
SARs is of interest due to the significant difference
in the platform height-to-velocity ratio (h/V). It is
well-known that the degree of nonlinearity in veloc­
ity bunching mapping is strongly governed by the
magnitude of this key parameter. The ERS-1 SAR
is characterized by h/V "" 120 s, which is typical for
polar orbiting SAR platforms. On the other hand,

the CCRS SAR was operated such that h/V was
minimized, subject to radar and aircraft operational
constraints. The aircraft SAR data is characterized
by h/V "" 15 s, suggesting that it should be possible
to image a much wider range of ocean wave con­
ditions without introduction of significant spectral
distortion.

On Nov. 14, the CV-580 SAR, the Wavec buoy,
and the SCR detected a wind sea mode of about 40
m wave length propagating towards the east. Waves
of this scale are not represented in the contour plots
of ~ig. 4, which terminate at a wave length of 75 m.

Wedraw the followingobservations from the spec­
tra presented in Fig. 4:

• the observed sea conditions during the exper­
iment were very complex with up to four dis­
tinct wave modes having been present and re­
solved by some of the sensors;

• both SARs have accurately measured the long­
est scale waves (swell) present at the time of
data acquisition;

• the ERS-1 SAR has not measured any azimuth
travelling wavesless than 200min wave length,
which we interpret as one effect of the limi­
tation introduced by the large h/V associated
with the satellite geometry;

• the ERS-1 SAR has measured range travelling
waves as short as 100 m in wave length,

• the airborne SAR has measured the shorter
wave modes measured by other systems;

• the spectral contrast of the swell for the ERS-
1 SAR spectra is larger than for the CV-580
SAR spectra, due to the scaling of the velocity
bunching transfer function with h/V; and
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Fiµ,11n- 1: I11it.ial spectral comparisons between t•:tlS-1 SA ll, image srlcctra, CV-580 SAR image spectra, Wavec
buoy slop« spectra, RllMC marine radar spectra, and NASA P-3 SCR or ROWS spectra. All data were taken
ruar the EllS-1 pass times on the indicated dates and processed as noted in the text. In each case, six contours
have IH'('n used with respect to the spectral maximum. The outer circles represent constant wave lengths of 200
111(i1111er)and 100 m (outer). The spectra are oriented such that north is up.
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• the ambiguous spectral lobe present in most of
the spectra (especially those derived from im­
agery as an intermediate step) appear to have
obliterated some genuine wave modes.

It is apparent that useful ocean wave information for
swell can be provided by the ERS-1 SAR.

4 Summary
In this paper, we have summarized the ERS-1 SAR
wave s_pectravalidation project which took place over
The Grand Banks of Newfoundland in November
1991. This project has provided a variety of wave
information sources under many wind and wave con­
ditions. We are now in the analysis phase of the
project.

Some of the main issues we wish to address with
this data set are the extraction of ocean wave infor­
mation from the two sources of SAR imagery, con­
sidering both linear [10] and nonlinear [4,7]velocity
bunching models, and the validation of that informa­
tion agamst the other available wave measurements.
We will then study the issues related to the assimila­
tion of that information into ocean wave prediction
models, culminating with an operational demonstra­
tion by the winter of 1994.
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VALIDATION OF ERS-1 SCATTEROMETER WIND DATA
DURING CALIBRATION/VALIDATION CAMPAIGN RENE-91

A. Bentamy
IFREMER, BP 70, 29280 Plouzane, FRANCE

June 3, 1992

Abstract
On the ERS-1 satellite, a C band scatterorneter is used to
estimate the wind vector over the oceans. This instrument
measures the normalized radar backscatter coefficient (u0)

which depends on the wind speed and direction in a manner
which varies with the incidence angle of radar on the ocean
surface.

To establish scatterometer wind measuring capabilities,
the best way is to compare the satellite wind estimates to
in-situ wind vectors. The in-situ data were collected during
the ESA geophysical validation campaign (RENE91), from
a meteorological buoys deployed off the Norwegian coast
. But to meet this goal, using only these ground-truth
data is not sufficient. So wind vector data, obtained from
meteorological model (DNMI), was also used. The analysis
of u0 according to incidence angle, wind speed and direction
indicates good agreement between the measurements of the
three scatterometer beams, and the necessity of improving
backscater model proposed before flight. The comparison
between scat.terometer and buoy wind data was performed,
and statistical parameters are given.

1 INTRODUCTION
The validation strategy is based on the comparison between
the ERS-1 scatterometer derived wind speed and direction,
and those measured by buoys or estimated from a numeri­
cal model, during the calibration and validation campaign,
RENE91 (3). This validation involves:

• Study of ocean normalized radar cross section (u0) mea­
surements, in order to evaluate the coherence between
measurements of the three scatt.erometer beams .

• Assessment of the actual empirical model (C:\IOD-2) used
to estimate the scatterometer wind speed and direction.
To this end we will compa.re measured <lo and simulated
a0 with CMOD-2 from the surface wind analysis.

• Estimation and analysis of the scalar differences between
buoy and scatterometer estimates of wind speed and di­
rection.

The scatterornet er data validated herein are the fast
delivery products (named UWI in the ESA format [l)).
These data were collected from PCS-SPAN, the database
gathering all available data duriug HENE91, or from CEH-

SAT(IFREMER), the French Processing and Archiving Fa­
cility.

The TOBIS buoys were moored at locations far enough
from shore in order to avoid the effect of land. The wa­
ter depth varies from 255m (TIO) to 1540m (Tl) (2]. The
buoy data were also collected from PCS-SPAN and are the
near-real-time ARGOS transmitted data. All the buoy
data used in this study are averaged over 20mn and evalu­
ated at 10m height(J].

The meteorological data consist of the 10-m wind speeds
and directions obtained from numerical model developed by
the Norwegian Meteorological Institute and named DNMI.
Available at the main synoptic hours (00:00, 06:00, 12:00,
18:00UTC) on a regular grid with a 50 Km mesh size , they
were extracted from PCS-SPAN . To minimize the prob­
lem resulting from the comparison between satellite data,
which are spatially variable, and in-situ data, which are
temporally variable, the collocation procedure respects the
following criteria :

l. time separation between scatterometer and buoy data is
less than 20 mn

2. for each buoy, the scatterometer cell collocated is the near­
est one and whithin 25 Km radius.

The above procedure was applied to collocate DNMI
data, but with time separation less than 3 hours.

2 DNMI WIND VECTOR
It is well known that the validation results depend on the
quality of the ground-truth data. If we suppose that the
T0131S buoy data have an acceptable quality, we still have
to evaluate that of the DNMI data. Figure la and lb in­
dicate a full comparison between DNMI and buoy T2, T3,
T6 and TIO wind speed and direction. For both, the x
axis indicates DNMI data and they axis TOBIS data. The
mean value of difference is O.lOm/s and the standard de­
viation is about Jm/s. Figure la indicates that for wind
speed greater than 16m/s, buoys give higher values. Fig­
ure lb shows good agreement between the two wind direc­
tion data sets. So, as these comparisons do not provide any
significant mean difference between DNMI and buoy data,
we assume that DNMI data quality is acceptable and can
be used as a verification data set.
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3 NORMALIZED CROSS SEC­
TION STATISTICS.

The distributions or the three "o were obtained for the pe­
riod November 5th to January 16th. During this period
201438 UWI data were collected over the campaign area
defined by SON, 70N, :?OW and 20E. The statistics are evalu­
ated exclusively for uwr data. such that "o has a significant
value and scatterometcr derived wind speed and direction
are determined autonomously. Therefore the total number
or UWI data used is 68160 i.e 34% or all collected data. .
Table 1 gives the minimum, maximum, mean and standard
deviation or each "o distribution. <1f' "~ and "g stand re·
spectively for normalized ra.da.r cross section measured by
fore, mid and aft beams. The values of the statistical pa­
rameters are in dB. Given that mid beam incidence angle
varies from 17.9° to 45.4°, and that fore beam and aft beam
hue the same incidence angle which varies from 24.8° to
57°, it is coherent that the mean value of "¥ should be
greater than that of "? and O'g. To measure the signifi­
cance of the difference between <1f and "g means, let be cu
the difference between the two means a.nd Sd,11 the stan­
dard error of the difference of the means. The estimation
of these parameters gives [4) :

cu = 0.04 and Sd,u = 0.026

As cu is bounded by -2 • Sd,u and 2 • Sd,u, the O'f
and ag means are not statistically different.

Par am Min Max Mean Sd
c7~ -49.11 2.86 ·14.19 4.80
a¥ -32.99 2.99 ·10.08 5.23
c7g -37.34 1.42 -13.74 4.84

Table 1: O'o STATISTICAL PARAMETERS

To advance in the statistical study of "o behaviour,
the mean value o( each O'o is evaluated according to the
corresponding incidence angle. Figure 2a and 2b show the
behwieur of the three means respectively in upwind and
crosswind cases, and for DNMI wind speeds bounded by 10
and 12m/1. Upwind and crosswind were determined using
DNMI wind directions. In the first case some difference
appeus between the three means, especially between u?
and erg at the first incidence angles. This result could be
explained by the sample length which is less than 6. The
crosswind case does not provide a significant difference be­
tween the thrc:e means. Student test(4) was applied and
indicated that when the samples length is greater than 10,
the means arc comparable .

4 ASSESSMENT OF CMOD-2
MODEL

The ERS-1 scat terometer C band model is 11nempirical
relationship between a0 and the wind vector at a height
10m &bO\'C the surface assuming neutral ~!ability. All UWI
wind speeds and directions are determined using the t rans­
fer r1111ctio11named C!.IOD-2 1111dwhich was cst ablishcd
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before ERS-1's launch. This relationship is specified in
the form :

Where 0 is the incidence angle, 11 the wind speed and
¢is the angle between wind direction and radar azimuth.

The assessment of this model is based on the compari­
son between a0 measurements and a0 values computed us­
ing the above formulation, for various DNMI wind speeds
and incidence angles.

The comparisons between measured and computed a~ ,
for an incidence angle of about li.9° are shown by figure Ja,
for cofocated DNMI wind speed bounded by 4 and 6 m/s,
and by figure 3b, for colocatcd DNMI wind speed bounded
by 6 and 8 m/s. The x axis indicates the mid beam wind di­
recticn determined using mid beam azimuth and colocated
DNMI wind direction. Computed u~ is represented by full
line and mea.sured a~ is represented by "+". The main re­
sult is that for this incidence angle we cannot expect to fit
a0 measurements by CMOD-'.? model and maybe by any
other empirical model. Indeed, a u~ dependence of wind
direction is not obvious for this low incidence angle.

Comparison made for an incidence angle of about 30.2°
and for wind speeds bounded by 4 and 6 m/s (figure 4), in­
dicates that all measured u~ do not follow the expected
behaviour according to wind direction. However, in com­
parison whith the previous case, we can sec an improvement
in the fit. The difference between measured and computed
<1~could be explained by model calibration problem. Com­
parisons made for the same incidence angle but for higher
wind speed, indicate that measured a~ are fitted better L_,·
CMOD-2 model.

The same comparisons were made for an incidence an­
gle of about 45.4° and for wind speeds bounded by 4 and 6
m/s as shown by figure 5. \\'e note that fitting measured
u2 by CMOD-'.! is valid, but many u2 measurements have
higher values than computed ones. Similar results were ob­
tained for other wind speed ranges. these results could be
explained by the weak u~ values at this incidence angle.

As further analysis of the last result, we have, on the
one hand, estimated C band-model coefficient BO using u0

measurements {BOe) and, on the other hand computed BO
using CMOD-2 parameters (BOc). Figure 6 gives relative
difference, evaluated for various DNMI wind speeds, be­
tween BOeand BOc as a function of incidence angle. For all
wind speed bins, the difference increases from near-track
to far-tuck. This implies that C~lOD-'.! model under es­
iimates Bo values al the hishesl incidence angles. Thus,
for an incidence angle of about 55° the difference is close
to '.!O?I,. The effect of this on scatt eromet cr wind speed
determination is shown by fisure i. h represents the dilfer­
cnce between colocared UWI and D~~j) wind speed as a
function of incidcnce angle, for each wind speed bin. This
difference increases with incidence angle. At far-tr.1ck it
is 11fwaysnegative, which implies t ha t sca t tcr omct er wind
speed is overcsf ima rcd at these incidence angles, This result
is a consequence of scat teromercr win,l-nclor algorit luu,
which is based on t he optimization of the distance between
C~!OD-:? surface and a0 rueas urcments 10 dct cr minc wind
spc·N.
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5 SCATTEROMETER AND TO­
BIS BUOYS WIND VECTOR
COMPARISONS

Using all validated buoys (3) and UWI data during 24 Novem­
ber 1991 to 26 January 1992, and the collocation procedure
summarized in the introduction, the comparison between
UWI and buoy wind speed and direction is processed with
:19 colocaled data. This limited data set is explained, on
the one hand, by the colocation procedure itself, and on the
other hand by the lack of ARGOS transmitted buoy data.
Anyway, the comparison between ground-truth data and
scatterorneter wind speed and direction are shown by Figure
8a and Sb, where the solid line represents the perfect agree­
ment. Figure Sa indicates that the two wind speed values
have the same trend. However, scatterorneter estimates are
greater than buoy measured speed for wind speeds which
are less than 5 m/s or which are greater than 16m/s, and
scatteromet er estimates are less than buoy measured speed
for wind speeds bounded by 5 and 16m/s. This compar­
ison result is coherent with the one obtained from DNMI
and scatterometer comparison (Figure 7).

Figure Sa shows a pair of UWI and buoy wind speed
such that, scatterometer gives 19111/sand buoy 4m/s. this
corresponds to the colocated seal terometer cell with buoy
Ti. Comparison with buoy T6, the nearest one of Ti, indi­
cates that the in-situ wind speed is about 4m/s. We point
out that this UWI wind speed was derived at fore beam in­
cidence angle about 55°. This point will not be taken into
account in the evaluation of statistical parameters.

All empirical models relating a0 to wind vector share
a similar cos(2 • ¢) dependence. This characteristic of scat­
terometer model is responsible for the difficulties in obtain­
ing a unique solution of wind vector from a0 measurements.
Hence two wind vectors shifted by 180° could give rise to
the same set of a0[5). Comparison between U\VI and buoy
wind direction indicates that the most of the colocated data
which are close tot he perfect agreement or which are shifted
by about 180° [Figure Sb). The shift is a consequence of am­
biguity removal problem.

Param Min Max Mean Sd
DW(m/s) -i.59 3.43 -1.05 2.iS
DD(deg) -J i8.50 179.90 24.69 l 04.44

Table 2: STATISTICAL P.ARA?-.lETERS OF
DIFFEHENCE SERIES

Table'.! gives statistical parameters of difference distri­
bution between buoy and U\\'I data. D\V stands for buoy
wind speed minus U\Vl wind speed, and DD stands for buoy
wind direction minus U\\'1 wind direction. Therms of D\V
is '!.9im/s and of DD is 107°. These rms values are far from
t he wind vector measurement goal of scat terornet er , which
was specified as '.!!ll/s for wind speed and 20° for wind di­
rection. !-Iany sources could explain this difference: inst ru­
mental error, spa t ial separation, lcrnporal separation, t ime
aud space a\'('raging[G).[i) and especially empirical model
accuracy. To illust ra te t he Ias t source of Jifference, we have
evaluated the a0 values ufing C!-IOD-2 model and buoy
"'i11J ~ptfd and dircc t iou (a0(C.\IOD - 2}}, and made a
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comparison between theses values and the measured ones.
The bias (resp. standard deviation] on fore beam, mid and
aft beams is respectively 0.51, 0.44 and -0.55dB (resp.
1.86, 2.22 and 3.41 dB). So it seems difficult to derive scat­
terometer wind speed and direction corresponding to the
specification with such model accuracy.

6 Conclusion
About two months of colocated scatterometer and either
DNMI model or Tobis buoy data, were used in order to
validate radar cross sections, as well as derived wind speed
and direction. Comparative studies of fore beam, mid beam
and aft beam u0 indicate that on average the three mea­
surements could be considered comparable • and the differ­
ences between them, as a function of incidence angle and
wind speed could be explained by the.sample length used
. Our study of CMOD-2 assessment sl1~w$ that it under­
estimates u0 values at the higher incidence angles. There­
fore the derived wind speeds are overestimated al far-swath.
Furthermore, it has been shown that there is no obvious de­
pendence of u0 measurement on wi11Jdirection at t he lower
incidence angles. Using TODIS buoys dat a, therms wind
speed difference is about Jm/s. The rms wind direction
difference is not significant because of amhiguit,I' removal
process problems. It is clear that all statistical st nd,I' of
difference between scat terometer and buoy data is strong!_,.
related to the model and lo the algorithm used to estimate
wind speed and direction. However, during the ESA cali­
bration/,·alidation campaign, other calibrated models "'"IC

established, and iudicnred a bet tcr fit than C~IOD-:!(sec
D. Oflilcr paper in t his issue]. Validaf iou of these models
using buoy data should be c;uric·tl out.
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ERS-1 SCATIEROMETER CALIBRATION AND VALIDATION ACTIVITIES AT ECMWF:
A. THE QUALITY AND CHARACfERISTICS OF THE RADAR BACKSCATTER MEASUREMENTS
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1 European Centre for Medium-range Weather Forecasts, Reading, U.K.;
1Dept. of Atmospheric, Oceanic and Planetary physics, Clarendon Laboratory, Un. of Oxford, Oxford, U.K.

ABSTRACT

Calibration and validation activities for the ERS-1 scatterometer have
been carried out at ECMWF. complementary to the "Haltenbanken"
field campaign. At a Numerical Weather Prediction (NWP) centre a
wealth of verifying data is available both in time and space. By using
the data and resources available at a NWP centre, it is possible to
contribute extensively lo a satellite instrument calibration and
validation exercise. We estimated noise, and characterised the
scaucromctcr measurements in relation to wind speed and direction.
Tile antennae configuration of the ERS-1 scaucromctcr proved to be
crucial for this work. It is shown that a solution plane is well-defined
in 30 measurement space and measurement noise is low. ESA's
transfer model CMOD2 has to be extensively reformulated. In a second
parx:r we discuss how Loredefine the wind retrieval procedure given
the instrumental characteristics.

Keywords: EPS-1 scaucrornctcr. normalised radar cross section, a°-to­
wi11J transfer function, wind direction ambiguity removal, surface
winds.

I. lNTRODUCrION

At EO.l\\T there is an ongolng project to help in the calibration and
validation of ERS- l wind scaucromcter data, complementary Lo the
"Haltcubankcn" field campaign off the coast of Norway. This paper
reports 011our part in iustrumcrual calibration, and characterisation of
the normalised radar cross sections, i.c. a°, as measured by the ERS-1
scattcrometer. Also conclusions arc drawn on the dependence of a° on
wind speed and direction, and other geophysical parameters. A
companion paper (Ref. I) deals with the derivation of a a°-to-wind
relationship using a maximum likelihood estimation procedure, and
with the retrieval of a unique wind speed and direction (wind direction
ambiguity removal).

.LLJ.l~~rational wind retrieval suite
The ERS 1 scaucroinctcr has three independent antennae pointing in
a horizontal plane towards a direction of 45, 90, and 135 °with respect
to satellite propagution (sec Figure 1). Therefore, a site in the
scaucromctcr swath is illuminated three times, respectively by the fore,
mid and aft beam. The incidence angle of the radar beam varies from
18 10 47 ° for the mid beam, and 22 to 58 ° for the fore and aft beams.
The swath. approximately 500 km wide, is sampled every 25 km
resulting in 19measurement cells across the swath; along the swath the
sampling distance equals also 25 km. The spatial resolution of Llle
instrument on the earth's surface is approximately 50 km. TI1eC-band
radar frequency used is 5.3 GHz: and its polarisation is vertical.

From pre-launch field campaigns an empirical relationship between a°,
and wind speed V and direction 4> for neutral stratification at IO m
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(785 km
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track / resolution

cells 50 km;0_ grid
~/ • spocir.g
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Figure l: Wind scatterometer geomerty (from: UK
ERS-1 Reference Manual, Royal Aerospace Establishm.,
U.K.)

height was found by Long, called CMOD2 (Ref. 2):

where:

(2)

and:

(3)

The coefficients ex,y, b11, b12, b,', and ~1 arc specified by a tuning
coefficient times a Legendre polynomial of order 0, I, and 2 in x=(G -
25 °)/40 •• with e the radar beam incidence angle, e.g. ex= a. + ~.x
+ cx.i.(3x1- 1)/2. The resulting 18 tuning coefficients were determined
from pre-launch field campaigns (Ref. 2). In this paper the first and
largest term in equation (I) will be referred to as "bias term", i.e.
IOaV', the smaller harmonic coefficient B1 as "upwind/downwind
amplitude", and B1 as "upwind/crosswind amplitude", although the
latter is strictly 50 % of the average of the differences between upwind
and crosswind, and between downwind and crosswind, divided by the
bias term. The empirical transfer function is sketched in figure 2.
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Several research groups have found rfl to be a function of other
geophysical parameters rather than neutral 10 m wind speed and
direction (e.g. Ref. 3). Globally available fields on stability, SST, and
wave parameters from U1eWAM model can be used at ECMWF to
investigate these geophysical effects statistically. Our first aim is,
however, to obtain a as accurate wind retrieval procedure as possible
based on a o"-to-wind relationship only.
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Figure 2: Relationship between wind direction a.nd
sigma na-ughtfor different wind speeds (from: UK
ERS-1 Reference Manual, Royal Aerospace Establishm.•
U.K.)

1.2 Collocation
At ECM \VF in-situ and remotely sensed data arc used to define as
accurately as possible the geophysical conditions at any site on U1e
globe at regular time intervals. For each 6 hour period we collocated
the ERS-1 scaucrornctcr measurements both with the ECMWF analysis
and time interpolated guess field information, and with available
conventional observations, and stored the resulting files in binary
format, The file containing collocations with the ECM\VF
meteorological model includes estimates of the model winds and
simulated a·1s, and also relevant boundary layer information such as
sea surface temperature and mor:lcl 2m temperature. ERS-1 data arc
collocated with conventional observations including SHIP, DRIBU and
SYNOP from islands (which arc Jess than 100 km", low-lying, and
away Irora any continent). The conventional observations are flagged
against our operational guess field and wind analysis, and against a
selection of high quality conventional stations. These collocation Illes
also contain interpolated pressure, height, temperature and humidity at
all model levels below 850 mb, both at the sites of U1econventional
observation and of U1cscattcrometcr measurement cells.

1.3 Process:ng_
111ecollocation files arc used to obtain statistics on the performance
of the ERS-1 scaucrometcr. Figure 3 illustrates the data processing
involved in the validation. Each process introduces its own noise
characteristics to the product, and therefore interferes with the original
error structure of the radar measurements. It is preferable to compare
o0s because one avoids uncertainties arising from the wind ambiguity
removal procedure, which has to be used when comparing winds. Also
in d' domain it is possible to compare different beams, and different
incidence angles whereas this is not possible when comparing wind
speeds. for these reasons intcrcomparison of simulated and measured
d's is the first priority exercise.

In this paper we will not give details of all U1ctechnical problems we
discovered and reported to ESA, but will rather concentrate on
scientifically interesting aspects of our work during the last 6 months.
We will consider the noise characteristics involved in wind retrieval
from the scattcrometer and discuss the formulation of CMOD2. To do
so, we first define the error characteristics of our comparison data.

ERS-1

SCATTEROME'rER

PRODUCT

TRANSFERTRANSFER

FUNCTION FUNCTION

ECMWF MODEL

CONVENTIONAL

OBSEirlATIOl!S

DEALIAS ING

PROCEDURE

Figure 3: Data processing and validation.

2. ECMWF ANALYSIS WINDS

In order to have a uniform and complete global coverage every 6
hours, and to be able to respond quickly to operational updates in
ESA 's wind retrieval suite, we mainly compared the scattcromctcr data
against d's derived from the ECMWF analysis. We produce a "white­
list" of SHIP, BUOY and island wind observation stations performing
within the ESA specifications for scatterometcr winds in 3 subsequent
months. This list is used in the subsequent (4'h) month to flag high
quality wind measurements. On average tllis list contains only
approximately 80 observations, which is not sufficient to obtain a
quality assessment for the scauerometer in a short time period over the
full globe.

In order to use the ECMWF analysis winds as verification data set, we
will need a quality assessment of the model surface winds. Figure 4
shows an example of a distribution of departures in the east-we-:
component of the wind, of "automatic" SHIP observations from the
ECMWF guess field plotted against the average of SHlP and guess
field. In general the bias between conventional observations and guess
field is below JO % and positive, i.c, the conventional observations are
higher than U1cguess field. The relative bias tends to increase above
12 m/s, most probably due to too weak extreme winds or phase errors
in strong wind phenomena in the guess field. 111estandard deviation
is rather constant over the components of the wind. We estimate the
guess field error to be 2.25 m/s in the components irrespective of wind
component amplitude, assuming equal portions of the standard
deviation derived from figure 4 to be in SHIP observation and guess
field. We found no strong regional difference, but there were some
differences between the different observational systems. These
differences arc not easy to explain, and would need further
investigation. Comparing analysis and guess lield surface wind, we
were led to believe U1atthey have similar statistical properties.

3. a0 BIAS CALCULATIONS

Figures 5a and 5b show the average rfl versus incidence angle for
measured d's (5a) and for values simulated with CMOD2 from the
ECMWF wind analysis (5b). Figure 5c shows the ratio of U1eaverages
from figures 5a and 5b, which are for ascending tracks only. AU plots
are averages over a 5 day period. To achieve further independence of
particular meteorological conditions we tried to sample wind direction
homogeneously over all wind speeds. That we indeed sample
independent of meteorology can be seen in figure 5b which shows no
difference between the three beams.
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However. figure Sa and as a result also figure Sc show the relative
instrumental beam biases. The relative beam biases were also measured
by ESA over the tropical rain forest, and agree with our estimates to
within 0.1 dB (Ref. S). Absolute calibration devices (transponders) in
the South of spnin didn't agree with our bias calculations, and
appeared to have a sampling problem for low incidence angles.

The biases as a function of incidence angle were calculated both for
ascending and descending tracks, showing no significant difference
between them, This result is of importance because the day-night
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temperature variations across the antennae might lead to an erroneous
automatic beam gain correction. Our calculations showed this is not the
case. At a later stage, ESA was able to verify our result over the rain
forest.

The trend as a function of incidence angle in figure Sc results from the
bias term in CMOD2. Moreover its signature is not parabolic in
incidence angle, although the assumed form in equation (1-3) is
quadratic. Therefore, the bias term needs to be reformulated in order
to make the bias calculated in figure Sc independent of incidence
angle .
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Fi~e 5: Average in physical space of measured
(a~and with CMOD2 simulated sigma naughts (b)
versus incidence angle for ascending tracks.
Figure 5c shows the difference of 5a and 5b. A
filter is used to obtain a flat analysis wind
direction PDF, The data is global and from 21 GMT
17/10/'91 to 21 GMT 27/10/'91. The solid line
shows the fore, the dashed the mid, and the dotted
line the aft beam. Thin lines show +/- one
standard deviation of the averages.
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Comparing figure Sa with figure Sb one can see that the standard
deviation of the averages (thin lines) is bigger for the measured data
than for our simulated data using the model function CMOD2. This
may suggest that the upwind/crosswind and to a lesser extend lhe
upwind/downwind amplitude (variability) in CMOD2 are too small.

4. <f DEPARTURES

The differences between measured and simulated <fs naughts over
extended areas on the globe were frequently in excess of -6 and +6 dB
(the instrumental noise level specification is 0.2 dB). In light wind
speed areas (below S m/s) one might expect errors of this size due to
analysis errors in wind speed and direction, but these errors were also
observed in high wind speed areas. The obvious explanations are
problems with CMOD2 or with the <f noise level.

By interpreting departure maps it became evident that ice or fractional
ice coverage in general gives rise to o's in the same range as those
measured over sea. To exclude ice areas, we used the ECMWF SST
analysis field and found that on certain days a lower SST threshold of
4.S "C still allowed ice contaminated areas. For safety we set U1eSST
filter threshold to 6 "C.
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Figure 6: 2D distribution of sigma naught versus
analysis wind direction, for an analysis wind speed
of 15 to 17 m/s and for an incidence angle of 45.4
degrees. The dotted line shows CMOD2 (upwind is 180
degrees). The data is global and from 21 GMT 23/9/
'91 to 21 GMT 3/10/'91. Contour levels are
logarithmic.

Figure 6 shows the distribution of measured <fs against wind direction
for a particular wind speed range, incidence angle and beam. In
general such plots show a high level of noise, as can be noted even at
n lativcly high wind speeds. We found that the level of noise for
upwind and downwind directions is in general bigger than for
crosswind. The fact that the error in o0 is proportional to <f helps Lo
explain this behaviour. However, in general it is very difficult Lo
interpret the noise characteristics seen in figure 6, because these
depend both on the errors in cf'. wind speed and direction, and on the
distribution of o", wind speed and direction. Further, for a wind speed
of 5 rn/s, the estimated standard deviation of error in the ECMWF
wind direction is approximately 45°, i.e. equal to the difference in
direction between upwind and crosswind. Except that noise is difficult
to diagnose from distributions as in figure 6, the above considerations
also imply that trying to estimate the transfer function behaviour by
averaging, or statistically filtering <fs is a very difficult task.

5. INTERNAL QUALITY CHECK; <f MEASUREMENT SPACE

So far, we have indicated two reasons for a high level of noise in the
calculated departures, which we still arc not able to separate, i.c, a
misfit of CMOD2 with the real cf-to-wind relationship, and the noise
level in the measured <f s. To do the separation we need a way to
internally check the <f data.

Each triplet of measurements can in principle be plotted in a 30 space
spanned by an axis system representing the fore, mid, and aft beam
measurement. Given a transfer function as in equation (1-3) one can
show that the triplets should lie close to a cone (solution plane) as in
figure 7 (Ref. 4) for a particular cell position (0) across the swath. To
visualise this cone we could slice through it, with a thickness
comparable to instrumental noise. It is easy to show from equations (1-
3) that if B1=0, the sum of <f,0,. and cf 111 equals a value related to
wind speed but not direction, thus giving some physical interpretation
to this particular cross-section. In reality 81=0 is not valid, so the slice
will represent a range of wind speeds, being lowest for downwind, and
highest for upwind. Figure 8 shows a slice of constant cf,.,. + cf &11• for
a wind speed of approximately 9 m/s, and cell position 11 (cells are
counted from the inner swath). Collocation of the points plotted with
ECM WF wind speed and direction, and calculation of the probability
(PDF) of selection of a particular wind speed (bin), gives us a
reference to true wind speed.

Figure 7: Plane of solution in 3D measurement
space (Ref. 4).

In general, and as can be noted in figure 8 a solution plane seems to
exist and to be well defined, A formulation as in equation (1-3),
referring <f only to two geophysical parameters (for CMOD2 they are
wind speed and direction) seems sufficient. Subjectively we tried to
estimate noise in <f from slices at different reference wind speeds and
cell positions, from the distribution of measurement points at the
bottom (mid beam) and at the sides (fore and aft beam). We used the
offset from the origin of the 30 space to calculate the proper noise
reference <f values. As shown in figure 9 the level of noise
intrinsically present in cf' is of the order of instrumental specification
(- S %). Only for a reference wind speed of 3 m/s does the level of
noise go up to approximately IS % which is still a very good
performance for such a low wind speed. Of course for low wind
speeds geophysical effects like viscosity and surface tension will play
a bigger role, and also over a SO km diameter area wave conditions
will not be very homogeneous. We can conclude from this that the
ERS-1 scatterometer is performing very well, and that there is a scope
for improving the <I-to-wind relationship to fit the data as visualised
in figure 8.
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By subjectively estimating the diameter of the cone in both horizontal
and vertical direction we are able to estimate the upwind/crosswind
amplitude for the fore/aft and mid beam. Using simple vector algebra
and ignoring the upwind/downwind amplitude for the moment we get
the results as shown in figure JO. For low incidence angles the
measurement noise is comparable to the upwind/crosswind amplitude,
inevitably leading to reduced skill in wind direction retrieval. For
higher wind speeds and incidence angles the upwind/crosswind
amplitude saturates at a value of 0.6, dropping a little for the highest
wind speeds and incidence angles. This behaviour cannot be described
with a parabolic 0 dependence and a linear wind speed dependence as
assumed in equation (3) for B2, indicating CMOD2 has to be revised
in this respect.

Another point evident from figure 8 is the almost triangular shape of
solution space. This means that higher harmonics rather than only
cosro) and cos(2¢) are involved in equation (l). However, replacing
[l + I31cos(¢) + B2cos(2¢)J by [l + B1cos(¢) + B2cos(2¢)]16 also
allows a fit to the triangular shape.

6. WIND SPEED DEPENDENCE

The slicing method allows us to collocate <:fs for an approximately
constant wind speed with analysis wind speeds. Knowing the 3D <:f
offset vector for the centre of gravity of the data distribution in slices
at different wind speeds, one can plot for each cell (0) an estimate of
the bias term as a function of wind speed V. Equation (1) suggests a
logt V) dependence. On doing so, we found a non-logaritlunic
relationship particularly at low wind speeds. However, given the
uncertainty in model wind speed, and a non-symmetric error
distribution for low wind speeds it is very difficult to draw any firm
conclusion from the above fact.
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In order to study the wind speed dependence of <:f we compared
averages of <:fro,. and d1oft to analysis wind speeds. As can be derived
from equation (l) this average is independent of the upwind/crosswind
amplitude, and is only slightly dependent on the upwind/downwind
amplitude. Figure 11 shows a 2D histogram of wind speeds estimated
from the average of cr0ro" and d1oft collocated with analysis wind
speeds. From such plots it was found that the distributions as
calculated with a log(V) dependence were not realistic for any value
of a and y, particularly for the lower wind speeds. Also, the resulting
distributions appeared to be dependent on incidence angle. When we
corrected the log(V) dependence into a log(V + B(0)) dependence we
found that the distributions became more realistic. So far, best results
have been obtained with a positive B smaller than 1.5 m/s and linearly
dependent on 0. A stronger correction, like a ../v dependence gave
unrealistic distributions for the lower wind speeds.
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Figure 11: 2D distribution in 10.log(V), where
horizontally analysis wind speed and vertically
a wind sreed as estimated from the fore and aft
beams is used. The • are vertical averagt=isover
the distribution, and the 4 are horizontal
averages over the distribution. Contour levels
are logarithmic.

7. UPWIND/DOWNWIND AMPLITUDE

Although the slices in o0 space can provide considerable information
about the geophysical processes involved in C-band radar
backscattering and about d' measurement characteristics, they fail to
provide us a measure of the upwind/downwind amplitude. Therefore
we tried to estimate this amplitude hy a more straightforward method.
We filtered o0 data to a uniform wind direction distribution over a.
large range of wind speeds. Then we defined an upwind bin for lcpl<
90 °, and a downwind bin for l<\l- 180 °1< 90 °. The average upwind
value minus the average downwind value divided by the average of
upwind and downwind is then proportional to the upwind/downwind
amplitude. Assuming a cos(<J>)relationship and for the remaining
harmonic terms symmetry around <I>=90 °, we find the proportionality
constant to be rr(2. Figure 12 shows our estimated upwind/downwind
amplitude. corrected for the standard deviation of error in ECMWF
analysis wind direction as a function of wind speed. This correction
was not very significant because the upwind/downwind amplitude is
small fur low wind speeds, and it is only fur low wind speeds that the
wind direction standard deviation of error is large. The amplitude is in
general small and negative for low incidence angle, and shows large
wind S[":'Cd dependence fur mid range incidence angles. Again
saturation can be observed for high wind speeds and incidence angles,
which cannot be described by the current CMOD2 Iormulation, as in
equation ( 1-3).

8. CONCLUSIONS

At a NWP centre a wealth of data is available to assist not only in the
basic trouble-shooting exercise directly after launch, but also to
determine the noise characteristics and behaviour of the ERS-1
scaucromctcr relative to wind speed and direction. In particular we
found t11atall major terms in the formulation of CMOD2 have to be.
modified. In a second paper we discuss our attempts to improve the
Formulation of the d'-to-wind relationship (Ref. 1)

The parti..» ,:~·,gu of the antennae geometry for the ERS-1
scatterornctcr is crucial to be able to understand its performance. We
were able to characterised' noise, and the upwind/crosswind amplitude
by taking cross-sections through 3D measurement space. We found
that two geophysical parameters (in the CMOD2 formulation these are
wind speed and direction) seem sufficient Lo be able to describe
solution space over a wide range of wave conditions for the waves

relevant to C-band radar back-scattering. In other words, the ocean
topography for these waves gives a well-defined radar signature. For
low wind speeds, a° noise tends to increase, most likely due to more
complicated geophysical processes involving surface tension, viscosity,
and spatial inhomogenities.

For low incidence angles the measurement noise is comparable to the
upwind/crosswind amplitude, leading to reduced skill in wind direction
retrieval. Bot11wind speed and direction sensitivity at the highest
incidence angles seem sufficient. Therefore it might be a good
suggestion for future scatterometers to move to a range of incidence
angles. e.g. starting at 25 ° and ending at 65 °.
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ABSTRACT

Calibratir.n :i;1d validation aC"fr:i.ti;s for the ERS-1 scaucrorncter have
been carrie : cut at ECMWF complementary to the "Haltenbanken"
field campaicu. At a Numerical Weather Prediction (NWP) centre a
wealth of' eritying data is available both in lime and space. This datu
is used to redefine the wind retrieval procedure given the instrumental
characteristics. We found that a Maximum Likelihood Estimation
(Ml.E) prccc.iurc to obtain the cocfl1cicnts of a reformulated o0-to­
wind relationship should use radar measurements in logarithmic rather
than physical space, and use winds as the wind components rather than
wind speed and direction. Doing so, we were able to derive a much
more accur a:c transfer function than the one currently operated by
ESA. d' me a-urcmcnt space shows no signature of a separation in an
upwind solution cone and a downwind solution cone. As such a
signature v. .\S anticipated in ESA 's wind direction ambiguity removal
algorithm, reconsideration of the procedure is necessary. Despite the
fact that revisions have to be made in the process of wind retrieval we
show that there is a good potential for scauerornctry in meteorology
and climatology.
Keywords: ERS-1 scaucrometcr. normalised radar cross section, cf-to·
wind tra1i.<!"~rfunction, wind direction ambiguity removal, surface
winds.

I. IN11WDUCllON

At ECMWF a project is being carried out in support of the calibration
and valida.ir n of ERS· I wind scauerorncter data, complementary to
the "Haltcr.o.inkcu" field campaign off the coast of Norway, Our work
is dcscribe: in two papers, Pan A (Ref. !) describes the assistance we
provided in instrumental calibration, and characterisation of the
normalised r:j(J.lr cross sections, i.e. a°, as measured by the ERS-1
scaucroruc.er. We concluded that o0 noise is low and that 30 d'
measurcmc:u space is well defined. We also showed that ESA's pre­
launch d'-:c'·wind transfer function needs major reformulation. This
paper (PJr: 8) deals with (i) the derivation of a revised a°-to-wind
relationsh.; uoing a maximum likelihood estimation procedure, and (ii)
with the retrieval of a unique wind speed and direction (wind direction
ambiguity removal). For a discussion of ESA's present d'-to-wind
transfer rno.lcl formulation we refer to pan A. A quality assessment of
the wind <~1ta used in this paper ls also given in part A.

Long pn» idcd us with his implementation (Ref. 2) of the Maximum
Likcliboc-! htimation (MLE) procedure as described by Britt and
Luecke (Rct 3), to estimate Hew coefficients for the transfer function.
The firq ri211 of this paper will discuss the use of this method to derive
a revised transfer function. 111the second part we will discuss problems
involved in wind direction ambiguity removal.

2. ESTIMATION OF THE d'-TO-WIND RELATIONSHIP

2.1 Method
The l\1LE procedure estimates the most probable d', wind speed and
direction, and coefficients of an impliciUy defined a0-to-wind transfer
function as given for example in equations (1-3) in Ref. l. Using this
MLE procedure in a stratght-forward way we found that tl1c resulting
transfer functions were not significantly better than CMOD2. This
result made a review of Ute nature of Ute problem, and its
implementation necessary.

An assumption made in the MLE procedure is that the distributions of
error In d', wind speed and direction are Gaussian. We have shown in
pan A (Ref. 1. figure 4) that the standard deviation of error in the
components of Ute wind is approximately 2.25 mis and constant over
all wind speeds. Considering this figure, we assumed a symmetric error
distribution in the components of the wind. The wind speed standard
deviation is approximately 2.6 m/s. So, U1ecorrelation between "true"
wind speed and ECMWF analysis wind speed would start to drop
around 8 m/s and approach zero around 2 m/s. Beyond that, the error
distributions for low wind speeds arc asymmetric. Therefore, it is clear
that the statistical properties of the components of the wind arc much
closer to the requirements of the MLE procedure, titan the statistical
properties of wind speed and direction.

A second consideration is the consequence of proportional errors for
MLE. TI1c expected value of the standard deviation of error in d' is
proportional to the "true" value of d'. We will show that this type of
variation in standard deviation causes the MLE procedure to fail.

Let us assume we have a 3D measurement space with axis x, y and z,
where the "true" solution is a plane with z=z; Now we make an
infinite number of measurement triplets (x.,, Ym• z,,,). assuming these
measurements have Gaussian errors with standard deviations o,=o,
ar=a, and o,=e:.z., for x, y, and z: Given the distribution of
measurements p(x,y,z)dxdydz we will to estimate the solution plane
z=z,. Assuming we have no a priori knowledge and neglecting constant
terms, we find the solution by minimising:

MLE-[ z,,,o-z, r
t

(1)

over all measurements. Since we don't know c, we have to estimate
It. ·111cbest estimate seems to be e.o.. Now if we minimise:

f ff MLE.p(x,y,z')dxdydz (2)

WC find:

(3)
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Figure l : TJpwinii/crO!'lS"'indamplitude a.a found by
estimation usLng wind. speed and direc tLcn as input
(•••••),using the components of the wind ( ),
and for t rans f'e r model CMOD2. Wind. speed is 10 m/s.

So, the theoretical solution does not match but in fact exceeds the
"true" solution. 111 the same w~;·.one can prove that if 01 is estimated
by e.z, a solution lclow the "true" plane is found.

The above ::x:;;npic docs mt consiocr any non-linearities in solution
plane. In our specific case however, tile solution plane is highly non­
linear as well, which will probab'y further degrade the performance of
the estimation procedure involving puramcters with proportional. emirs.
An alternative is to do the estimation with cf in dB's. The
proportionality constant for d' is approximately 5 %. As a
consequence the d' error standard deviation in dB's has an
approximately constant value of 0.2 <IB. The drawback of logarithmic
rather than physical space, is that the d' instrumental. error standard
deviation is expected to be Gaussian in physical space, whereas in
logarithmic space the standard deviation is expected to be slightly non­
Gaussian and skew. In practise, it depends on the relative non-linearity
in the formulation of the transtcr function in physical. and in
logarithmic space, as to whether it is advantageous to do the estimation
in one space. rather than the other.

A non-linear surface of itself will also lead to errors in MLE. A simple
example illus.rates this. Assume we have a 2D measurement space
with axis x ;mJ y, and a true solution x,1+ y,1"'1.We now make an
inlinite number or measurement pairs (xm•Ym). which have Gaussian
error standard deviations a,=a and Oy=O,and estimate a solution lying
on a circle with ~r,. Assuming no prior knowledge is present, we can
define our objective function as:

MLE-[r•.~r·f (4)

Minimising this function over the measurement distribution p(x,y)dxdy,
and assuming o-c-cl gives the solution:

r,-1-a~ (5)

This error is first order in a.

In a similar way it can be proved that if we try to fit the above
measurement distribution with a solution like (x + 6)1+ y2=r,2,then we
will introduce a positive term in equation (5) increasing the solution
radius r,. One could regard B as a bias misfit term,

The assumption o<<l prevents "aliasing" problems. If o~t then
measurements Ior example at ( x, y)=( 0, I), i.e. the top of the circle,

can either originate from "true" values at the top or the bottom, or
even from anywhere on the "true" circle. TI1e distance of the
measurement point to the "true" point would be different in the cases
considered. In MLE however, the likelihood that this particular point
is very close to the "true" circle is infinite in all cases, since the point
lies on the "true" circle.

In our estimation problem we have highly non-linear surfaces, for
instance in the relation of d' to wind speed, and (f to wind direction.
Moreover, if we are unable to estimate the bias term in CMOD2
correctly, we will have problems with the upwind/crosswind and
upwind/downwind tcnn similar to those introduced by the B term in
the above problem. 111e "aliasing" problem will occur for low wind
speeds, where the wind direction standard deviation is close to the
upwind/crosswind angle difference. Finally we note that if the data
selected for the estimation procedure represents an inhomogeneous
distribution of the parameters involved in the estimation, then further
instabilities in the MLE procedure may be introduced.

2.2 Simulation
Given the above considerations, we re-examined the estimation
procedure to sec whether the problem is properly posed. To this end
we studied the behaviour of the MLE procedure using simulated data
for which we know the true solution. Analysis winds were chosen to
be "true" winds, and "true" cfs were simulated from them using
CMOD2. In pan A we estimated the noise characteristics of both the
winds and the cfs to be used in the estimation of the transfer function
coefficients. In our simulations we added noise to the "true" winds
with a Gaussian standard deviation of 2.25 m/s in the wind
components. At the Limewe did the simulations we were not yet able
to accurately estimate the noise level in d'. The noise estimates used
in the simulations vary slightly, but were pessimistic (too high). Since
all the problems considered above are related to the level of noise in
the data, accurate noise estimates are of the utmost importance. Since
we found that the selection of data used in the estimation plays an
important role, we used wind distributions that were also used for
tuning with real data.

In figure I we compare the upwind/crosswind amplitude for two
simulation exercises, only different in the sense that we used wind
speed and direction in one case, and wind components in the other
case as input for the MLE procedure. It is evident that estimation in
wind components is to be preferred, as suggested earlier.
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Figure 2: Upwind/crosswind amplitude found by
estimation using sigma.naught in physical apace as
input (____), using sigma naught in logarithmic
space ~), and for the simulation model CMOD2
( ).Wind speed is 5 m/s.
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Figure 2 shows the upwind/crosswind amplitude for two simulation
cases di ffcring in only one respect: the upper curve is obtained by
MLE in physical space, whereas the lower curve is obtained by MLE
In logarilhmlc space for a". Not only docs the upwind/crosswind
amplitude show major differences, but the bias term and
upwind/downwind amplitude arc also significantly worse when
estimation is made in physical space. Experiments where we varied the
a0 error standard deviation to be either Gaussian in physical or
logarithmic space did not show any significant difference in results.

Jn most experiments we found that the upwind/crosswind amplitude is
very sensitive to slight changes in the bias term. This indicates that in
reality we need a formulation for the bias term which lits the data
accurately. Different but reasonably uniform wind distributions
containing up to 20 000 points, gave slightly different answers after
convergence of Ilic MLE procedure. We found in general no
dependence of the result on initial conditions, and in most cases 25
itcrutions were sufficient to converge to the solution.

2.3 Data Selection
Since we found that the MLE procedure is not particularly stable, it
appears to b: important to select a high quality and statistically well
conditioned input data set. The following filters were tested and
applied:
• Spatial correlation in the data introduces local minima in solution
space, therefore input winds and d's should be spatially decorrelated.
\lie created data sets where the spatial separation is at least 300 k.m
between one selected data point and the next.
• Ice and fractional ice were filtered by a SST tiller, if the SST is
below 6 'C no data are extracted,
+ We filtered Ilic data to achieve a more uniform wind speed
distribution than the usual Weibull distribution seen in nature.
Although the wind direction PDF over the globe anti several days
varies by a factor of two with wind direction with respect to one
particular beam, for all three beams together the variation is less than
10 %. Therefore after performing a limited number of tests wind
direction filtering is currently not used.
• The distribution of incidence angles covered is irregular because the
fore and aft beams have a range of incidence angles only partly
overlapping the mid beam incldcuce angle range. We used a filler to
achieve a more uniform coverage of incidence angles over all three
beams.
• Because antenna biases were present on the scattcrometer we also
made a filter selecting beams in such a way to achieve equal coverage
for all three beams.
• Steadiness: We used a filter selecting only those winds Lliat arc
sufficiently steady over a certain time period. We compare for each
selected ERS-1 scauerornetcr site the ECMWF guess field wind vector
difference between the 3 and 6, and the 6 and 9 hour forecast. The
average of both vector differences is normalised by 5 m/s plus the
average of wind speed over the three times considered. The
normalisation is such that this steadiness filter excludes both high and
low winds, if unsteady. At present the selection threshold is set to 0.2.
• We also started experiments with time filters. Normally ERS-1
observations differing up Lo three hours with the analysis time arc
selected. Bringing the time window down Lotwo hours has so far not
shown any impact.
• The ECMWF model is believed to be more accurate in the Atlantic
than for instance in Ilic Southern Hemisphere. As described in part A
(Ref. 1) we did not sec any statistical difference for surface wind speed
verifications between those areas. We have not yet experimented with
filtering different regions of the globe.
• lf a reasonable transfer model already existed, then one could reject
a0 data if tlic triplet of measurements had too large a distance to the
transfer model solution plane in measurement space. This filter has to
he used carefully since it could severely bias the MLE result towards
the transfer model used for selection. The filter is currently being
investigated and was not used in the results presented here.

A typical cross-section through a selected data sample is shown in
figure 3. The size of this parilculnr sample is approximately 14.000
points, gathered over the globe over a period of 20 days, using Ilic first
6 filters mentioned.

2.4 estimation with real data
In part A (Ref. 1) the formulation of CMOD2 is given, and it is shown
that all major terms of that transfer function would need revision. Up
to now we have not reached the point where we arc satisfied with a
fonnulation which describes all aspects of the d'-to-wind relationship
as tliagnosed in the first paper. However, to show the progress made
we give our preliminary formulation in Appendix A, and below the
results obtained with it so far.

The formulation still contains 18 coefficients. Our experience with
MLE for this problem is that more degrees of freedom lead to
instability. This of course depends on how a formulation potentially
can lit the data. However, because of the non-linearities in the transfer
relationship our feeling is that even a perfectly formulated function
with too many degrees of freedom would show aberrations after
estimation. Therefore the philosophy we adopted to develop a
fonnulation, is to constrain the solution as much as possible using the
diagnostics described in part A (Ref. I)
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Figure 3: Selected 2D data distribution of sigma
naught versus analysis wind direction, for analysis
wind speeds between 9 and 10 m/s and an incidence
angle of 48.6 degrees. Input data are from 6 GMT
4/11/'91 to 3 GMT 4/11/'91 and all over the globe.

Using the model formulation as in appendix A and having adapted the
MLE software to work in logarithmic space for d', and in the
components of the wind, we improved significantly on the performance
of CMOD2 as measured by validating against independent ECMWF
analysis data. The standard deviation of the difference of scattcrometcr
retrieved winds and analysis has decreased by 20 % to approximately
2.1 m/s, and where CMOD2 is biased low by 1.1 mis the new transfer
model only has a bias of -0.2 mis. Running ESA's wind direction
ambiguity removal scheme CREO we also find a better performance
for wind direction retrieval, The bias term (that part of the transfer
function intlcpendcnt of wind direction) in the present model is such
that biases as a function of wind speed and incidence angle are
decreased significantly. However the upwind/downwind amplitude is
still linear in wind speed and incidence angle, and so is unable Lo
describe the saturation behaviour as can be seen in part A figure 11
(Ref. 1). Although in the present formulation the upwind/crosswind
amplitude will describe saturation, it is still unsatisfactory. At high
wind speeds the amplitude drops too fast. Therefore we stress again
that the fonnulation is still preliminary, and our aim is simply to show
the progress made to date.
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During the "Haltenbanken" campaign off the coast of Norway high
quality wind data was obtained, using an array of TOBIS buoys, and
several other wind sensors, provic.lcd by a number of research groups
mainly in Europe. Offiler (Ref. 6) made an
extensive comparison of several transfer functions over the
"Haltenbanken" campaign data. For Lhisdata set CMOD2 has a wind
speed standard c.leviation of 2.8 m/s, compared to 1.9 m/s for our
model. No significant bias is present in either both model. Using
Offilcrs Slice algorithm for dealiasing (Ref. 4) the directional standard
deviation is 19.9 ° for both models.

3. WIND DIRECTION AMBIGUffY REMOVAL

Comparing the operational ERS-1 scatterometer winds wilh the
"l lultcnbankcn" campaign data, Offilcr finds a standard deviation for
wind direction of 102 °. This number indicates something is wrong in
the operational wind direction ambiguity removal procedure as nm by
ESA and named CREO (Ref. 5). Running the CREO algorithm at
EC/\lWF we find quite a number of problems, some of which
problems are related to CMOD2, and not to the ambiguity removal
process itself. However, with the improved cf-to-wind transfer function
intrinsic ambiguity removal problems appear more clearly.

3.1 CREO
CREO performs several steps in order to obtain an unambiguous wind
field:
• Its first step is based on minimisation of the following maximum
likelihood estimator (l\ILE) for varying wind speed and direction:

) [ 0 0 fMLE-:r. 0..i-0:1
1-1 SD(o~

(7)

where cf"'' is the measured value, and <f',1 is obtained from the cf-to­
wind transfer function for a trial value of the wind vector. The
minimisation is done for each cell and the triplet of measured oOs
(Also cf pairs can be processed). Over the full wind domain this
objective function will have several local minima, with the two most
probable solutions in general approximately 180 •degrees apart, due
to the small upwind/downwind amplitude in the transfer function.
• In the second step of CREO two fields are constructed across the
full swath and a distance of 3000 km along the swath. The two fields
arc supposedly blowing in opposite directions. Information on potential
skill in discrimination between upwind and downwind is used in this
step.
• 111~third step is called "autonomous dcaliasing'', where the CREO
algorithm tries to select one of the two fields on the basis of a
sufficient difference between them in MLE averaged over all cells.
Optionally this third step can be circumvented.
+ If this is not possible, step four is to check which field is closest to
a background wind field again over an area typically 500 km X 3000
km. If the large scale fit of the closest is not acceptable no solution is
given. The processed areas overlap by one-thirds in order lo be able lo
check consistency.

3.2 Perfonnance
As shown in section 2.1 a MLE for o0 in physical space docs not
converge 10 the desired answer, while estimation of cf in logaritlunic
space gives much bcuer answers. Therefore, one might also want to
pose equation Cl) in logarithmic space rather than physical space. We
arc currently investigating the performance of CREO in logarillunic
space, but do not expect dramatic changes. However, the issue whether
to normalise equation (7) with a noise estimate computed from the
measurement or from the solution is no longer important, because
noise is virtually constant in logarithmic cf space as stated earlier.

Figure 4 shows an example of dcaliased winds using the CREO
algorithm at ECMWF with the cf-to-wind transfer function as
described at the end of section 2. Above the across-track line as
indicated wind direction solutions are in reasonable agreement with the

ECMWF analysis. Below this line however, CREO wind direction
solutions arc I80 ° different. Verification with satellite cloud images
shows there is no reason to believe in a 180 • shift along this line.
Also in numerous other occasions the same type of across-track
erroneous shift lines are observed. In step 2 of CREO the wind fields
arc build up from Lheouter swath. Only at the two outermost cells, the
wind direction solution of a cell in a previous across-track row is used
to compute the wind direction solution for the current cell position. For
all other cell positions across the swath only two previous cells in the
same row arc consulted in the majority of cases. This explains the type
of error described above. One approach would be to extend the area of
consultation when computing a wind direction solution for a particular
cell over at least two across-swath rows.

Since there will be a certain probability when trying to build up two
parallel but opposite wind fields that from a certain position onwards
the two fields will be the same, one would rather not process large
areas al the same Limebut areas as small as feasible with large overlap
zones to check performance. Since typical surface wind patterns appear
within 1000 km, the 3000 km along-swath distance used by CREO
might be overdone.
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Figure 4 : Wind pattern as obtained from CREO using
the transfer model discussed in section 2,4 (grey)
compared to the ECMWF analysis winds (black). '!'he
numbers indicate wind speed from the scatterometer.
The area is centered around 49 S and 136 E, and
time is approximately 12 GM!' 6/11/'91.

Equation (7) is equivalent to computing the distance in a 3D cf
measurement space where the axis are normalised by the measurements
error standard deviation. So, interpreting slices through cf
measurement space, as explained in part A and shown in part A figure
8, will help us in understanding the solutions which are computed in
the first step of CREO. As anticipated before launch the solution plane
in ef' measurement space would consist of two cones intersecting along
three lines (Part A, figure 7). One of the cones represents
measurements for when the mid antenna beam is pointing upwind, and
the other cone for when the mid beam is pointing downwind. So for
this scenario, one would compute a different distance to solution plane
for upwind and downwind. 1n reality it appears that there is no
signature in cf measurement space of upwind or downwind. Moreover
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the upwind and downwind cone coincide (figure 5) and no skill will
be present in "autonomous" ambiguity removal. Running the CREO
algorithm with different o0-to-wind transfer functions, having different
upwind/downwind amplitudes, we indeed found that those areas which
were dcaliased autonomously were incorrect in about 50 % of the
cases.

Since CREO relics heavily on autonomous dealiasing its philosophy
has to be changed, and step 4 probably needs revision. It appears
however still to be a good strategy to rely only for larger spatial scales
on the meteorological guess wind field. The knowledge that
autonomous dcaliasing is not feasible and meteorological wind
direction information has to be used anyway, is an argument to
develop a full variational wind retrieval scheme (Ref. 7) and with more
confidence head towards an implementation of scatterornetcr wind
retrieval in variational analysis schemes as developed at ECMWF.

4. TllE POTENTIAL OF ERS-1

We believe that the potential impact for ERS-1 scatterometer data in
meteorology and climatology is large. The level of noise in the <:f
measurements is low, and from slices through <:f measurement space
the signature of a well defined solution plane appears.

As verified in figure 4. the ERS-1 scatterornetcr has the potential of
accurately id·:nlifying surface meteorological features quantitntively. In
this case. the ECMWF analysis and the scaucrornctcr data agree as to
tile position of this storm. In a separate paper being prepared by
Woiccsh. n e: al., this same pass picks up a wave-like disturbance not
present in the ECMWF analysis. In this case, the scaucrometcr has the
potential of improving the analysis input for subsequent forecasts.

5. CONCLUSIONS

From the necessity to change the formulation and coefficients of
CMOD2. we implemented a MLE procedure provided by ESA to
experiment with new formulations for a o0-to-wind transfer function.'
We found that this procedure needed revision in order Lo obtain
transfer functions closer to reality than CMOD2. Ml.E in the
coruponerus of the wind rather than wind speed and direction appears
Lobe more fruitful. Proportional errors arc difficult to treat in a MLE
procedure. We found that estimating o"s in logarithmic space rather
than physical space is very beneficial. This might also be the case for
the /\!LE procedure as used in the first of the CREO wind direction
ambiguitv removal procedure, and in the 30 variational data
assimilation procedure at ECMWF for the part set up to assimilate o's.

TI1c CREO algorithm needs rcvrsion. Autonomous dealiasing was
anticipated "-S being the major skill of the procedure. However o0
mc.rsurcmcn; space shows no signature at all for an autonomous
discrimination of upwind and downwind solutions. Runs with CREO
at EC:-.1\\.F indeed indicate no skill in autonomous dcaliasing of wind
direction. A< found in part A the upwind/downwind amplitude is not
negligible (Ref. I, figure 11) and reaches up to 15 %. The
manifestation of the upwind/downwind amplitude however appears to
be parallel to the solution cone in measurement space, rather than
perpendicular to it as is desirable for a skilful autonomous wind
direction ambiguity removal.

Although quite a few problems have to be addressed in the procedures
to retrieve unambiguous ERS-1 scatterometer winds, we believe that
the instrument has great potential. In cf' measurement space solution
plane appears LO be well-defined, and cf' noise is low. We also
uncovered already cases in which the scaucroructer shows small scale
features not captured by the ECMWF analysis. Improved algorithms
will bring a much better definition of the wind over the global ocean.
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APPENDIX A

The preliminary formulation of the o0-to-wind transfer function as
tested before the conference is:

a0-IO.a + 10.y .[V+ P +B1cos(cj>)]

+16.log10[ I +0.42B3tanh(B:z)cos(2cj>)] (6)

V and <I:> arc wind speed and direction. The other main dependence is
as before in incidence angle e. The coefficients a., B, and y are set to
a tuning coefficient times a Legendre polynomial of order 0 , I. and
2, e.g. °"'a1 + °'2·x+ a.:i.(3x2 - 1)/2. We corrected a parabolically in
e for e less than 30 °, and again for e less than 20 ° to obtain a bias
independent of 0. B1 is set to a coefficient times a Legendre
polyuornial of order 0 and I,plus a coefficient times wind speed and
a Legendre polynomial of order 0 and 1. B2 is set to a coefficient
times wind speed and a Legendre polynomial of order 0 and I. B4=[
1 + c, ( x + Ci ) ( V + c3 ) ] where c.. Cz, and c, arc tuning
coefficients. x.=(0 - 40 °){2.5° is used as argument for the Legendre
polynomials.
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ABSTRACT

A methodology which was developed on simu:atec
data is applied to real ERS-1 data. to calibrate ana
validate geophysical products.

Keywords : Backscattermodelling, Rayleigh Distribution
of wind speed, Numerical Weather Forecast Model.
Minimization.

INTRODUCTION

Before the launch of ERS-1 we planned to validate
and calibrate the geophysical data from the altimeter
and the scatterometer using products from numerical
weather models.

Our approach can be divided into three steps.
First we looked at the data themselves alone to

study inter-beam biasesas function of incidence angle.
Secondly we tuned a backscatter model of a given

form usingwind fields fromoperational analysis.
Thirdly with the hypothesis of a given distribution ot

the winds vectors we studied the adjustment of the
retrieved backscatter model to the data and we made
some suggestions to improve the fit.

In this paper after having recalled the pre-launch
results and developed some statistic computations. we
present the validation of sigma-naught (cr0), then the
data set used to calibrate the backscatter model, ana
the results of this calibration before concluding on the
researchwork still to be cone.

PRE·~UNCH RESULTS

METEO-FRANCE is involved into the ERS-1
expernnent with the aim to be able to use wine
iruormanon tram ERS-1 cata m its numerical forecast
models l 1.2].

The cost function we rmnirruzedin order to calibrate
the backscatter model was :

CF = L [ (croret- 00obsl I (Kpobs• 00denl 1-2
+ [ !Vret - Yobs) I Kw]*'*2
+ [ (Oret - Dabs) I KddJ-2

* aoobs and Kpobswere observedvalues

* Yobs and Dobs were wind data coming from
numericalweather model

* Yret and Oret were wind data coming after the
minimization

* 0oret were calculated using Vret and Dret plus the
value of the coefficients of the backscatter model we
tried to adjust

To deal with the problem of the estimation of the
variance of the measurement we evaluated crOdenas
the arithmetic average between croretand cr0obs·

For the minimization we used a subroutinegiven by
the INRIA [3). In order to use it, we only needed a
subroutine to compute both a cost function and its
gradient relatively to the parameters we wanted to
adjust. To improve the efficiency of the minimizationwe
used a specific norm instead of the euclidian scalar
product.

We have tested this programon simulateddata. We
took a wind field, we interpolated it on a simulated
swath of the scatterometer. Then we calculated the
sigma-naught using a given backscattermodel, and we
added some gaussian noise. We also added some
gauss1annoise to the wind field. and we tried to retrieve
the coefficients of the backscattermodel .

For these simulations we have succeeded to
retrieve the values ot the coefficients in such a way that
the difference between the sigma-naught computed
with these values and the sigma-naughtcomputedwith
the a priori given values was always less than 3%.
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STATISTICAL APPROACH

At first we expected to be able to use a statistical
approach as Wentz. did for SEASAT [4) to evaluate the
coefficients of the backscatter model. Unfortunately
with the CMOD1 form (5] it was impossible to make
analytical computation. But when the analysis team
aggreed with the CMOD2 form (6) then we decided to
make these computations.

We assumed the wind direction over the world
follows a uniform distribution and the wind speed
follows a Rayleigh distribution. With this assumption we
were able to compute for each incidence angle the
expected average and the expected variance of the
sigma-naught. We were also able to compute the
average of the product of crofor two beams.

If we note the CMOD2 form of basckscatter model :

cro =A. VY. (1 + 81 • cos(.p)+ 92. cos(2..p))
where 91 = b1+c1.V and 92 = b2+c2.V
and A, y, b1, ct, b2, and c2 are polynomials of

order 2 in incidenceangle e.
we obtain:

<croi>= A1 • <Vfi> and

<crQi*O'Oj>= Ai • Aj • [ <VYi-+-yj>*
[ 2 + b1i , b1j. cos(~'s) + b2i. b2j * cos(2~'8) J / 2

+ <V1+yi-+-yj>•

[ b1.• c1j. cos~'8) + ea.c2j. cos(Ufs) J / 2
+ <V2+yi-+-yj>•

[ c1i • c1j • cos(~cp8)+ c2i • c2j * cos(2.~'8) J I 2
where ilcpB is the difference between the azimuth of

the two beams i and j.

VALIDATIONOF SIGMA-NAUGHT

We have computed under the hypothesis of a
Rayleigh distribution (mean speed = 6.5 mis) for the
wind, <croi>and [<oot*2>-<crrn>**2r.s for ia1,2,3 and
<croicroj>for (i,j) = (1.2) (1.3) and (3,2) using CMOD2
with the prelaunch values [6]. The figures [a1), (a2J.
(a3J, (a4J showed for these quantities the differences
between the observed sigma-naught and the result of
these computations.

We were able to notice the right agreement between
the beams.and the shape ot the curves which showed
the variations of the fit betweenCMOD2 and real data.

!•II
~
A••,Q
Q

A::I.,

incidence anq1e

Figure [a1]: comparison for the three beams (--for
bearr. =mid beam. + aft beam), between the observed
.nean value of sigma-naught and the processed vaiue
using CM002 and a Rayleigh distribution for the wind.
(dB scale min--4dB, max••+4db)

•..
,;
:9••.:!i 'I' ••

:9
~

Incidence angle

Figure (a2) : the same as fig. (a1) but for the
standart deviation.

!
A "

incidence angle

Figure [a3J : the same as fig(a1) but for the product
<cri*cri>for (i,j)=(1,2) for-beam mid-beam (--), and for
(i,j)•• (2.3) rmo-beam.an-beam (*).
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DATA SET

To calibrate the backscatter model, we used the
wind fields of our operational analysis. Our approach
was global, without geographical selection and with a
time window of .•..;-1 h30.

The sigma-naught were selected using the FOP
quality control; ice points were eliminated by a
geographical cut inferred from the sea surface
temperature given by operational analysis.

To avoid problems of bias in our calibration process.
we made a file of winds homogeneous in speed and in
direction with the interpolated wind and we tried to
decorrelate the data by a random choice in the
available data.

••&

incidence angle

Figure [a4) : the same as fig(a3) but for the product
<cri*cr? for (i,j)=(1,3).

CALI8RATION

With such datasets we computed sets of values for
CMOD2 backscattermodel.

To choose one set of values, we looked at the
stability of the results, at the decrease of the cost
function and at the physicalconsistency.

Instead of minimizingdirectly with the 18 degrees of
freedom we processed six minimizations to determine
successively the values of A. Ay, Ayb2, Ayb2b1,
Ayb2b1c2, Ayb2b1c2c1 and we studied the rate of
decrease of the cost function. In order to verify if the
decrease was not only due to the fitting of the data, we
also used another set of data.

The results that we obtained show that the main
part of the information was given by the Ayb2
coefficients. The use of b1. c1 and c2 coefficients did
not lead to an improvement of the skill for the sigma­
naught processed using another set of data.

We also looked at a physical constraint : the sigma­
naught had to be always positive. This condition was
realized if all the extremeswere positive. We were able

to compute the maxima and impose to the minima to be
positive. We remarked q, = 0 and ;r were always
extrema but we also wanted them to be maxima, this
condition implied the existence of another extrema ·Po
given by:

cos(q,0)= - 81 I (4.82) then [81I =< 4. 182!
and if we wanted that this new maxima became a
minimawe needed 82 >O.

The value of cro for ~o is

A. VY. ( (81•.•2 + 8. (82•.•2 - 82) I
so we need (81•.•2 + 8. (82•.•2- 82) > 0

Sometimes the use of the degrees of freedom
linked with C1 and C2 led to a model which did not
satisfy the physical constraints as shown on figure (b).
This effect was perhaps due to an inconsistency
between the sigma-naught observed and the wind
used, but there might be rs a problemm the form of the
model itself.

We retained a model which gave a bias of 0.8 rn/s,
-1.8° and a STD of 2.6 m/s, 18.1° for wind speed and
wind direction respectively in an objective evaluation
made by 0.0tfiler on the data from RENE91.

Figure (b) : physical constraints in the 81,82 plane
·~•.:~l' area where there is only two extrema
/;/area where o(Ol,o(rr12lor 01;rl is negative
~ area where o(q,0) is a maxima

The different curves show the evolution of 81 82
with the incidence angle for different winds speed for a
particular model. With rt, for a wind speed of 4m/s and
tor low incidence angle we are outside the physical
constraints.
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VALIDATION OF THE MODEL

We can try to validate the backscatter model using
the tools described above .

With the use of our statistical approach, we showed
that if the bias between the observed sigma-naughts
and those processed by our calibrated model was
reduced (in comparison with those calculated by
CMOD2), the variance remained high.

We also verified that the model obtained satisfied to
the physic constraints.

We noticed on figures [c1J. (c2]. (c3). (c4] a
distortion in the result with the incidence angle. This
effect remained on all the backscatter models
developed in CMOD2 form, for our models, as well as
for the other models proposed by the other groups.

This result seemed to indicate that the form of
CMOD2 was not adequate to fit the data. So we have
tried to calibrate the backscatter model using a
development in 03 for the incidence angle. The
distortion was reduced like the figures (d1J, (d2], (d3J,
and (d4] demonstrated it, but a bias remained. However
this result was encouraging because it seemed to show
that significant improvement could be obtained with a
little adjustment on the form of the backscatter model.

ALTIMETERDATA

We have not tried to calibrate the relation between
the sigma-naught and the wind speed, neither the
estimation of the significative height of the waves. We
have assumed the relation established for GEOSAT(7]
gave acceptable results. So, in order to validate the
altimeter data, we compared the ESA derived wind
speed and significant wave height with data from our
numerical weather and wave models. An average bias
of -0.22 m and -0. 16 mis and a standard deviation of
0.9 m and 3 mis were found respectively for the
significantwave height and the wind speed.

CONCLUSION

To go from simulated data to real data. was a new
challenge 1 We succeeded in verifying the consistency
of the data from the three beams. and in proposing
coefficients for CMOD2.

A part of the difference between the observed
sigma-naugntand those processedwith the backscatter
model could be due to any error in the wind speed
used. An improvement of the model could be obtained
by a better selection of the data or a better evaluation
of the errors made on them.

However the statistical tests seemed to indicate that
the form of the model had to be changed. Now more

physical considerations are necessary to go further for
the altimeter as well as for the scatterometer.
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Abstract

During the ERS-1 Geophysical Calibration and
Validation Campaign for the First European Remote
Sensing Satellite (ERS-1) in the Norwegian Sea
between September 15 and December 10, 1991, 46
underflights of the satellite were performed with the
airborneC-band scatterometerRACS of the University
of Hamburg.Wind measurementswere also carried out
by a networkof 10meteorologicalbuoys , the research
vessels HakonMosby, Planet and Gauss, a HerculesC-
130and theDornierDo-228aircraft.
A high-quality subset of the data obtained during the
experiment was used to tune the proposed wind
scatterometer model function. The given model
parameters are valid for the calibration status of the
ERS-1scatterometcrdata beforeMarch l, 1992.

Introduction

A C-band scatterometer is presently flying aboard the
First European Remote Sensing Satellite (ERS-1) to
measure ocean surface winds. In preparation for this
satellite mission, the European Space Agency (ESA)
has conducted a number of airborne C-band
scaucrometer campaigns over the North Sea, the
AtlanticOceanand theMediterraneanSea. Basedon the
data collected during these campaigns an empirical
prelaunchC-band wind scatterometermodel for ERS-1
has beendeveloped[1,2).
The neccessity to retune this model after the launch of
the satellite was generally expected since it was based
on a very limited set of airborne C-band scatterometer
measurements.
The ERS-1 Geophysical Calibration and Validation
Campaign took place in the Norwegian Sea between
September 15 and December 10, 1991. During this
campaign46 underflightsof the ERS-1 were performed
with the airborne C-band scatterometer RACS of the
University of Hamburg [3,4). The scatterometer was
operated aboard a Dornier Do-228 aircraft of the

GermanAerospaceResearchEstablishment(DLR).The
navigationsystemof this aircraftwas also used for wind
measurements during low level flights, e.g. 500 ft
altitude.Wind measurementswere also carried out by a
network of 10 meteorological buoys of the
Oceanographic Institute OCEANOR (Norway), the
research vessels Hakon Mosby (Norway), Planet and
Gauss (Germany)and the HerculesC-130aircraft of the
UK Meteorological Office (UK). Furthermore. wind
field analyses for the experimental area were provided
by theNorwegianMeteorologicalOffice (DNMI).

The Data Set

A comparison of the wind data from the different
sourcesshoweda very high correlation for 14 of the 46
underflights of the ERS-1 satellite. Discrepancies
between single measurementsencounteredfor the other
32 underflightscan be explainedby great variabilitiesin
the wind fields in space and time. In several cases the
measurementsof the vertical wind profile indicate that
the boundary layer model, which was applied to the
aircraft measurementsand the wind field analyses, was
not valid.
As an example of strong variations in the boundary
layer the resultsof themeasurementson October 12 are
depicted in Figures la - lf. Wind vector maps obtained
from the scatterometer data and from the navigation
systemof the Do-228 aircraft are shown in Figures la
and lb, respectively. The measurements with the
navigation system were obtained at an altitude of 500
feet, and a boundary layer model [6] was used to
convert the flight level wind to the 10 meter neutral
wind. The wind direction is in good agreement but for
the wind speed there is a difference of 50 %. The
vertical profiles of the wind speeds at position Tl and
TIO are depicted in Figures le and le, respectively.A
dramatic change in the structure of the wind speed
profileoccurredbetween the two reference points while
there is no change in the wind directions as shown in
Figures Id and lf.

Exact simultaneouswindmeasurementswith the ERS-1
satellite and the aircraft can be obtained only for one
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single resolution cell of the ERS-1 scatterometer due to
the high speed of the spacecraft In order to extend the
data set, only underflights that showed small
variabilities in the wind field in space and time were
chosen for this model tuning. The second criteria was a
very good correlation between the wind data from the
different sources.
The result of the intensive evaluation of the in-situ data
was that only the data from the following underflights
of the ERS-1 were used for the model tuning :
September 28 30,
October 1, 4, 10, 16, 18, 21 22,
November 8, 14, 18, 21and29.

This data set contains the NRCS values measured by the
ERS-1 satellite as a function of antenna look direction
and incidence angle and the collocated wind speed and
direction which is an average of the wind vectors
obtained by RACS, the Do-228 navigation system and
the DNMI wind field analyses.

The Model Function

The main difference between the prelaunch CMOD2
model function [2] and the proposed model function [7]
is an independent exponential wind speed dependence
for the up-, down- and crosswind antenna look
direction.

The following parameters are used in the model
function:

cr0= Normalized radar cross section of the ocean
surface [linear]

<l>=Wind direction w.r.t. antenna look direction
[ upwind = 0 deg]

U = Wind speed in 10meters height and neutral
stability [m/s]

0 =Incidence angle of the scatterometer [deg]

The proposed model equation has the following form :

<ro = ho + b 1 cos <l>+ b2 cos 2 <l>

where

The parameters <Xiand 'Yiare expanded as polynomals of
the incidence angle 0

In order to minimize the computation effort the data
were binned in 5 degrees for the antenna look direction

with respect to the wind direction also in 5 degrees for
incidence angle and in 1m/s for wind speed.
The coefficients of this model function were then fitted
to the data using standard least square technique. They
are summarized in the following table :

<lo= 1.173204 -0.116702 0 +0.000490 e2

a1= 1.656897 -0.146937 0 +0.000003 e2

a2=-l.349116 -0.044978 e +0.000121 02

lo - 0.480203 +0.009860 0 +0.000345 92

11 --1.788346 +0.118614 0 -0.001482 92

12 - 0.778535 +0.033885 0 -0.000482 92

Results

The proposed wind scatterometer model was tested
using the complete data set from the Calibration and
Validation Campaign. Therefore the NRCS's measured
by ERS-1 and the NRCS 's derived from the in-situ data
using the model function have been compared. In
Figures 2a, 2b and 2c the difference between the actual
ERS-1 NRCS measurement and the computed NRCS
are plotted as a function of the actual ERS-1 NRCS
measurement for upwind, downwind and crosswind,
respectively.
Most of the data points are within the +/- 2 dB region.
Two effects can be seen in the original colour coded
plots. The scatter in the data increases with the
incidence angle and decreases with wind speed. Both
can be explained by the dependence of the radar cross
section on incidence angle as well as wind speed and
direction. The upwind I crosswind ratio of the NRCS
increases with increasing incidence angle. Therefore an
error in the in-situ wind direction is more important for
larger than for smaller incidence angles. The same is
valid for the wind speed, due to the exponential wind
speed dependence of the NRCS an error in the in-situ
wind speed at low wind speed leads to a greater
deviation from the expected NRCS value. In addition,
the variability in the wind field and therefore also the
error in the measurement of the in-situ wind speed
increases with decreasing wind speed.
Taking this into account, there is still a lot of scatter in
the data which can partly be explained by variations in
the wind field and the time differences between the
ERS-1 NRCS measurements and the in-situ wind
measurements. Furthermore, other environmental
parameters may cause this "scatter". The airborne
scatterometer measurements with RACS indicate that
the angle between wind and wavefield affects the
azimuthal dependence of the NRCS of the ocean
surface. Differences of 5 dB in radar cross section
between the two crosswind look directions have been
observed. This effect is imported in the vicinity of
meteorological fronts or when a strong swell is present.
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Fig 2a: Difference between the NRCS's as measured
by the ERS-1 scatterometer and the from the
model expected value as a function of the
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direction.
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Fig 2c : Same as Fig. 2a but for the crosswind antenna
look direction.

It is necessary to state that the parameters given in this
paper are only valid for the ERS-1 scatterometer data
before March 1, 1992.On this date the calibration of the
scatterometer was changed.
As soon as the reprocessed ERS-1 data for the
Calibration and Validation Campaign will be available
the model will be retuned to the new calibration.
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ABSTRACT
one developed by A. Long [this issue], and known as
CMOD3. It is shown to be a great improvement over
CMOD2. Although the choice of a model has not yet
been made for use in the scatterometer software, the re­
sults obtained in this paper with CMOD3 are significant
enough to show the potential and the limitation of the
ERS-1 scatterometer.

This paper deals with the ERS-1 scatterometer wind data
processed at the French Processing and Archiving Facil­
ity (Cersat, Ifremer). In addition to the fast delivery prod­
ucts distributed in near-real time by the European Space
Agency (ESA), off-line data are generated using specific
algorithms. Objectives of the work undertaken are: 1) to
test algorithms and the wind transfer function used to in­
fer the wind vector from the backscatter measurements.
2) to define rules to validate the scatterometer data. The
scatterometer capabilities are shown and problems are
outlined. The main difficulties are an imperfect calibra­
tion of the transfer function and the scatterometer insen­
sitivity to the wind direction at low incidence angles.
Much improvement is expected with the constitution of a
large in-situ data-base to compare with the ERS-1 data.

1.1THE C-BANDMODEL

Analysis of data from the Haltenbanken campaign led by
ESA has provided the data set, described by D. Offiler
{this issue), that was used by A. Long to infer a new C­
band model formulation, The CMOD3 formulation is:

1. INTRODUCTION

b
cr0 = IO 0

( 1+ b, x cos0 + b2 x cos20) (1)

where
112b0 = a+b x V

0 = (0i- 36) I l 9
0=<l>-'¥

a and bare arrangements of Legendre polynomials of or­
der up to three in 0, b, and b2 are arrangements of Leg­
endre polynomials of order up to two in 0 and V.

ej is the incidence angle, vis the wind speed, <l>is the
wind direction, '¥ is the antenna azimut angle.

Experience with Seasat has shown that extracting the
winds and removing directional ambiguities from the
nonnalizcd radar cross sections (cr0) of a two-beam scat­
terornetcr requires systematic human intervention. The
three- antenna scaucromctcr of ERS-1 offers the possibil­
ity to determine a unique wind direction using objective
criteria. An automatic dealiasing algorithm was devel­
oped at Cersat and successfully tested before ERS-1
launch [I]. The transfer function relating er0 to the wind
vector, i.e the C-band model, that was used was CMOD2
[2]. Since ERS-1 's launch, much work has been done in
order to find the best power law and to calibrate the C­
hand model. The model used in the present study is the

1.2 <JO TO WIND PROCESSING
A detailed description of the algorithm is given in [I].

The main features are the following:

The three measurements of cr0 from the three antenna for
a given point can be considered as a surface of possible
solutions constrained by equation (1). As the model will
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only approximate the expected backscatter measure­
ments, which themselves will be pertubed by noise, a
maximum likelihood estimator is used to recover the
wind vector. It furnishes between two and four possible
solutions, named aliases, which have nearly the same
speed but notably different directions. When ranked ac­
cording to their maximum likelihood distance, the two
first solutions (V,<l>)contain statistically the "good" wind
vector. As they are nearly opposite in direction, the prob­
lem is that of resolving an upwind/downwind ambiguity.
The coefficient b1 in (!),related to the cr0 upwind/down­
wind ratio, is close to 0 and its value is not stable in the
C-band model calibration process. Thus, no internal rule
is efficient at the present time to resolve upwind/down­
wind ambiguity. The direction for a global wind field is
then chosen among the aliases by comparison to external
information. The dealiasing procedure used at the present
time in the processing software operational at Cersat
makes systematic use of the surface wind analysis of the
European Center for Medium range Weather Forecasts
(ECMWF).

2. DATA ANALYSIS

The analysis of scatterometer data is split in two parts.
The first one aims to estimate the accuracy of scauerom­
eter data by comparison to the NOAA buoy data. The sec­
ond one aims to highlight the statistical distribution of the
scatterometer data as a function of the incidence angle
and wind speed. Incidence angle and wind speed depend­
ent bias are likely to occur for two reasons: C-band model
inadequacy (analytical expression and calibration), and
scatterometer inadequacy in measuring the wind vector
as a result of the physics involved in the backscatter proc­
esses.

2.1 BUOY-ERSl COMPARISONS

The buoys used in this analysis are those shown in Figure
1. These sixteen buoys were chosen by NOAA to make
continuous wind measurements (integrated over ten min­
utes) because they are far away from the shore and are
therefore suitable to compare with satellite data.
Data used are from the 4th of November to the 10th of
December 1991, and from Ist of February to the 29th of
February 1992. Selection of these periods depended on
the availability of calibrated ERS-1 data. ERS-1 data
were collocated with buoy measurements as follows:
measurements falling within 25 km of a buoy observation
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were retained. Buoy data were corrected to lOm reference
altitude using a log-profile relation accounting for the at­
mospheric stability [3]. The buoy data were averaged
over one hour centered on the satellite time in order to re­
duce the short scale variability and to make the compari­
son more suitable [4]. Data collocated with buoys of
speed less than 1 m/s were discarded. 179 collocated
measurements were thus extracted.

Figure 1: Positions of the NOAA buoys making continu­
ous wind measurements.

The cr0 were processed and the solution nearest in direc­
tion from the buoy observation was selected. This rule for
dealiasing was chosen because the processing software
operated at Cersat had not treated all the data for the pe­
riod of time used in this study. 95% of the points deter­
mined in such a way are rank 1 or rank 2 solutions, i.e
ambiguities opposed in direction and related to the best
maximum likelihood estimate, showing that the dealias­
ing assumptions addressed in [l] and [5] are correct
To give a measure of the scauerometer accuracy, a linear
fit is performed, shown Figure 2. The root mean square of
the difference between ERS-1 and buoy data is 1.61 m/s
and 18.6°, which is within ESA specifications. Taking
into account the buoy errors (10 % in speed and 10° [6]),
time and space separation differences (about (i() cm/s and
10° [7]), and assuming the time and space sampling er­
rors to be insignificant for the scales used ((i() minutes for
buoys and 50km for scatterometer) [3], the scatterometer
accuracy should be about 1.3 m/s and 12°. It is difficult
to separate the scauerometer errors, especially because it
depends on the wind speed and incidence angle. The
greatest part comes probably from the C-band model be­
cause it is not yet fully calibrated. Another part is the
wind vector error derived from cr0 noise, very low (5%),



A way to show that the scatterometcr cannot give valid
information on the wind direction at low incidence an­
gles, because processes involved in the radar return are
no longer only Bragg scattering mechanisms but also
specular scattering mechanisms, is to calculate the distri­
bution of the aft and fore beam radar cross-sections dif­
ferences. The two beams are 90 degrees apart and when
the wind is upwind for one beam (cr0 maximum), it is
crosswind for the other beam (cr0 minimum) and the dif­
ference is maximum. What is shown in Figure 5 is the
distributions for two speed ranges and for two incidence
angles of tJ,. c = (cr1 - cr3) I (cr1 + cr3). This can give a
measure of the scatterometer wind direction sensitivity.
When calculated using the C-band model, and assuming
b, « I , which is correct at low incidence angles, we have
tJ,. cr = bi x cos20.

Figure 5 shows the distribution of the measured values of
tJ,. o , which is related to the distribution of the "true"
wind direction relative to the satellite track, i.e to the
wind distribution given Figure 5.b.

For low incidence angles (node 1) and for wind speeds
ranging from 4 to 8 m/s (fig. 5.c) the radar return for the
two lateral antennae is nearly the same whatever the wind
direction. Moreover we can assume that part of the differ­
ence is noise.

For wind speeds ranging from 8 to 12 m/s (Fig 5.d), the
differences increase and the form of the distribution is
nearly the same as the one for high incidence angles (Fig.
5.b, node 17), showing that the wind direction can be re­
trieved for high winds as shown Figure 6.

The maximum of tJ,. o are for winds oriented upwind or
downwind along one beam, giving tJ,. o = bi when fol­
lowing the C-band model. Their values, about 0.2 for 25°
of incidence and 0.35 for 52 ° of incidence, are of the
same order of magnitude as those of the C-band model.

Although a detailed analysis of the de.aliasing algorithm
is not performed here, the followingresults can be out­
lined.

1) Dealiasing needs, at the present time, systematic use of
the ECMWF wind analysis to compare with the scatter­
ornctcr fields because of the low difference in the radar
return for wind fields opposed in direction.

2) The percentage of success of the automatic processing
is good (90%). Failure in dealiasing is due either to a shift
in the ECMWF wind direction, or to presence of patches
of wrong wind direction (180° off the "true" one) in the
scaucrornetcr field. The latter case is the most probable
and is mainly due to propagation of errors from areas
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Figure 5: Distribution (%) of tJ,. o for node 17 (outer
swath) and wind speeds ranging from 4-8 m/s (a), 8-12 m/
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(d).

of low wind direction sensitivity (low incidence or low
wind speed). Work is needed in order to make this algo­
rithm more robust.

3) Figure 6 shows cyclone ESAU which was overflown
by ERS-1 when it crossed Noumea. It shows that de.alias­
ing works well even with strong gradients in wind direc­
tion. A striking and encouraging feature is the very



Figure 6: Cyclone ESAU as seen by ERS-1 scatterome­
ter. February 4th 1992 at 12 h GMT. Resolution is 50km,
wind speed ranges from 2 to 26 m/s.

low level of noise in wind direction, even though each
point is independent of each other. It is due to the low lev­
el in cr0 noise (5%) and to the numerical accuracy of the
processing software [l).

3. CONCLUSION

This analysis of the ERS-1 scatterometer performance is
preliminary because the first C-band model calibration
was long to perform. This means that, even though almost
a year has passed since ERS-1 launch, great improvement
can still be expected in the scatterometer processing.
At the present time, first results are very promising and
the ways to improve the scauerometer wind data are iden­
tified: to refine the C-band model calibration by using a
global in-situ data set and to make the dealiasing algo­
rithms more robust
The greatest limitation in the scatterometer is its inade­
quacy in measuring the wind direction for the lower inci-
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dence angles of the scatterometer swath, and its
inadequacy to remove the 180° directional ambiguity
without using external information. It is worth keeping in
mind these features when using scauerometer data, as
well as the scatterometer error dependence on the inci­
dence angle when computing derivative quantities such
as the wind curl.
However this paper shows that ERS-1 scaucrometer data
are suitable for use in fields such as climatology, ocean
modeling, mesoscale meteorology and remote sensing,
and that their accuracy is better than the specifications.
Calibration, algorithm design and validation activities
that are carried out at IFREMER will go for several years
in order to improve ERS-1 scatterometer data and to pre­
pare for ERS-2.

REFERENCES

[I] Quilfen Y. and Cavanie A., 199 l. A high precision
wind algorithm for the ERS-1 scauerometer and its vali­
dation. Proc. lgarss 91, Helsinski, pp 873-876.

[2) Long A.e., 1986. Towards a C-band radar sea echo
model for the ERS-1 scatterometer. Proc. on a conference
on spectral signatures, Les Arcs, December 1985, ESA
SP-247.

[3] Ezraty R., 1985. Etude de l'algorithme d'estimation
de la vitesse de frottement a la surface de la mer. Contras
ESIEC 6155/85/NL/BI.

[4) Pierson W. J., 1983. The measurement of the synoptic
scale wind over the ocean. J. Geophys. Res., 88(C3),
1683-1708.

[5) Cavanie and Lecomte P., 1987. Study of a method to
de-alias winds from ERS-1 data. Final Report ESA Con­
tract 6154/85/NL/BI.

(6) Wilkerson J.C., 1990. A study of differences between
environmental reports by ships in the voluntary observ­
ing program and measurements from NOAA buoys. J.
Geophys. Res., 95(C3), 3373-3385.

(7) Gilhousen D.B., 1986. An accuracy statement for me­
teorological measurements obtained from NDBC moored
buoys. Proc.MDS 86 Marine Data System Int. Symp., pp
198-204.



which value is about 30cm/s and 10° [l]. These values
arc yet a first estimate of the scauerometer accuracy.
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Figure 2: Linear fit between ERS-1 and buoys data

The comparison between directions is very good, show­
ing the scauerometer capabilities in measuring the wind
direction. The comparison between the wind speeds is
also good, although the ERS-1 winds are biased low by
nearly 0.85 m/s. This can be explained by the fact that the
C-band model was calibrated using a wind analysis
where the meteorological model information has great
weight, thus smoothing the wind field.

As the C-band model parameters depend on the wind
speed and incidence angle, a way Loshow this dependen­
cy on the accuracy of the scauerorneter wind speeds is Lo
compute the sum of the two lateral antenna cr0 for the C­
hand model and for the scauerometer observations, re­
moving thus the wind direction dependency. In fact this
sum depends slightly on the wind direction, following the
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model:

(cr,+<13)12 =box (l+b1XCOS(0+45)/(J2))
where b, x cos (0 + 45) I (.{2)«I as a first order ap­
proximation. This sum depends mainly on the power b0
, which is wind speed and incidence angle dependent.
Figure 3 shows the model values, computed with the
buoy wind, against the scauerometer values as a function
of V for three incidence angles of the lateral antenna.
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This shows that the fit between the model and the obser­
vations depends on the incidence angle: it is better for
medium incidence angles. At low and high incidence an­
gles the model is higher than observations, thus giving
lower values of scatterometer wind speed as seen in Fig­
ure 2.
Another interesting result is that the shape of the power
law, i.c the V exponent in the C-band model, seems to be
well defined. It means that the variation of the radar-cros­
section logarithmic value follow JV, confirming the
findings of A. Long. This issue will need more examina­
tion, especially because physics involved in the backscat­
tering at C-band are not well understood.
These findings give confidence in ERS-1 scatterometer
winds and outline the need for more accurate calibration
of the C-band model, especially in its dependence of the
incidence angle.

2.2 THREE-DAY STATISTICS

Another way to evaluate the scatterometer data is to make
statistics on a large data-set, in order to characterize the
wind distribution as a function of incidence angle and
wind speed. Three days of data (February 1992, 19 to 21)
were processed using the operational software. The
dealiasing was made by comparing the two ERS-1 am­
biguous fields with the ECMWF operational wind analy­
sis. The comparison is made by means of the normalized
scalar product (NSP) between ERS-1 and ECMWF fields
over areas as large as 500 km x 3000 km when not cut by
low wind speed or land areas. The ERS-1 wind field is de­
termined if the NSP is above 0.5 for one of the two am­
biguous fields.
The method succeeds for 89.6% of the data, the 10.4%
left undetermined were treated by an operator. The mean
NSP was 0.9 which shows very good consistency be­
tween ERS-1 and ECMWF fields.
In the following analysis we use only data for which the
NSP is above 0.95 in order to insure that the dealiasing al­
gorithm worked well.
Figure 4 represents the distribution of the wind direction
relative to north and relative to the satellite track for dif­
ferent incidence angles. The distribution relative to north
calculated for the outer swath (node 17) shows the ex­
pected features, maximum for the northeast and north­
west trades and for west winds. This distribution, when
calculated relative to the satellite track is, as expected,
nearly the same for high an medium incidence angles
(nodes 17 and IO) but is trapped in the across track direc­
tion for low incidence angles (nodes 1 and 3).
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C-band V-Polarized Radar Sea-Echo Model
from ERS-1 Haltenbanken Campaign'

A.E. Long,
Mathematics and Software division, ESAIESTEC, Postbus 229,

2200AG Noordwtjk, The Netherlands.

The ERS-1 Geophysical Calibration/Validation Campaign took place off the coast of Norway in the Halten­
banken area of the North Sea in the Autumn of 1991. Surface wind vector measurements made from a variety of
platforms (aircraft, buoy, ship), were combined with a background wind field to produce an analyzed wind vector
for each of the ERS-1 Scatterometer cells where a0 values were available. The resulting data were merged and
recorded as "collocation files". Analysis of these files at ESTEC showed that half of the -120,000 (a0, wind vector)
pairs were tagged as good quality and they formed a solid basis for model design. The pairs were re-classified by
binning into a total of 1210 (speed-, incidence angle-, azimuth direction-) cells by cell-centering and weighted aver­
aging over the quality tag.

The resulting plots of mean a0 in dB versus wind speed, v, and incidence angle, 0,were excellent and enabled a
new .../v-law (in place of the usual log v law) to be established, while its 0-dependence was closely fitted by a 3rd
order Legendre polynomial. Because of incomplete coverage of some azimuth directions at the edges of the model
volume (low 0 in general, high v sometimes) overall estimation of the azimuth variation coefficients b1 and b2
were, by comparison, poorer yet good enough to produce an excellent echo-model.

Keywords: Radar, C-band, Sea-Echo Model, ESA, ERS-1, Scatterometer.

The ERS-1 scatterometer has been documented
elsewhere. Briefly, it is in circular orbit of period
about 100 minutes, inclination 98.5° and nominal
height of 785km; its three V-polanzed radar beams
operate at 5.3Ghz and point 45°,90°, and 135° to sat­
ellite track. Its swath width of 500km contains 19
overlapping 50km square resolution cells and inci­
dence angles range from 18° to 55°. Coverage is es­
sentially global over a 3-day period, apart fromminor
gaps due to conflicts with other instruments. To be
used as a scientific instrument the beams have been
painstakingly calibrated using three transponders
which make point measurements near each end and
middle of the swath combined with Amazon rain­
forest echoes over the full swath: all beam patterns
have been demonstrated to be flat and at the same
level to within a maximumerror of ±0.15 dB.

An important scientific measure of radar echo is
the "normali7.ed radar cross section", a0, which is
a dimensionlessproperty of the surface and measures
the ratio of the effective echoing area per unit area
illuminated.

1Submitted to the URSI, MICROWAVESIGNATURE- 92 CONFERENCE,"TerrestrialRemote Sensing with Microwaves:Signatures,
Techniquesand Systems",IOLS- Innsbruck,AUSTRIA,Iuly 1-3, 1992.

Introduction

Radar sea echo[l] has been studied for more than
forty years with much of the early impetus coming
from the use of radars for both military and maritime
applications. Sea echo was usually studied because it
was regarded as "clutter" which confused man-made
targets. The advent of satellites bas provided a radar
platform with high stability and global coverage ena­
bling radar to be used as a precision scientific instru­
ment for the study and exploitation of naturally oc­
curring phenomenawhich affect the radar echo. One
such is surfacewind. All studies of radar echo at mi-
crowave frequencies appear to show common fea-
tores:

• a rapid response (secs) to wind speed changes
• an increase withwind speed, v, m/s
• a decrease with incidence angle, 0, defined as in

optics as the angle between incidentbeam and lo­
cal normal to the surface.
a sinusoidal-like changewith the azimuth angle,
$, the angle between the projection of the radar
beam on the surface and the surface wind vector:
$=0°when the beampoints against the wind.

1be translation of this behaviour into a quantita­
tive echo model is the basis of wind scatterometer
operation, whereby model inversion converts radar
echoes into surfacewind vector estimates.
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A model is not necessarily a complete scientific
description of all the phenomena observed[2]. A bal­
ance is necessarybetween the main features of the ob­
served behaviour and the use to which the model will
be put. The C-band Radar Echo Model may be
written in a generalway as:

a0= a0 ( v, ti>,e; {U} ) ,

where {U}is a set of unknown influences (e.g. air/sea
temperature,wind/swellinteraction)which are ignored
in the model design. Previous worlc(Seasat 1978 at
Ku-band[3], BSA aircraft circle-flight campaigns
from 1983onwards in the NorthAtlantic[4] andMedi­
terranean) indicatedthe specificmodel fonn:

a0 = b0. (1 + b1.cos ti>+ b2.cos 2tj>)

where b0 = 10a<0>. v"((..O),with a and y smooth
functions of e, and bl 'b2 functions of v and 0. The
above are essentially the fonns of ESA models
CMODl andCMOD2

Since the time that radar measurementswere first
made over open sea at medium incidence angles, re­
search has continued in parallel in the laboratory and
on theoretical studies. While much progress has been
made, particularly in the explanation of controlledex­
periments[5], an explanation of microwave radar echo
from the open ocean still appears a long way off.
So present model designs are almost completely
empirical.

Haltenbanken Campaign Data

Over the period September 15th to December
15th 1991, a major ERS-1 Geophysical Calibration/
ValidationCampaign[6] took place in the Haltenbaken
Area of the North Sea, with the main operation centre
in Trondheim, Norway. Scientific measurements of
surface conditions - waves, wind, and atmosphere -
were made from a variety of platforms: five aircraft,
many buoys, and three surfacevessels. Emphasiswas
placed on covering the physical conditions in the
scatterometer cells during both Ascending and De­
scendingpasses of ERS-1 in its 3-day repeat cycle.

A total of 77 ERS-1 passes were supported by
surface wind vector estimation for each of the scat­
terometer resolution cells over open sea. The vectors
came from a wind-field analysis program1which esti­
mated surface-wind vector (at neutral stability and 10

metre height) by analyzingthe inputs from all measur­
ing sources, including an ever present backgroundme­
teorologicalfield acting as a sort of anchor.Depending
on the number and quality of the sources, each vector
was tagged with a quality measure, Q (from 0 to 99),
and for each 50k:msquare scatterometerresolutioncell
the wind vector, the a0-triplet, and the Q-value were
merged together to fonn a collocationand saved in the
"collocationfile" for that particularERS-1pass.

Survey of Collocation Data
The collocation data covered about 40,000 scat­

terometer cells. Using a minimumquality of Q=5, a
value which would ensure corroboration from a least
one sensor of the background meteorological wind­
field, approximately 50% of the in total 120,000
beam/wind-vector collocations were accepted for
model design and detennination.

Frequent checks of the data were made by com­
paring the O' -error with respect to some reference
model, initiitlfyBSA CMOD2 but later replaced by
the latest model estimated from the data, to identify
major outliers (typically lOdB in error) and to give a
rough and ready overview of how the data fitted the
model. Counts were made over 21 error ranges and
three tables produced to show wind-speed, azimuth
direction and incidence angle dependence; quality
weighted estimates (linear, but printed as dB) were
made of mean and standarddeviationof the errorwith
respect to the ReferenceModel.

As an example of a comparisonbetween raw data
and a referencemodel, Table 1 shows the statistics of
the difference between O' data values and the model
value predicted from m~l 3_hl under the same con­
ditions. Model 3_hl is the most up-to-date Halten­
banken model and both it and the raw data have been
calibrated to the beam patterns introduced on 1st
March 1992. In the v-dependentpart la, note the peak
in the counts occurs at 8-12m/s;, the very low average
difference (data/model bias) except below 4m/s; and
the decrease in standard deviation from low to high
wind speed. Noteworthy in the ~ependent part lb,
are the relatively few counts below 30°, the very low
average difference and the smoothly increasing stan­
dard deviation (spread) with 0. Althoughthese dif­
ferences have been measured in terms of O'

0
it is not

necessarily correct to infer that they arise from the.
radar measurements:a sizable contributioncould come

1The wind-field analysis and generationof the collocations were done by Mr. D. Offiler of the UK.Met Office, and provided as computer
files in ARMORfonnat and stored on ESRIN's PCS_SPANdata base.
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from errors in the surface wind values in spite of the
care and attentionappliedin their estimation.

Table 1. Statistics of O'
0
differences between

Haltenbanken data and model 3 bl

la) wind speed dependence,v, ranges in m/s
<1 1-2 2-4 4-6 6-8 8-12 12-16 16-24

counts 391 940 S284 80SS 10SS6 21426 9426 2431
Avgd.B -O.Sl -0.3S -0.20 -0.11 0.03 0.09 0.12 -0.01
StDdB 1..53 1.64 1.40 1.26 1.22 1.16 1.04 0.9S

1b) incidencedependence, ranges in degrees
18-20 20-2S 25-30 30-40 40-SO 50-60

counts
Avgd.B
StDdB

819
O.Q7
0.83

1967 S228 16199 20391
0.16 -0.0S -0.10 0.04
0.91 1.03 1.14 1.22

1390S
0.11
1.30

Re-classification (binning)

In order to reduce both the number of samples to be
analyzedand their statistical fluctuations, the raw col­
location samples were "re-classified" into 1210 bins
centred on the following points in the following
3-dimensional model-volumespace:

0: 18,20, 22, 25, 30, 3S, 40, 4S, SO, SS, deg.
v: 1, 2, 3, 4, S.S. 8, 10, 12, 16, 20, 24 m/s
$: 0, 20, 40, 60, 80, 90, 100, 120, 140, 160, 180 deg.

The a
0
binning took place as follows: each O'.o is asso­

ciated with an actual ( 0, v, G> ) in the model volume,
and a corrected o0 , located at the grid point, was cal­
culated from a first order Taylor expansion about the
grid-point using gradients from the current Reference
Model. The error is small since the relocationdistance
is small and the Reference Model will become a pro­
gressivelybetter fit to the data as the model improves.
There are no formal iterations taking place, but each
successive analysis run represents an iteration under
human control, so that the most recent model will usu­
ally be the best-fittingmodel. Each correctedlineara0
value is weighted with its Q-value and when all the
samples have been processed, the weighted average
for each grid point is computed.Other Q-weighted sta­
tistics are performed on linear a

0
values, but output

later as dB values.
Once the Reference Model begins to reflect the

character of the data its error contribution should be­
come much smaller. The coverage of measurements
over the model's variables is important: a rough esti­
mate of coverage, assumingthe 60,000 collocations of

Q~ are spreadevenly, should yield about 50 per bin.
In practice at the extreme edges of the volume, par­
ticularly at low incidencewhere only the mid-beamis
contributing, this may become less then l 0 and even
reach zero.

In much of the analysis work, the quantities of in­
terest show a smooth 0-variationover the range 18-55
degrees. It is convenient to work in x=(0-36)/19, a
normalized form of 0, with a full range -1 to +I. In
addition, the x-dependencewill usually be formulated
as expansionsup to some order in the set of Legendre
functions: {PO(x)=l, Pl(x)=x, P2(x)=(3x2- 1)/2,

P3(x)=(5x2-3)x/2}.

Mean echo, b0, versus v and e.
A simple method of obtaining an estimate of bO

is to perform a Q-weightedaverage over qi. This will
usually be in error due to the uneven frequencyof oc­
currence over qi. A good correction ensues by taking
the a

0
at a given qi and calculating b0 using the Ref­

erence Model: again this process improves as the lat­
ter improves, so it was adopted as the standard
method for bo estimation. A third approach using
the average of a0 on fore- and aft-beams was also
used. Estimates from the first and last methods were
output for cross-checking purposes, and, apart from
small differenceswhere e-coverage was poor and un­
even, the three estimateswere almost identical.

Earlier work on sea echo[2] has shown that a
likely form for b0 is

b0 = A(0) • B(v,0)

where A and B are smooth functionsdetermining the
purely 0 and the mixed (0, v) dependencies.

Figure 1 (the symbols) shows a plot of mean a
converted to dB versus 0, for a selected set of win8
speeds. Ignore for the moment the full curves. The
data points are seen to form separate curves for each
wind speed, with curve separation indicating a well
defined v-dependencewith increasing e. The smooth
decreasewith 0 is evident at all wind-speeds.

In order to investigate the v-dependence the
abovedata were plotted against severaldifferent func­
tions of v, including v itself and log(v), the law used
in CMOD2. However, only when ../vwas used did
the curves take on a simple straight-line form. This
is shown in Figure 2 where for clarity in plotting an
estimated incidence dependent curve, 10.o.(0)in dB,
which affects only the a

0
-level and not the curve

shape, has been subtracted. The slope of the ../v-law
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removed. All wind speedplots coalesce.

(and hence wind-speed sensitivity) increases with 0.
The slopes were estimated for all 0 values, (some are
left out for clarity), and a continuous slope function,
denoted by ~(0), constructedby fitting the individual
slopes up to Legendre function, P3(x). The full-lines
have been plotted using this ~(0) function,whose co­
efficientswill becomepart of the bo sub-model.

The pure 0-dependentpart of b0 can now be found
by taking the data values in Figure 1 and subtracting
(in dB) the appropriate v-dependentpart. The result
is shown in Figure 3 in which all the curves for all
wind speeds have coalesced into essentially a single
curve with only some small separation at extreme in­
cidence angles where errors are expected to increase
due to poorer data (beam) coverage.These composite
curves have been fitted up to P3(x); the resulting co­
efficientscomplete the bo sub-modeldefinition.

We should now refer back to Figure 1where the
full lines shown come directly from the b0 sub-model.
Only at low incidence and very low wind speed
(lm/s) is there a clearly visiblediscrepancy.

Modulation terms b1 and b2

The variation of a0 with $ may be conveniently
studied by taking binned data, isolating the $-varying
dimension at fixed v and 0, then removing the b0
term to isolate the azimuth modulation residue. An
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'r
l

-2

-4 -t-v-r- , --,- ,- - "l , ..,. -,-----,---,----.,,.---,--,.----.,,.---,--,.----.,.-1
• ~ m m tm tm t.eo IM 'm

+ ••••• -..- ....,,.. - c...i• •••• • ••••• x "" •••

Figure 4. Azimuthvariationof modulationpart of a
0at 8 m/s andmid to high incidence angles.

example is shown in Figure 4 for wind-speed 8 m/s
and 0 = 30° to 55°. From such curves as these the bl
and b2 terms may be obtained by cross-correlationes­
timation of the cose and cos2$ amplitudes respec­
tively. Unfortunately the number of samples required
to yield goodestimates is considerablygreater than for

Table 2: Model b1 and b2

Iill:!l!I2&. ;Ql t~2m ~MQ~~_Hl m2del

de~. m/•l=~=-==~==--=~==-·:!~:--:~2=--=~~=
18 -0.04 -0.02 0.01 0.06 0.12 0.15
20 -0.04 -0.02 0.02 0.06 0.12 0.16
22 -0.03 -0.02 0.02 0.06 0.13 0.16
25 -0.03 -0.01 0.02 0.07 0.13 0.17
30 -0.02 0.00 0.03 0.08 0.14 0.17
35 -0.01 0.01 0.04 0.09 0.15 0.18
40 0.00 0.02 0.05 0.09 0.16 0.19
45 0.01 0.02 0.06 0.10 0.16 0.20
50 0.01 0.03 0.07 0.11 0.17 0.21
55 0.02 0.04 0.08 0.12 0.18 0.22

Iill:!le2b, ;Q2 t~2m ~MQ~~ Hl m2~~lw

dag. m/•l=~=--==~=--==~=--:!2:--:~2=--=~~=
18 0.13 0.13 0.14 0.15 0.16 0.18
20 0.15 0.15 0.16 0.17 0.20 0.21
22 0.17 0.17 0.18 0.20 0.23 0.24
25 0.19 0.20 0.21 0.24 0.27 0.29
30 0.23 0.24 0.26 0.29 0.33 0.36
35 0.27 0.28 0.30 0.34 0.39 0.42
40 0.30 0.31 0.34 0.38 0.43 0.47
45 0.33 0.34 0.37 0.41 0.47 0.50
50 0.35 0.37 0.39 0.43 0.49 0.53
55 0.37 0.39 0.41 0.45 0.51 0.54
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the b0 term, so that this approach is limited to the
central part of the model volume. A complementary
approach is to use one's knowledge ofb0 to allowdi­
rect estimation of b1 and b2 from fore- and aft-beam
a
0
-pairs. This works very well but is limited to

9>25°. 1be results of both methods were combined
to produce the values shown in Table 2.

Haltenbanken model cmod3_h1
The Haltenbanken model given below is based

exclusively on the Campaign data. It has been con­
structed from sub-modelsof top level b-coefficients.

cmod3 bl model

Linear fonn:

a0 = b0. (1 +b1.cos$+b2.cos2$

Variables

$ = azimuthwrt upwind, deg.
v = wind speedm/s
9 = incidence angle, deg.
x = (9- 36) / 19

LegendrePolynomials:

~: ~3x2-l)/2,
Pl =x,
P3 = (5x2-3)x!2

b-coefficients:

bo = 10a+ ~:-lv' where
a= c(l) + c(2).Pl +c(3).P2+ c(4).P3
~ = c(5)+c(6).Pl + c(7).P2+c(8).P3

b1 = c(9) + c(lO).Pl + c(ll).v

b2 = c(l2) + c(13).Pl + c(l4).P2 +
[ c(l5) +c(l6).Pl + c(l 7).P2 ].v+ c(l8).v2

Coefficientsvalues:

c( 1 - 3) -2.12580 -1.48697 0.4130539
c( 4- 6) -0.037416 0.3221361 0.1622316
c( 7 - 9) -0.043343 -0.001608 -0.027
c(lO -12) 0.0325 0.0088 0.254
c(l3 -15) 0.120 -0.015 0.005
c(16 -18) 0.003 -0.001599 0.00005

Conclusions
The Haltenbanken Geophysical Validation Cam­

paign may be regarded as a huge success, due to both
the enthusiasmof the experimentersand skill shown in
the planning and management. ERS-1 and surface
measurements yielded high quality scientific data, so
that the analysis task was simplified: in the very early
stages the behaviour of the binned data looked like
model curves, and it is with some confidence that we
feel that the current model cmod3_hl gives a close
representation of that data. The representation of the
azimuth dependence ($-modulation) is mainly good
overall, but in places, because of lack of coverage,
only adequate:more refined estimation techniques us­
ing the 3-beam a

0
-triplets together with the b0 sub­

model should provide a substantial improvement. An
attempt has been made to make the Haltenbankendata
and its model stand alone. This is valuable in making
comparisons with other areas in trying to decide
whether or not there is a single sea-echomodel which
is stationary both in time and location.
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Abstract
Since launch of ERS-1 in July 1991 scatterorneter

wind information and altimeter wave information from
North Atlantic has been received in real time at the
Norwegian Meteorological Institute. The data has been
·collocated with operational numerical weather forecast
model and sea wave model data and evaluated. The wind
scatterometer data has been found to be capable for
observing structures in the surface wind field with good
accuracy, but with potentiality for improvements especially
on the ambiguity removal process. Collocated information
of stability and sea state from the models has been used to
search for physical dependencies in the scatterometer wind
formulation.

I. Introduction
As a contribution to the evaluation of the perfor­

mance of ERS-1, DNMI has done a comparison study of
the satellite data and DNMI's operational analysis of wind
and waves. The study covers the scatterometer wind vector
data (the scatt, winds), and the altimeter wind speed and
wave height data. Weekly evaluation reports on the
geophysical performance of these instruments has been
sent to ESA from the end of August to the end of Decem­
ber.

The operational numerical analysis of the atmos­
phere combines all available meteorological observations
with the knowledge of the dynamics and physics of the
atmosphere incorporated in the models. The strength in
using this as an calibration/evaluation (cal/val) tool is the
large amount of data covering a lot of different situation.

For control of the results we have used the Oceanor
buoy observations from the ESA cal/val campaign at
Haltenbanken.

Beside the contribution to the cal/val, our motives
for the comparison study is preparation for next step, the
potential use of ERS-1 data in operational forecasts of
weather and ocean state. We see the largest potential for
ERS-1 data as initial information to the numerical forecasts
models. To utilise this, we need knowledge of the quality
and error statistics of the data.

This paper cover the evaluation of the ERS-1 wind
scatterometer. Section 2 describes the evaluation tool. the
numerical forecast model/analysis system while section 3
gives a brief description of the Haltenbanken buoy data.
For a description of the scatterometer we would like to
refer to other papers in this workshop proceedings e.g.
Stoffelen and Anderson 'ERS- l scatterorneter calibration
and validation activities at ECMWF'. Section 4 describes

the results of the evaluation of the scatt. wind direction in
4.1 and of the wind speed in 4.2. In section 5 the impact
of some physical parameters at, and near the sea surface
are discussed. Finally some conclusions are given in
section 6.

2 The forecast model and the collocation of data.
The DNMI operational forecast model. LAMSOS

(Grenas and Hellevik. 1982), covers 121 x 97 points on a
polar stereographic map with 50 km horizontal resolution
at 60'N. The number of vertical levels is 18. The model
area is shown on fig.!. The model area is the evaluation
area for the scatterometer winds in this study. All scatter­
ometer winds inside this area are used.

Fig. I: LAM50S integration area. The shaded area shows
the analyzed sea ice 22. April 1992.

The model is run in a six hour data analysis I
assimilation cycle. In the analysis observations from a
period spanning the analysis time, are used to correct a 6
hour forecast. the first guess field, made from the previous
analysis (Granas and Midtbe, 1986). The observations used
are observations of wind and geopotential height available
on the international meteorological data network, GTS. The
analysis is three dimensional and multi variate. This means
that all observations are given influence within a horizontal
and vertical influence radius in the model field around the
observation point under constrains concerning the dynamic
balance of the atmosphere on the model scale of motion.
The first guess forecast contains the information from
earlier observations.

119



The main purpose of the analysis is to produce
initial conditions for the forecast run which means that the
final analysis represent the atmosphere on the model scale.
It contains the inaccuracies present in the model's formu­
lation and limitations due to model resolution.

In this study we consider the model analysis as a
way of interpolating all available meteorological obser­
vations in space, by the three dimensional analysis, and in
time, by the integration of the model equations describing
the atmospheric motion. A weather forecast model gives
the best possible representation of the atmosphere for a
large area continuously in time. It makes it possible to
evaluate the satellite measurements within the area at any
time, independent on in situ measurements on the spot.
This gives a large amount of collocated data from all kind
of weather situations.

To do the comparison between the scatterometer
winds and the model analyzed wind field, the model
analyzed field is interpolated to scatterometer observation
points and stored on collocation files. At every analysis
time step, every 6 hour, collocation files are produced for
all scatterometer observations in the LAM50S area within
+/- 3 hours from the analysis time. The interpolation in
space is linear from the four surrounding model grid
points. The interpolation in time is partly performed by the
model time integration in the following way: The model
field is interpolated in time from the analysis and the
surrounding +3 hours forecasts to the scatterometer
observation time by use of a cubic spline.

The spatial resolution of the scatterometer is
approximately 50 km. The scatt. winds are presented on a
25 x 25 km resolution grid. But considering the sampling
resolution and the great amount of data we use the data on
50 km resolutionras the evaluation tool, the forecast model),

The scatterometer winds are collocated and com­
pared with the model 10 m wind, V(lO). V(lO) is not a
prognostic variable, but calculated every time step from the
wind at the lowest model level, and by use of the models
knowledge on the stability in the lowest layer of the
atmosphere (Nordeng et.al, 1987). As a measure of
stability we use the Richarsson's number Ri.

Ri =

where e is the potential temperature and v the wind vector.
Ri describes the relation between turbulent energy loss due
to static stability and gain due to vertical wind shear. The
calculation of V(lO) from V(h), where h is the lowest
model level, is dependent on stability defined by the sign
of Ri so that positive Ri defines the stable case and
negaive Ri the unstable case.

Since the scatterometer winds are derived from an
empirical model function physical dependencies on
stability and sea state is not taken into account. To look
for physical relations we have included other parameters
from the model analysis. That is the temperature at the
surface T(s), the temperature 2 m above the surface T(2m)
and the Richardssons number, Ri. We have also collocated
wave parameters from DNMI's operational wave model
WINCH, significant wave height and period, Hs and Ts,
and wave direction Ds.

3 The Halte11bankenbuoy data.
In ESA's calibration and validation campaign at

Haltenbankcn September to December 1991 l() buoys
collecting wind and wave information was deployed. TI1ey
had a long and troublesome period at the first part of the
campaign. From late November between two and eight of
the buoys delivered data with reasonable regularity.

In this study we have used buoy data as reference
data to check the results of the main comparison between
ERS-1 data and numerical analysis. We have collocated
the wind observations from December 1991 with LAM50S
analysis in the same way as described above for the
scatterometer winds.

Each buoy is equipped with two wind sensors
measuring speed and direction. If both sensors are working
and not differ more than 2.5 mis for the speed, we have
taken the mean value of the observed result and given the
observation a quality index l. If they differ more than 2.5
mis we have chosen the observation closest to the model
analysis and given quality index 0. If only one sensor
works this is used given quality index 0. All wind speeds
less than 1mis are rejected. Out of a total number of 8739
buoy observations in December, 3990 was given quality
index l. But when comparing with model analysis the
statistics did not change between using quality index I and
index 0 data. The standard deviation, SD, of the buoy data
are 3.4 mis and the SD of the differences between buoy
and analysis are 2.3 mis for both cases. Also the root mean
square differences, RMS, remains unchanged. As con­
clusion for the rest of this study, we use all data.

4. Evaluation results for scatterometer wind.
We will in this section give the results of the

evaluation study of the scatterometer wind measurements
(hereafter scatt-wind) and the numerical model analysis
(hereafter the analysis). Our study is limited to look at the
ESA-derived wind vectors.

To avoid erroneous scatterometer data due to sea
ice we use information from the analysis's to leave out
data in sea ice area. In the model the ice edge is updated
on the basis of NOAA satellite pictures. Fig. 1 shows the
ice edge in the integration area 22. april 1992.
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Fig. 2: LAM50S analyzed wind field and scatt. wind field
(smail arrows) 28. February 1992 00 UTC.
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Fig. 3: LAM50S analyzed mean sea level pressure isobars
and scatt. wind field and SHIP observations (arrows with
head) New Year Day 00 UTC.

Fig. 2 shows scatt. winds, small arrows, between
Iceland and Scotland, plotted together with analyzed 10 m
wind 28. February 1992, 00 UTC. The wind arrows in this
and in the following similar plots are standard meteoro­
logical symbols where a short mark symbolise 5 knot wind
speed, a long mark 10 knot, a black triangle 50 knot, and
a square 100 knot. The details, consistency, and quality of
the scatt, wind field looks very convincing. The scattero­
meter insist on a sharper curve of the wind field east of
Iceland and between 5 and 10 knots higher wind speeds
for most of the area.

Fig. 3 shows scatt, winds outside the Norwegian
coast 00 UTC l. January 1992. An extreme storm is
approaching the coast. while an other low pressure centre
is east of Jan Mayen. The scatt. winds are plotted together
with mean sea level pressure isobars of the analysis and
some ship observations of wind, small arrows with head.
The analyzed position of the storm centre and curving of
the isobars is consistent with conventional observations.
The scatt. winds describes the structure of the field very
nice in most parts of the track. There are however prob­
lems with wind direction north of the low pressure centre.
Here the real wind bend around along the isobars, while
the scatterometer winds keep on the opposite direction.

4.1 Comparison of scatt and model analyzed wind dir-

On fig.4 a and b the difference in wind direction
between scan. and the analysis are binned in 10 degrees
intervals from 0 to 180. The vertical axis gives the percent
of the total number of cases in each difference interval.
The figure is made from the results in December 1991.
The bars shows a characteristic Ll-shape which has been
similar for all results from the evaluation period, autumn/­
winter 1991/92. In extracting wind from the scatterorneter.
the first step gives no unique solution, but up to four
different solutions with different directions. The solutions
are given rank after some probability criteria. In most
cases two solutions will have quit similar probability, but
differe 180 degrees in direction due to difficulties in
upwind I downwind discrimination of the scatterometer
model function. The second step, the ambiguity removal,
consist of choosing of the right solution. The skill depends
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Fig. 4: Relative occurrence (percent) of wind direction
differences between scatt. and analysis binned in JO
degrees intervals from 0 to 180 for a: all data and b:
ambiguity removed.

in most cases on the capability to find the right solution
from these two. The ambiguity removal method used by
ESA. CREO (Cavnie and Lececomte 1987) is a method
based on maximum likelihood estimates of varying wind
speeds and direction.

The u-shape of fig.4 demonstrate the difficulties in
the ambiguity removal process. In fig.4.a all available data
are used. It means that if the ambiguity is not removed.
rank l is chosen. About 35 percent is within 20 degrees
difference, while about 24 percent is between 160 and 180
degrees wrong. Taking only the results when the ambiguity
has been removed autonomously (without use of a meteor­
ological back ground field), this is not much changed, as
seen in fig.4.b. Here 38 percent is within 20 degrees and
still about 24 percent more than 160 degrees.

The wind direction problem is also illustrated on
the plot of fig.3 where ambiguity removed scan. winds are
plotted together with analyzed isobars and conventional
wind observations. It is from a situation when a severe
storm is approaching the norwegian west coast on New
Year Day 1992. 'Ille plot is from 00 UTC 01.01.92 and the
centre of the storm is seen over Faeroes. There is an other
low pressure centre between Norway and Jan Mayen, and
the satellite measures the wind in a swath across this
centre. The real wind is mainly blowing along the isobars
with lower pressure to the left. The scatt. winds are very
good, but going from south to north, crossing the low
pressure centre. the ambiguity removal process seems to
keep the consistence in wind direction and miss the turn of
the wind around the low pressure centre. The winds
remains correct in speed but 180 degrees wrong in direc­
tion. The same problem has been observed in a number of
other cases. The ambiguity removal process fail in cho­
osing the right wind direction around a storm centre and
miss the important curvature of the wind field. The
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Fig. 5: Relative occurrence (percent) of wind directions
measured relative to mid beam look angel.a:for scatt. b:
for analysis.

problem is severe, when considering independent use of
the results. because it is an example of situations where
correct information are most needed. It emphasise the need
for further work on dealiasing. Experience with
SEASAT in 1979 showed problems with preferred wind
directions due to antenna geometry. The angular distrib­
ution relative to the antenna look angel showed peaks in
90° intervals (Anderson et.al. 1988). This problem was
connected to the two antenna geometry on SEASAT and
is not expected to be a problem for ERS-1. To check this,
we have on fig.5 a and b for December plotted histograms
for the occurrence of wind directions relative to forward
antenna. Fig.5.a shows the results for the scatt. wind. while
fig.5.b shows for the analysis. For this comparison we
have only used the results where the difference between
analysis and scatt. is less than +/- 90°. If there are no
'scatterorneter preferred' directions. fig.5.a and b shall be
very similar. This is also the case. The peaks in occurrence
are around 160° and 300° relative forward antenna are due
to the dominating wind directions. There is a dominant
wind direction from south west during the period for the
collocated cases in the North Atlantic.

4.2 Comparison of scatterometer and model analvzed wind
speed

After some corrections in the first part of the
mission, the quality of the scatt.-winds has been quit
unchanged since november and until spring 92.

In this report we will study the results from
December 1991. The total number of entries in the collo­
cation files where for December 14732. This include all
data so that when the ambiguity has not been removed, the

rank 1 solution is used. Among all the data the ambiguity
has been removed in 5006 cases. The qualitative differ­
ences of the wind speed results between all data including
rank I and the dealiased data has been variable but in
general small. For the comparison in this study we use all
data.

Fig. 6.a shows scatter diagrams for scatt, wind
speeds and model analysis. The squares shows the mean
values of scan, in I mis intervals of analysis, while the
triangles shows mean analysis in I mis intervals of scatt..

The first thing to notice is that there are no scatt.
winds bellow 4 m/s. The wavelength of the ERS-1 scatter­
ometer is 5.7 cm. This is rather big compared to e.g. the
wavelength of the scatterometer at SEASAT. wavelength
= 2.1 cm. The relative long wavelength for the ERS- l
scatterorneter reduces sensitivity to small wind speeds. TI1e
scatt. winds where found unreliable for wind speeds lower
than 4 m/s and dropped.

Table l.a shows statistical parameters obtained by
comparing scatt. wind speeds with model analysis.For the
calculations of the statistics the data is not used if the
model analyzed wind speed is below 4 rn/s.

The scatt. wind speed has a positive bias relative
the analysis of 0.8 m/s. The standard deviation of the
differences, SDE, are 3.7 m/s and the root mean square
difference, RMS, is 3.8 m/s. The correlation is 68.3
percent.

The results presented in fig. 6.a and in table l .a is
representative for the general results for the whole period.
Compared to the model analysis of 10 m wind speed the
present scatterometer wind speed is to high. To check the
result we have compared the model analysis with the
RENE-91 Haltenbanken buoy data for the same month,
December 1991. The results are presented in fig. 6.b and
table 1.b in the same manner as for the scatt. data. The
buoy data used is interpolated to 10 m reference height by
a assuming neutral conditions and a logarithmic wind
profile. Wind speeds down to 1 m/s are used. The mean
difference between buoy and model is + 0.4 m/s. The
standard deviation of the differences, STE, is 2.5 m/s and
the correlation is 81 percent. If we remove all wind speeds
less than 4 m/s, as for scatt., the mean difference, buoy -
model, becomes 0.6 m/s and the STE 2.3 m/s.

The model analysis of 10 m wind speed is a bit
lower than both scatterometer and buoy measurements. We
did suspect the value of the 10 m wind speed to be a bit
too low in the analysis. The model 10 m wind is used as
input to run DNMI's operational wave model WINCH.
The wave model is very sensitive to the quality of the
wind input. On the basis of long experience from wave
model results we know that the surface wind is a bit to
low at the analysis time, and that this is corrected after a
short time of model integration (Magnar Reistad
pers.com.). This is probably due to properties of the
intermittent analysis system, and it can not be corrected
until a continuously assimilation procedure which use the
dynamic equations of the model as a constrain has been
developed. At present, the problem is cured after some
step of model integration.

In fig 6.c we have not used the analyzed winds but
the model winds from a short prognosis, between +3 and
+9 hours from analysis time. The statistical parameters are
given in table l.c. The mean difference between short
model forecast and scatt. is a reduced to 0.3 m/s, and STE
is 3.8 m/s. The correlation is slightly reduced from the
analysis, but only by l percent, to 67.3 percent.
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Upper row:
Fig. 6. a.b,c: Scatter diagrams of wind speeds. A square
denotes mean value of the vertical parameter in 1 mis
intervals of the horizontal parameter. and the triangles
denotes mean values of the horizontal parameters in
intervals of the vertical. Fig. 6.a is scatt. compared to
analysis.fig. 6.b is RENE buoy data compared to analysis.
and fig, 6.c is scatt. compared to short forecast.

Our conclusions are that the scatterometer. by the
present model function 'CMOD2' gives quite reasonable
wind speed results up to approx. 25 mis.

3.3 Further evaluation of wind speed
The model function, 2.1. include three variables.

incidence angel.0. and wind speed and direction 10 m
above sea level. It is likely that other physical parameters
influence the relationship between the measured cf and the
wind at 10 meter level. Among these are stability and
wave steepness.

- The relation between the surface stress, described
by o", and the wind 10 meter above the surface level is
dependent on the stability (Offiler 1988). The model
function is derived empirically for all kind of situations
and supposed to be valid for neutral conditions. Since the
air over the ocean in most cases are well mixed this is
probably a good approximation.

- In the presence of long waves, the backscatter
will be modulated because incidence angle is now to be
measured relative to the local tilted surface plane (Barthel
1990). In addition hydrodynamic effects resulting from
wave-wave interactions act to modulate the backscatter by
changing the short wave energy density.

We have collocated the scatt. winds with different
parameters from the atmospheric model analysis, and in
this section we will discuss some results. Comparison
between analysis and RENE buoy data is used as referen­
ce. The discussion will turn out to be just as much on the
quality of the model parameterisation as on the scatt. wind
quality.

Lower row:
Tab. 1, a.b.c: Statistical parameters comparcing wind
speeds from a: model analysis and scatterometer, b: model
analysis and RENE-91 buoys and c: model short forecast
and scatterometer.

We found the differences between analysis and
scatt. to be dependent on incidence angel. 9. In fig.7 the
differences are binned in intervals of 5 degrees of mid
beam incidence angel from 15 to 50 degrees for the period
from I. November to 10. December 1991. The horizontal
axis is the mid.beam intervals, while the vertical axis is the
difference scatt, - analysis. represented by the bars in each
interval. The dashed line show the relative occurrence of
cases in the intervals. The scatterometer model function
needs a better tuning for the e dependence.
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Fig. 7: The bars denotes mean differences of scau. wind
speeds and analyzed wind speeds binned in 5 degrees
intervals of mid beam incidence angel. The dashed line
gives the relative number of occurrences in the intervals.
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Fig. 8: The bars denotes mean differences of observed
wind speeds, 8.a: scatt., 8.b: RENE buoys, and analyzed
wind speeds binned in 25 intervals of analyzed Richars­
sons number, Ri. The air is considerd stable for Ri > 0
and unstable for Ri < 0. The dashed line gives the relative
number of occurrences in the intervals.

In fig.8.a, made similar to fig.7, the differences
between scatt and analyzed wind speeds are binned in
intervals of the model analyzed Richardsons number, Ri,
in the closest to sea surface model level. As described in
section l Ri is a measure of the stability. The differences
are largest for the unstable region, Ri < 0. Using a short
forecast instead of an analysis gives a similar result. In fig
8.b the same type of plot is made for the RENE buoy data.
The two plots are qualitatively very similar, but the
differences are larger for the scatt. data. Similar plots, but
using model temperature differences between 2 m and
surface, gives similar results, positive differences for the
unstable case and only small differences for the stable
case.

The scatterometer winds and the buoy measure­
ments could be to high for the unstable case. This is not
likely since both are assumed valid for neutral conditions.
The model wind speeds are corrected for stability in a
manner that increase the near surface speed for the
unstable cases due to the well turbulent mixing of the air.
The conclusion at this stage is therefore that the 10 m
model wind is too low and that this is general problem in
well mixed air of unstable cases and particulary for the
analysis.

We have also. since January Il)l)2, collocated the
data with wave parameters from DNMl's operational wave
model. The wave data chosen are peak penod and direc ·
tion and significant period and height. Using the dispersion
relation for deep water a set of wave parameters can be
derived. The evaluation work is on going.

Conclusions.
The scatterometer winds are promising. On basis of

calibration and validation exercises performed by various
centres we hope and expect the new scatterorneter model
function to improve the wind speed and direction to a level
that will make them useful as input data for assimilation in
numerical forecast models. We suspect that the most
difficult part will be ambiguity removal especially in
important cases as storms as shown in section 4.1.

Our first attempt to find physical dependencies of
the scatterometer winds, resulted in improved knowledge
of the evaluation tool, the numerical model. The assurnp­
tion in the scatterometer model function of well mixed
neutral conditions is, on the average, good. We will keep
collocating the data operationally and, getting the improved
wind results, we will try to isolate the different effects. and
concentrate on wave dependencies.
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Validation and Comparisons of Alternative

Wind Scatterometer Models

D. Offiler, Meteorological Office, Bracknell, UK

Abstract
Thi« paper ezplain1 the techniquu u1ed to validate the
performance• of variou1 candidate C-band radar baclucat­
ter modell in retrieving wind vector• from the ERS-1
1catterometer. A compari1on of their performance1 i1
de1cribed, enabling a 1election to be made of one model
which will replace the current ver1ion u1ed for the opera­
tional [ast delivery proceuing.

1 Introduction
Comparisons between the ERS-1 fast delivery (FD) scat­
terometer winds and those from other sources show sys­
tematic differences, particularly at low and high wind
speeds and with position across the swath. Given the
good absolute engineering calibration, the high stability
and low noise of the basic backscatter measurements, the
transfer model must be deficient in properly describing
the true relationship between the measured backscatter
and near-surface wind vector.

In order to design and test the wind retrieval algo­
rithms prior to launch, there was a requirement to have
a transfer model valid for C-band radar frequencies; the
empirical 'CMODl' model was derived by Long [1) from
aircraft 'circle-flight' backscatter measurements. With
additional data from later campaigns, a modified formu­
lation and associated coefficient set, known a1 'CMOD2',
was devised. This is the transfer model currently used
for the FD processing.

Since the satellite commissioning phase, several groups
have attempted to tune the CMOD2 coefficients - or
have used alternative formulations - using the backscat­
ter coefficients, a" 1 measured by the ERS-1 scatterome­
ter and various sources of collocated wind information.
These sources include the RENE-91 campaign in 1itu
winds, analyses derived from that campaign's data or
global numerical weather prediction (NWP) model anal­
yses. The details of these tuning studies and their result­
ing models are presented elsewhere in these proceedings.

This paper describes the method used to reprocess
the measured a" values into winds using these alterna­
tive wind transfer models, the validation of their perfor­
mances and a comparison between them. Finally, one of
the candidates is selected to replace CMOD2 in the FD
processing scheme.

2 Objectives
The objective of this study was to select the 'best' trans­
fer model - with 'best' here meaning the model which

produce1 the highe1t quality wind retrievall. The criteria
for 'highest quality' are similar to those in validating tra­
ditional meteorological data sources, such as from ships
- e.g. the overall 'errors' in terms of bias and standard
deviation of wind speed and direction separately, or by
the rms vector, when compared to the true winds. Of
course, since we do now know the true winds, but only
an estimate from other sources, our comparison can only
be stated to be a difference from the (independent) esti­
mate.

Because the models are required to perform equally
well over a wide range of conditions (i.e. at least over
the wind speed range 4-24ms-1, over all wind directions
and over the whole width of the swath), the comparison
statistics have been broken down by wind speed and inci­
dence angle to detect any trends with these parameters.
In addition, performances in terms of ambiguity removal
skill (particularly upwind-downwind selection) have been
analysed.

For the purposes of this paper 1 no account has been
taken of the models' abilities to predict the measured
a" values given an estimated surface wind vector, since
this is considered to be 'engineering' tuning, rather than
geophysical.

3 Retrieval processing
The UK Met. Office has been actively involved in this
transfer model validation study because
I. we already re-process the 'UWI' FD product in near

real-time on an operational basis. This is done
so that the full ambiguous set of retrieved winds
is available for ambiguity removal, using our own
NWP analyses or short-period forecasts as a se­
lection criterion. Thus the re-processing software
and environment were available without needing any
modification

2. the required data are readily available - both the
direct FD products and NWP wind fields, or the
UWI products and collocated analyses made during
the RENE-91 campaign

3. we are not ourselves involved in model tuning, an so
may be considered to be a neutral 'referee'.

3.1 Algorithms
The retrieval algorithms used in the Met. Office's pro­
cessing are different from those used by ESA in the FD
system. During their development of our own algorithms,
throughput was an important consideration, but without
loss of wind quality. The principal differences are:
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• for global retrievals, an ice-edge analysis is used to
flag cells which could be ice contaminated

• the use of a look-up table to extract a" as a function
of wind speed, relative wind direction and incidence
angle

• the use of a look-up table of coefficientsused to di­
rectly estimate wind speed from the measured a"
triplets as a function of (guess) direction and inci­
dence angle

• the use of the mea1ured o" as a scalingfactor in the
residual (cost function) calculation, rather than the
model value

• the residual is scanned only in wind direction (in
coarse steps of 15°); the wind speed being estimated
directly. This means we need to find the minima in
only a L-d function rather than a 2-d surface

• once the coarseminima have been identified, the ac­
tual directional position of the residual's minimum
is found by interpolation using a local polynomial
fit

• although four solutions (residual minima) are
searched for, there may be fewerdi1tinctly different
ones. Solutions within some tolerance of another
solution, and having a larger residual, are discarded

• only cells with a retrieved wind speed of less than
0.5ms-1 are rejected (4ms-1 in the FD processing).
Unlike the FD, there is no rejection for retrievals
having exceeded some arbitrary threshold of their
lowest residual solution (which i1 a11umcdto indi­
cate a poor fit to the model because of gro11errors
in the a" measurements)

• cellswith fewerthan 2 beams operating are 1till re­
trieved (though with reduced quality). Such cells
are not, however, used in compiling the statistics
for this study.

The ambiguity removal schemeis also different to the
FD processing in that

1. METEO - a background wind is used a1 a selector
for the possible solutions

2. AUTO - the 'SLICE' modal field filter is applied
after the background selectionto correct caseswhere
the background directions may be in error, thus en­
suring consistent directions over the 2-d swath.

In order to compare the FD winds as delivered- con­
taining only one solution per cell, but having a high per­
centage of incorrectly selected solutions - a crude form
of ambiguity 'removal' has been applied; in cases where
the FD and the backgrounddirectionsdifferbymore than
90°, it is assumed that an upwind/downwind selection
error has occurred and 180° is added to the ESA wind
direction prior to calculating the differencestatistics.

3.2 The models
Several models (i.e. transfer functions and associated
coefficientsets) from various group1have been tested. In
some cases, more than one set of coefficientshave been

suppliedas tuning progressed;results fromonly the 'best'
(criteria discussedin Section 2) sets arc reported here.
The finalmodels considered,and their names givenfor

the purposes of this study, are:

CMOD2 ESA, pre- ERS-1 original, using
'circle-flight' data.

CMOD2-Z ECMWF, using global analyses
during November1991

CMOD2..12 IFREMER, u1ing RENE-91 Tobia
buoy and DNMI data

CMOD2~M3 Meteo-Francc, using global
analyse•

CMOD3-LI ESA, new formulation, using
RENE-91 analyses

CMOD8-L4 ESA, CMOD3 formulation but
based on post-March 1992 beam
calibrations.

CMOD4-W2 IFMEE, using RENE-91 Do-228,
RACS and DNMIwinds

CMODILE2 ECMWF, new formulation

Each model has been implemented in its analytic form
with the given coefficients.Using this form, look-up ta­
bles ofa" havebeen generated as functionsofwindspeed,
relative wind direction and incidence angle. During this
process, the model in both forms has been validated by
ensuring that sensiblevalues for o" is generated over the
wholerange of the table, and that the interpolated tabu­
lar valueecompare with the analytic values at arbitrary
(random) positions in the model's range without signifi­
cant error.
The look-up table of coefficientsfor direct wind speed

retrieval arc generated by a second-orderpolynomial re­
gression of the logarithm of wind speed against a" in
dB for a range of wind directions and incidence angles.
Again, this table is validated by a Monte Carlo simula­
tion of 'true' and retrieved wind speeds over the table's
range.

Eachmodel has then been used in turn to reprocess(a)
the UWI products savedduring the RENE-91 campaign
over the Haltcnbankcn area and (b) the operational FD
products on a daily basis. In the case of CMOD3-14,
which i1 tuned to the latest (March 1992)beam calibra­
tion•, correction• to the RENE-91 a" values have been
applied to give an equivalent 'post-calibration'; for all
other models, the original u0s have been used.

3.3 Comparison winds
The primary source of background data for comparing
with the scatterometer winds are the analyses derived
from the RENE-91 in 1itumeasurements; the derivation
of these winds is fully described in (2). These winds are
considered to be the best estimate of the true winds,
combiningseveral data sources over an extended period
of time. They contain a reasonable range of surface con­
ditions, and should not have any systematic errors; the
analysis was also tuned to give a grid resolution com­
parable to the scattcrometer cell separation. All 77 col­
location datasets have been used, with no screening for
synoptic feature•, homogeneousconditions, etc, but only
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cells where the analysis Quality Index is 2'. 5 have been
used in the statistics.
A secondarysourceis the MeteorologicalOffice'soper­

ational NWP analysesand short term (up to 9hour) fore­
cast wind fields,as used in the day-to-day UWI product
processingscheme. Completeproducts containingany 2-
beam data, land- or ice-flaggedcells, or individual cells
where the backgroundwind is below lms-1 are rejected
from the statistics.
A third source is the equivalentNWP windfieldsfrom

the European Centre for Medium-RangeWeather Fore­
casting (ECMWF). A subset of the models was used to
reprocessthe FD data froma limitednumber ofcomplete
days using a versionof the FD softwareat ECMWF.Ad­
ditional parameters availableCromthis packagehave also
been consideredin this study.
In eachcase the same backgroundsused in the valida­

tion were used for the ambiguity selection,so we should
not be surprised that the ambiguityremovalskillin 'ME­
TEO' mode is high! In the case of the 'ambiguity cor­
rected' original FD winds, the skill, by definition, is
100%.

3.4 Validation statistics
For each cellmeeting a set of selectioncriteria described
above, the differencesbetween the retrieved scatterome­
ter wind (RET) and the collocatedbackground(BG) are
binned by BG wind speed and by incidenceangle in the
swath. The basic statistical parameters include:

• mean RET minus BG (bias) in wind speed

• standard deviation of the differences(SD) in wind
speed

• bias in wind direction

• SD in wind direction

• root-mean-square(rms) absolute vector difference

These parameters, as well as being binned, are also
averaged over all incidence angles and over winds 4-
24ms- 1

, weighted by the observation density distribu­
tion; the same values would be obtained by an overall
statistical analysiswithout binning. This proceduregives
most emphasis to the areas where there is most data, as
wouldbe the case if wewere analysingglobal ship data,
for instance. However,this could favour models which
retrieve well in mid-range, but poorly at say high wind
speeds where there arc few observations, so unweighted
averagesacross all bins have also been calculated.
In addition, a a po1teriori validation of the ambiguity

removalskill using only the residual value for each solu­
tion is calculated as a 'percentage correct'. This can be
consideredas a measure of the upwind-downwindratios
in the model. In the ECMWFprocessing,other diagnos­
tic parameters arc output, including the number of cells
with 'no solutions', and ambiguity removal skills after
'AUTO' and 'METEO' stages.
In order to assist in the objective relative ranking of

the models in retrieved wind quality, a number of sum­
mary indices or 'Figures of Merit' (FoM) have been de­
vised:

l. the (weighted)rms vector difference;this value can
indicate correlations in speed and direction differ­
ences on a cell basis when compared to the indi­
vidual overall rms speed and direction differences
which are not correlated. The lower this value is,
the better the wind retrieval quality.

2. a weightedFoM,based on a combinationof the over­
all speed and directionbias and SD values(weighed
by observation density). The W-FoMhas a value
such that if the scatterometer geophysicalspecifi­
cations were exactly met (overall a zero bias, with
standard deviationsof 2ms-1 and 20°), then the W­
FoMvaluewouldbe unity. The higher the figurethe
better.

3. an unweightedFoM,based on a combinationof the
average (unweighted)rms speed and direction over
all bins. Again, if the specificationswere met, a
valueof one wouldbe obtained, with higher U-FoM
valuesindicating better quality in terms ofwind re­
trieval.

4. a ranking FoM,whichis based on the relative rank­
ing of each model on a variety of parameters from
the ECMWFprocessing,and summingthe parame­
ter rank scoresfor eachmodel. Here, a lowvaluein­
dicates that the model performed relatively 'better'
over a range of criteria than models with a higher
R-FoMvalue. Note that not all of the models have
been tested by ECMWF.

4 Results
There is no space in this paper to showmore than a sum­
mary of the results on which the selectionof one model
wasbased. Figure 1is a graph showingthe performances
ofeachmodelin terms ofwindspeed; the upper left graph
showsthe speedbias and the upper right the SD, both as
functions of BG wind speed, averagedover all incidence
angles. The lowergraphs similarly show the speed bias
(left) and SD (right) as a function of incidence angle,
averagedover wind speeds >4ms-1• Lookingat the SD
plots, there is clearlya spread in performances,with the
original FD and reprocessed CMOD2 value having the
highest values; conversely,CMOD4.W2 has the lowest
SD as functions of both BG speed and incidence angle,
though there is a trend to larger absolute bias valuesat
higher wind speeds. CMOD5.E2appears to be the next
best in retrieving wind speeds, but CMOD3.L3 shows
lowbiases and least variation in all four plots.
Figure 2 shows equivalent graphs for differencesin

wind direction. Here, there is much less spread from
model to model, though most of the new models im­
prove on the old CMOD2. As might be expected, there
is a trend from large direction differencesat very low
wind speeds to smaller differencesat high wind speeds,
though the biases arc increasing. There are also system­
atically larger differencesat low incidenceangles (inner
edge of the swath), perhaps indicating a physical lim­
itation in the radar backscatter sensitivity to relative
wind direction. The CMOD2...M3model appears to have
the best wind direction retrieval overmost of the plots;
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Figure 1: Summary graphs of wind speed differences from RENE-91 analyses for various alternative wind
transfer models.
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Figure 2: Summary graphs of wind direction differences from RENE-91 analyses for various alternative wind
transfer models.
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CMOD4_W2, although having the smallest SD for speed,
has the largest SD for direction.

Table 1 shows the weighted statistics, averaged over
all incidence angles and for wind speeds 4-24m1-1 when
compared with the collocated RENE-91 analyses. Ta­
ble 2 shows a sub-set of these 1tati1tic1 for daily FD
comparisons against the NWP analyaes, averaged over
a two weekperiod in March.
These figures confirmour impressionsfrom the graph1

that

• the newmodels all perform significantlybetter than
CMOD2 in retrieving wind speed (CMOD4-W2
best), and all but one are better at retrieving wind
direction (CMOD4-W2 worst).

• no one model is best at retrieving both parameters

• three out of four of our objective comparison in­
dices (thoae baaed on weighted 1tatistic1) 1uggest
that CMOD5..E2is the 'best' model

• the unweighted FoM indicates that CMOD3.L3 (or
14) performs 'best' over the whole range of condi­
tions, regardless of the obaervation distribution.

Analysisof results from the ECMWF runs showedthat
the high R-FoM value for CMOD3.L3 reported here waa
due in part to a large percentage ("' 20%) of retrievala
were that being rejected. The reaecns for thi1 - whether
due to the model or to the FD retrieval software - are
under investigation at ECMWF.

5 Conclusions
Given that it waa desirable that the known deficiencies
in the existing CMOD2 model should be corrected for
FD processing &1soon &1possible, CMOD5..E2haa been
recommended to ESA &1the 'best' transfer model for
retrieving wind vector• and from tho.e modell 10Jar pro­
po1ed. This model shows good performance over most
of the parameter ranges, and without side-effectswhen
tested with a version of the FD software. ESA have re­
cently accepted this recommendation, and are expected
to implement the new model within the FD processing
scheme in the near future.
However, it should be stressed that all of the latest

models perform significantly better than the pre-launch
CMOD2version- severalmeet the product specification
of 2ms-1 and 20° in most bins - and any one of them
could have been selected if different criteria or emphasis
on the statistical parameters had been chosen.

It should also be noted that the new model is recom­
mended only on the baais of the 'firlt operational, geo­
physically calibrated' model; whichimplies that improve­
ments should still be possible. Indeed ESA's beam cali­
bration updates made on 1March 1992have been shown
to have introduced an immediate lms-1 overallbiaa shift
in the FD products, which will have to be removed by
further tuning (aa has been done with CMOD3.L4).

It is also recommended that sincesomemodels are bet­
ter at wind speed retrieval, and other at wind direction,
etc, that the strengths of the various models - or their

detailed formulation - should be combinedinto a 'super­
model'. It is then to be expected that the FD geophysical
product 1pecification1will be met everywhere.
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Model Speed Direction Vector Rank 1 FoM
Ident Bia.11 SD Bia.11 SD RMS % w u

FDP(r) 0.2 2.9 4.0 101.7 12.6 62.4
FDP(a) 0.2 2.9 -2.9 20.3 4.3 100.0 0.77 0.69
CMOD2 -0.4 2.8 -2.3 20.2 3.9 51.6 0.79 0.73
CMOD2_Z 0.1 2.3 -2.0 19.0 3.5 51.2 0.90 0.82
CMOD2-12 -0.7 2.2 -2.1 18.9 3.5 50.8 0.91 0.84
CMOD2-M3 0.8 2.6 -1.8 18.1 3.8 52.5 0.85 0.80
CMOD3-L3 -0.2 2.3 -1.8 18.9 3.4 52.0 0.92 0.89
CMOD3-L4 0.1 2.3 -1.6 18.4 3.4 48.1 0.93 0.89
CMOD4_W2 -0.9 1.9 -2.3 21.1 3.5 47.6 0.92 0.82
CMOD5_E2 -0.2 2.0 -1.7 19.5 3.3 51.3 0.97 0.86

Table 1: Summary results of comparisons between RENE-91 analyses and scatterometer data reprocessed using
various transfer models. FDP = CMOD2 fut delivery product (r) as received and (a) after 180° ambiguity
removal. Note that the FDP(r) 'Rank l' is a count of'correct' wind directions after ESA's ambiguity processing.

Model Speed Direction FoM
Ident Bia.11 SD Bia.11 SD w u R

FDP(a) -1.1 2.7 1.8 24.3 0.73 0.62
CMOD2 -1.3 2.6 1.4 22.7 0.77 0.62 154
CMOD2_Z -0.7 2.4 1.3 20.6 0.86 0.64 85
CMOD2_12 -1.3 2.3 1.3 21.2 0.86 0.63 90
CMOD2_M3 0.2 2.7 1.5 20.9 0.81 0.63
CMOD3_L3 -0.7 2.3 1.5 21.4 0.85 0.64 121
CMOD5-E2 -0.9 2.2 1.1 21.1 0.89 0.63 74

Table 2: Summary results of comparisons between UK Met. Office NWP analyses and daily scatterometer
data reprocessed using various transfer models, averaged over the two week period 15-30 March 1992. (Not
all models were available for testing during this period.) FDP(a) = CMOD2 fast delivery product after 180°
ambiguity removal. N.B. The R-FoM values are derived from ECMWF reprocessing for 6,7 November 1991 and
10,11 March 1992.
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Abstract
The operational retrieval algorithms for Csband scat­
tcromcters relating the radar backscatter measurements
10 surface wind vectors have been customarily empiri­
cal. Weperformed a preliminary sensitivity study at EC­
MWF which has shown a large reduction in scatter of
the ENS I scatteromcter data when wave age is included
in the retrieval algorithm for the situation of medium /0
high winds. i.e., "young wind waves".

This research study was possible because ECMWF now
has the WAM 1m1·eforecast model running operational­
ly. This permits ready access to wave parameters neces­
sary for inclusion i11 the ERSJ scauerometer wind
retrieval process. The long range objective would be 10
recommend the i111ple111en1io11of this new model opera­
tionally where wave models are available, such as at
ECMWF and at NOAA.

Introduction
The ERS 1scaucromctcr is a 3 antenna instrument radi­
ating in vertically polarized C band (5.3 GHz) on one
side of the spacecraft producing data across a swath of
500 km. The swath is organized in nineteen
50kmx50km resolution cells across it at a spacing of25
km. The 3 antennas are separated by 45 degrees with the
forward antenna being 45 degrees from the right side of
the ground track of the ERS I spacecraft. TI1ecentroids
of measurements from each of the antennas are main­
tained in each measurement cell through yaw steering

*Permanent Affiliation

Jet Propulsion Laboratory

California Institute of Technology

4800 Oak Grove Drive

Pasadena. CA 91109, USA

of the spacecraft. The 3 backscatter measurements (one
from each of the antenna) at each measurement cell pre­
sents the capability for the computation of statistical es­
timates of the "distance" (using sum of squares (SOS)
or maximum likelihood (MLE) estimates) between
model and measurements to estimate the most probable
selection of a wind vector based on instrument/transfer
function skill alone. In comparison, SEASAT had two
measurements and this computation was not possible.

SEASAT in 1978 demonstrated the potential and value
of scatterometer wind field data for meteorological and
oceanic applications and research. This is well illustrat­
ed by one our images of SEASAT scatterometer wind
fields on the cover of Aviation Week & Space Technol­
ogy. March 13, 1989 issue. that were derived from about
8 orbits of data. (This same image showing weather pat­
terns with streamlines appears elsewhere including the
cover of the supplement (titled Spaceship Earth) inside
the magazine Geographical. March 1991.) The geo­
physical evaluation of the SEASAT data including scat­
tcrometcr were published in a special issue of the J.
Geophys. Res., Vol. 87. dated April 30, 1982.

The scatterometer does not measure the wind speed di­
rectly since the scatterometer's radiation mainly probes
the high frequency waves at the surface that are driven
by the wind. The 'geophysical' measurement made by
the scatterometer is the normalized radar cross-section,
o" (the parameter which we call 'backscatter' in this pa-
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per). For C band radiating scatterometers, such as the
ERS-1 AMI, cr0 is customarily related to the wind speed
at some reference height above the surface (10 meters)
via an empirically-based cr0-to-wind transfer function
model that relies totally on in situ and airborne experi­
mental data. Further, these winds have been modified to
correct for the influences of heat and moisture fluxes at
the surface using the surface layer model of Ezraty (E.
Attema, ESA-ESTEC, personal communication) and are
thus called "neutral" winds. At this time, ECMWF plans
to use the cr0's directly in their assimilations while the
UK Met Office does not.

· One can estimate the friction velocity. u•• from estimates
of the "neutral" drag coefficient, C0•and the "neutral"
wind speed. The difficulty in estimating "* (and wind
stress) from scatterometer has been one of choosing the
proper C0 algorithm. Estimates of C0 over the ocean for
the same neutral wind vary considerably (Geemaert et
al .. 1986). Global measurements of u«are not available
for the development and calibration of a cr0-to-u. transfer
function model. So the parameter. neutral wind, has been
traditionally the parameter of choice in the cr0-to-wind
model parameterization.

Several studies, e.g., Geemaert et al., have shown that
variations in the magnitude of C0can be modelled in the
C0 formulation by including the wave age parameter.L
such as was also done by Kitaigorodskii ( 1973). Donelan
(1982). Maat et al. (1991), Nordeng (1991), and others.
The physics of the wind waves are partially described by
the input of energy from the wind. The input of energy
from the wind is proportional to ~-I and the 2-dimension­
al wave spectrum (Cavaleri et al., 1991). It was found
that the major influence of~ on Co were for estimates of
C0 for medium to high winds (Geemart et al., 1986).

A preliminary attempt to postulate SEASAT backscatter
to a Cn formulation is described in Woiceshyn et al.
(1984). The C0 in this case did not involve the wave age
parameter as described in the above papers. Neverthe­
less. the Co chosen for the Woiceshyn et al. study was
determined by Kondo (1975) to be related empirically to
a "sea state dependent" roughness parameter, z0• In this
instance, z0 was determined from rms height measure­
ments of high frequency waves at a tower off the coast of
Japan. The correlation of the backscatter-to-wind mea­
surements to that of the C0-to-wind measurements was
about 0.98. In <motherlimited study using collocated

SEASAT and buoy data, Glazman, Pihos, and Ip (1988)
demonstrated that wind speed biases in wind retrievals
from SEASAT can also be reduced if the large-scale
component of the wave field can be accounted for in the
cr0-to-wind retrievals.

In the companion paper by Janssen and Woiceshyn
(which we now call J&W) we reflected on the assiociated
physics of the scatterometer/wind-sea measurement pro­
cess. In J &W we postulated that the backscatter reflects
in some way the state of the high-frequency wind waves.
We noted that the spectrum of the gravity-capillary
waves generated by the wind depended not only on the
magnitude of the wind, the duration of the wind, the pre­
vious history of the sea state, and the fetch over which the
wind is blowing, but is determined by a number of phys­
ical processes -- namely wind input, nonlinear three and
four wave interactions (which are enhanced by the pres­
ence of shear currents), etc. Further, we noted that for
high winds when the waves are sufficiently steep, nonlin­
ear processes are dominant so that the state of the gravi­
ty-capillary waves is mainly determined by gravity
waves.

We therefore feel obliged to investigate the sensitivity of
the scatterometer wind retrievals on the wave age param­
eter, ~. In this paper we conduct sensitivity study in wind
speed retrievals by incorporating the wave age parameter
in current empirical retrieval algorithms such as
CMOD2. Two tests are performed to answer the follow­
ing questions: (a) what results to the scatter in the data
particularly for medium to high winds (i.e., for a relative­
ly "young" sea state, e.g.,~< 25), and (b) what are the re­
sults when such a restriction as stated in (a) is not
applied. The ~ that will be used in this study is defined as
that by Maat et al. (1991 ), i.e., the ratio C,,Ju•, where CP
is the phase velocity of the waves at the peak of the spec­
trum. This study is a preliminary attempt to include some
wave physics in the backscatter transfer function that
could influence the values of winds retrieved from the
scattcrometer measurements.
In J&W we describe a scatterometer retrieval algorithm
that relates backscatter to wave age. There, we describe
the basis for our approach, we tune the coefficients from
data, and follow through with preliminary retrievals of
the surface marine winds from the ERS I AMI scatterom­
eter backscatter data.
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The Sensitivity Analysis
The pre-launch CMOD2 formulation (Long, 1991) relat­
ing scatteromcter backscatter. o", to wind speed and di­
rection was derived from field experiment data from
aircraft-borne C band scatterometers. (This is the basis of
the currently delivered ESA data product.) The first post­
launch revisions to the scatterometer model were con­
fined to refinements to the estimates of CMOD2's coeffi­
cients as a result of comparisons to available data sets,
e.g .• the analysis fields and conventional data available at
the numerical weather prediction centers. and the data
obtained from ESA campaign's in situ instrumentation
on board ships, buoys. and aircraft off the coast of Nor­
way. and from the Norwegian meteorological service's
regional analysis. The model-refinement activities were
conducted hy ESA's ERS- l Cal/Val analysis team mem­
bers from ECMWF, ESA, IFREMER. METEO-France.
and the University of Hamburg. For some investigators
(notably from ESA. ECMWF, and the University of
Hamburg), revisions of the CMOD2 coefficients were
still not adequate to explain the empirical behavior of the
ERS- l scaueromctcr backscatter o" relative to wind
speed and direction.

The CMOD2 _Z model. an early post-launch ECMWF
model. referred to in this paper has the same formulation
as CMOD2 except for the coel1icients. For brevity. the
details of the Legendre and ordinary polynomials are not
included here. The formulation is:

a.linear

where

U =wind speed at lO m height above the sea sur­
face and is corrected for moisture and heat
lluxes

<p= X - <?w· where X is the antenna look angle of
the scaucromctcr antenna with re­
spect to North and <?w is the wind di­
rection.

a, y, b1• and b2 are expanded as Legendre poly­
nomials of e to a total of 18 coefficients
(some of which may be 0)

0 is the incidence angle. the angle difference be­
tween ERS I nadir and scattcrometer measure-

ment cell location at the sea surface

N

For completeness, we repeat here some equations in the
J & W paper that are pertinent to this sensitivity study.

The wave age parameter is defined as I;= C/u*. Here, CP
is peak phase speed

g
(!) •p

(!) = 21tfp p (2)

ru1d/p is the peak frequency.

We collocate peak phase speeds CP from the operational
WAM model (WAMDI Group, 1989) running at ECM­
WF with the ERS 1 scatterometer measurements in the
ECMWF files that were prepared by Ad Stoffelen. The
Stoffelen files include the ECMWF analysis winds collo­
cated with the ERSl UWI data, i.e., the CMOD2 deter­
mined wind data from scatterometer. We now call the
CMOD2 wind speed U as Uscat·

In view of the previous discussion regarding the wind in­
put to the waves we give. however, a slightly different in­
terpretation to the parameter, Uscat. We assert that

l (3)u - -scat I;

Then, from Uscar and the phase speed CP we obtain the
friction velocity u*.

(4)

This was converted to 10 m height wind speeds using a
sea state dependent roughness length formulation ob­
tained during HEMAX (Maat et al., 199l)

2
((//*

(5)a
g
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while for low winds, the usual viscous roughness length
was obtained. Thus

, and (6)JC;

(1• (~) r (7)

The wind speed we obtained in this manner was com­
pared with the ECMWF analysis wind speeds. When
wave age was used. a much higher wind speed correla­
tion was found with the ECMWF analysis wind speeds
than when Uscat winds are compared to the same ECM­
WF analysis wind speeds.

For young waves(~< 25, l.e.,medium to high winds). the
standard deviation was reduced by nearly 30 percent
when ~-I was simply substituted for U in the CMOD2
backscatter to wind transfer function model. Examples of
this are shown in Figures 1and 2. Figure l displays pairs
of scatter plots and 2-dimensional histograms for scatter­
ometer data derived from 3 types of cr0-to-wind transfer
functions for the condition ~ < 25. Each of the compari­
sons are made to collocated ECMWF analysis wind
speeds plotted along the horizontal axis. The top panel
represents scatter and histogram for the data derived with
the prelaunch CMOD2 model. The middle set of panels
are comparisons for the post-launch model function,
CMOD2_Z. an early model developed by Ad Stoffelen at
ECMWF. The bottom pair of plots represents the data de­
rived from the equations above. Both the standard devia­
tion and scatter are considerably reduced for the
condition of wave age c 25. The peak phase velocity, CP'
to compute tile wave age was obtained from the opera­
tional WAM wave model at ECMWF. Figure 2 is the case
for~ both below and above 25, i.e., all the data. Again,
our wave age model reduced the scaucr for medium to
high winds, but in this case some bias is introduced at
lower winds for "old" waves having a large swell compo­
nent.

Discussion and Conclusions
The results from this sensitivity experiment showed a
large reduction in ERS 1wind speed scatter compared to
wind speeds estimated from both pre-launch and post­
launch scattcrometer model function algorithms when all
of these were plotted against collocated ECMWF analy­
sis winds. 111elarge positive impact in the medium to
high wind speed regime suggests that there is potential in
the use of wave age in scatteromcter wind retrieval algo­
rithms. It should be noted, however, that in order to ob­
tain a reliable retrieval algorithm that ~ is certainly not
the whole story. We expect that in order to obtain a reli­
able retrieval algorithm, the high frequency wave spec­
trum would have to be obtained explicitly and its
dependence on environmental parameters such as slicks,
air-sea temperature differences, etc. (which are all impor­
tant for low winds) may have to be considered. Work on
the influence of some these parameters are in progress.
Nevertheless. we thought it of interest to pursue our sim­
ple approach and to develop a scatterometcr algorithm
based on wave age. This work is reported in the paper by
Janssen and Woiceshyn in these proceedings.
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Figures
Figure 1. Scalier plots (left column of panels) and asso­

ciated 2-D histograms. Left column of panels
from top to bottom show scatter plots of
CMOD2, CMOD2_Z, and data from wave
model wind speeds vs. ECMWF wind speeds
collocated to ERS-1 locations. Scatter plots are
for young waves(~< 25). On each of the scat­
ter plots, the number of points, the mean value.
the standard deviation. and the correlation arc
noted.

Figure 2. Sarne as Figure 1., except data for all values of
~arc plotted
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Abstract

A backscatter to "wa1·e age" transfer function is
proposed to retrieve wind vectors from scatterometer
over the ocean. In this report, we apply this model to
the U~S 1 AMI scatterometer. The basic form of the
angular dependence of the transfer function comes
from Bragg scattering theory. However, some
modifications are introduced in the formulation such
as upwindldownwind differences in the backscatter
measurements evident in the data. Values of the coef­
ficients are obtained by tuning to a subset of ECMWF­
analysis surface winds and ERSl-scatterometer meas­
urements that were collocated. Preliminary results of
l1J!JJ/yi11gthe "wave age" transfer function to a large
sample of high-resolution data of 6 Nov 1991 resulted
in a rms error of 1.50 mis and a rms wind direction
error of 19 degrees. This is well within the required
geophysical specifications of 2 mis and 20 degrees.
The introduction of the "wave age" as an intermedi­
ate /)(JJW11eterto obtain an estimate of surface marine
wind vectors appears to be quite promisingThis for­
niulation is a preliminary al/empt IO include some
wai·c pltysics in the backscatter transfer function and
interpretation of the measurements.

** Permanent Affiliation
Jet Propulsion Laboratory

California Institute of Technology
4800 Oak Grove Drive

Pasadena. CA 91109, USA

Introduction

It is customary to relate the backscatter meas­
urements of radar scatterometers to the local wind at
some arbitrary height above the sea surface. In the
case of ERS 1 it is JO meters and in the case of SEA­
SAT it was 19.S meters. However, on reflection of
the associated physics of the measurement process, it
should be realised that this is an empirical assump­
tion since the backscatter reflects in some way the
state of the high-frequency wind waves. The spec­
trum of the gravity-capillary waves generated by the
wind depends not only on the wind, but is determined
by a number of physical processes -- namely wind in­
put, nonlinear three and four wave interactions
(which are enhanced by the presence of shear cur­
rents), viscous dissipation due to slicks (cf. VIERS-
1). However, for high winds when the waves arc suf­
ficiently steep. nonlinear processes are dominant so
that the state of the gravity-capillary waves is mainly
determined by gravity waves. This is illustrated in­
Fig. l where we have plotted frequency spectra for a
friction velocity ranging from u*=O.l to 1 keeping
the wave age parameter ~=Criu* fixed.Here Cp is
the peak phase speed and fp is the peak frequency.
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Cp = :p' Wp = 2nfp (1)

It is therefore tempting to investigate the dependence
of a backscatter algorithm on the wave age parame­
ter I;. Thus, for wind waves, one would expect a re­
lation between the backscatter a0 and i;. In a sepa­
rate paper in these proceedings (Woiceshyn and
Janssen) we investigate a possible dependence and a
sensitivity study. There we collocated peak phase
speed..:~P- from the operational WAM model running
at ECMWF with the ERSl scatterometer measure­
mentsin the ECMWF files that were prepared by Ad
Stoffelen. The Stoffelen files include the ECMWF
analysis winds collacted with the ERS l UWI data,
i.e., the CMOD2 determined wind data from the
scaucrometer, We call the CMOD2 wind speed

uscar

FREQUENCY SPECTRUM
DIMPETCH= 1.3*10**6

LOG(F)

-- 0.1 -+-0.3 -- o.s -0- 1.0

Figure 1

In view of the above discussion regarding the state of
the high-frequency waves we give, however. a
slightly different interpretation to the parameter
Uscat. we assert that

uscat - ! (2)

Then, from Uscat and the phase speed Cp we obtain
the friction velocity u*,

u* = 0. 0022 Cp Uscat (3)

This was converted to lOm height wind speeds using
a sea state dependent roughness length formulation
obtained during HEMAX (Maat et al)

_ au; _ 0.45 u. (4)z0-8,a-cp-

while for low winds, the usual viscous roughness
length was obtained. Thus

u "· c . k 210 = . fC-' D = (-1 IO)v ro 11.zo
(5)

The wind speed we obtained in this manner was com­
pared with the ECMWF analysis wind speeds. When
wave age was used, a much higher wind speed corre­
lation was found with the ECMWF analysis wind
speeds than when Uscat winds are compared to the
same ECMWF analysis wind speeds.

For young waves ( < 25, i.e. medium to high winds),
the standard dfviation was reduced by nearly 30 per­
cent when ~- was simply substituted for V in the
CMOD2 backscatter to wind transfer function.

This suggests that there is potential in the use of
wave age in scatterometer wind retrieval algorithms.
It should be noted. however. that in order to obtain a
reliable retrieval algorithm that this is certainly not
the whole story. We expect that in order to obtain a
reliable retrieval algorithm, the high frequency wave
spectrum would have to be obtained explicitely and
its dependence on environmental parruneters such as
slicks, air-sea temperature differences. etc. (which
arc all important for low winds) may have to he
considered. Work on the influence of these parame­
ters is in progress (VIERS-1 group).

Nevertheless. we thought it of interest to pursue our
simple approach and to develop a scatterometer al­
gorith based on wave age. This work is reported in
the next sections.
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Wave-Age Scatterometer
Algorithm Description and
Tuning

We propose to use the following algorithms,

~ = a + {3 log~+ 10logF(O,<f') (6)

whcrc ]; is the wave age and F is an angle factor for
incidence and azimuth dependencies of the radar
backscatter,

F = +<st4 + 4t2 + yt + 1) (7)
Siil 0

The parameter "( represents the upwind - downwind
difference. t = cos<p.<p=X-<pw.x is the look anglc.<pw
is the wind direction and e is the incidence angleisee
sketch)

N

It should be emphasized that the choice of the angular
distribution function F is not easy to justify. If one
would (in a strict sense) believe in Bragg scattering
as the dominant mechanism then the backscatter
would depend on the value of the spectrum at kw =
1/2 kr sin8 and at angle <p.With a spectrum <l>of the
shape

where we take the Phillps spectrum for high frequen­
cies

I -4E(k) = ippk

and a cos2 directional distribution. we would obtain
that the backscatter: L. (am= JOlog L.) looks like

I - 4 ~P 4 cos2<f' (8)
kRsm ()

Then dependence of :E on environmental parameters
would be given by the dependence of ap on wave
age, viscosity, etc. However, intuitively, one would
expect that also waves making an angle with the look
direction of the scatterometer antenna beam would
give a contribution to the backscatter. As a result the
resonance condition becomes

(9)

and as a result the backscatter L. becomes

I - a:F(y = 0) (10)
kR

In "F" we have added an empirical factor y which
represents the upwind - downwind difference and
which will be determined by tuning to a data set.
Note that the entire wave age dependence is con­
tained in the Phillips constant ap. Since there is al­
ways a debate about the sensitivity of the Phillip's
constant on wave age we will determine p (and of
course also a) by tuning.

We obtain a best estimate for a, P and y by mini­
mizing the cost function

where cr0 is the observed backscatter and am is de­
rived from collocated ECMWF wind speeds using
equations (6), and (7).

The minimum is found if the gradient of J with re­
spect to a. p, and y vanishes.

c5 c5 c5
da1 = irl = dyJ = O (12)

Thus, taking the derivative of J we have
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..!.1 = 0 =>da

lf=O=>
2-1 = 0 =>dy

(13a)

(13b)

(13c)

where

dtf'm = 1
dlfm =In~
d 10tfm = __ t_

F sin48

Note that (13a) implies that the mean difference
between model and observed backscatter vanishes
(no bias). It is however not easy to solve (13)
straightforward, because y occurs in a complicated
manner. We therefore solved (13) by means of
Newton-Raphson iteration. By using a coarse set of
collocations provided by Ross Hoffman we obtained
the following results for a, p, and y.

a= -10.78

p = -11.62

y= -0.652

We will use these coefficients in our retrieval algo­
rithms. In passing, we note that the value of P thus
found would imply the following wave age depend­
ence of the Phillips constant

ap - ~-1.2

which is not unreasonable when compared with
Heinz Gunther's fits of the Jonswap data.

Retrieval Algorithms

The retrieval algorithm procedure is outlined below.
We minimize at every measurement location the cost
functions

where the summation is over the number of antenna
beams involved. In general, this gives 4 minima (a
possibility of 6 when wind direction is parallel to the
mid antenna beam illuminated at the surface) with
their associated cost

These solutions were generated by first choosing
as an initial guess the ECMWF model wind speed
and direction from the analysis fields

Thus, nc =I 'usually' gives the solution with direc­
tion that is closest to the ECMWF analysis direction.
This is the solution which is chosen in the first in­
stance. If the cost of the other solutions is, however,
significantly lower, such that

I cost(nc)- cost(l) I> 5 < Lia >

where <.10» is the mean error over the three beams,
we choose the solution nc. Furthermore, we only al­
low solutions where the cost is small enough ( < 5 *
< .1cr >). Otherwise. if the cost values were too big.
we consider the model function/observation retrieval
has failed to obtain a solution.

We applied the retieval algorithm to a much larger,
high resolution data set of 6 Nov 1991. Results are
presented in Fig. 2 and 3. The statistics are pre­
sented in Table I.
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Speed Direction
(m/s) (deg.)

bias -.75 -4

rms en-or 1.50 19

correlation 83 %

Table 1

or the chosen solutions 83% have directions within
45 degrees from the ECMWF analysis directions.

SCAT WIND VERSUS EC WIND

++
·:

,.
EC WIND (m/s)

Figure 2

Conclusions and Comments

Preliminary results from this "wave age"
scaucromctcr transfer function appear to be promis­
ing based on this limited evaluation. We attempted
10 include some wave physics that possibly may
modify the ocean surface and thus the backscatter
measurements, and hence the estimate of the re­
trieved marine wind vectors. The traditional wind re­
trieval transfer function approach has normally been
a purely empirical one for the C-band scaueromctcrs.

SCAT WINDDIR VERSUS EC WINDDIR

6 2-.ii
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~ 211)
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~ I<()
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Figure 3
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Abstract

During August and September 1991 a coordinated campaign of many
different types of measurements was made in order to perform a
height calibration of the ERS-1 Radar Altimeter. This followed exten­
sive preparatory campaigns over the previous years. The basic sce­
nario required the satellite to overfly a small oceanographic research
platform in the Northern Adriatic Sea, off the shore from Venice. This
has been surveyed into the same network as a set of European Satellite
Laser Ranging (SLR) stations, by a series of CPS campaigns. Addi­
tionally a new site for a mobile SLRstation was established in the area.
Local measurements of sea level were made at the platform during the
overflights, together with additional environmental measurements.
Following the measurement campaign all of the data sets, including
the altimeter data themselves, have been carefully processed and
cross-checked against other data sources, where possible, to ensure
consistency. Eventually it has been possible to determine the bias in
the altimeter measurements to a high level of accuracy.

Introduction
The height measurements from the ERS-1 Radar Altime­
ter (RA) have a sub-millimetre long-term stability, and a
noise level of about 2 cm [1]. An overall system calibra­
tion to this level was not possible before launch, so it has
been necessary to determine the height bias error after
launch, by means of a dedicated measurement cam­
paign. Maintaining control of all the elements contribut­
ing to this calibration is a delicate task, but had been
achieved before [2].

The requirements for the calibration included:

1. The objective was engineering calibration, geophysi­
cal effects being minimised wherever possible.

2. Both the accuracy and the precision should be max­
imised, with an overall goal of 5 cm for the combined
error.

3. The calibration should avoid potential single-point
failures and be resistant to the effects of single errors.

At its most basic, the statement of the calibration proce­
dure is to independently measure the distance from the
satellite to the sea-surface, while the altimeter is measur­
ing the same path, with suitable corrections for propaga­
tion effects. The independent measurement was made in
two steps, firstly from the satellite to a suitable tracking
network, and secondly from this to a point on the sea-

surface. The key practical elements of the approach
were:

1. The comparison overflight point was an oceano­
graphic research platform in the open sea.

2. Measurements of sea-level (tide), winds, waves,
tropospheric and ionospheric density were made on
the platform.

3. Several Satellite Laser Ranging stations (SLR) sur­
rounding the comparison site enabled a quasi-geo­
metric solution for the trajectory.

4. Dedicated campaigns to measure the three-dimen­
sional positions of all the reference points, and the
local geoid, were made.

5. There was a high degree of redundancy in the sys­
tem to aid error resistance.

An illustration of the calibration area is shown in
Figure l.

The satellite made northward passes directly over the
"Acqua Alta" platform (see Figure 2) located about 14km
offshore from Venice. This platform is a tower fixed to
the sea-bed in about 16m of water, at a position
45°18.78'N, 12°30.SS'E.

ERS-1 was launched at 01:46:34 on 17 July 1991, from
Kourou in French Guyana. The RA was first switched
on for test measurements on 25 July 1991 and on the fol­
lowing day, when the Commisioning Phase orbit was
acquired. The RA was not switched on again until 28
July 1991 when continuous operations started, eleven
days after launch. This was the first pass over the cali­
bration site, and the next pass, on 31July1991, became
the first pass of the campaign. During the calibration
campaign, which lasted until 17 September 1991, the RA
operated correctly on all passes.

The satellite was tracked simultaneously by several SLR
sites which became known as the European Calibration
Network (ECN), at Grasse, Graz, Herstmonceux, Mat­
era, Zimmerwald and a new mobile laser site at Monte
Venda, in the hills south of Padova, about 60km to the
west of the tower. This site was selected for a number of
reasons, including better weather due to its altitude
above the coastal plain and its solid connection into the
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FIGURE1. Thetrack of ERS-1over the NorthernAdriatic sea and
the calibration site,with time marksgiven InUTC.The
positions of the European Calibration Network of
lasersitesisalsomarked.

continental crust. The six lasers provide a network sur­
rounding the Venice tower with a favourable topology
and provided redundancy in the system. Analysis had
shown [3] that useful results would be obtained with
various sub-sets of the lasers. This was a major contribu­
tion to the reliability of the method.

The northbound pass over the calibration site is shown
in . This pass was over the sea for about 25secbefore the
tower overpass, which was adequate for the altimeter to
acquire the sea-surface. The northward pass had the fur­
ther advantage that it was at night, which is favourable
for many SLR systems and has a smaller ionospheric
effect.

The Three-Dimensional Network
A regional network has been established in campaigns
spread over four years [4,5],by GPSmeasurements. The
origin of the network is the SLR site at Monte Venda
whose coordinates were determined independently by
(a)direct LAGEOSlaser ranging, and (b) dual-frequency
GPS survey involving other European laser /GPS sta­
tions. This has enabled the determination of all the refer­
ence points (SLR's and platform) in a new reference
frame (ERS90B, [6]). Analysis of the extensive set of
dual-frequency GPS measurements was made by two
independent instiutes (OUT and AUIB) to trap errors.
The final results, using different software, are in close

FIGURE2. TheAcqua Alta platform during the campaign. The
microwave radiometer isbeing calibrated.

agreement, with an error ellipse of Scmvertically for the
platform solution.

A combination of the GPS measurements, conventional
levelling and astrogeodetic measurements have also
enabled the definition of a detailed regional geoid [7].
This has allowed the distribution of RAmeasurements
across-track to be compensated.

Finally a series of painstaking surveys on the platform
itself have enabled the determination of the relationship
between the tide-gauge readings and the distance from
the platform reference point to the actual sea-level.

Local Measurements
During each calibration pass measurements of the local
environment were made on the platform. There were
two tide gauges, an upward-looking microwave radi­
ometer, a full set of meteorological instruments and a
dual-frequency GPS receiver. Measurements were also
made at other sites in the region, mentioned later.

The primary tide gauge on the platform [8) was
designed to have a rapid response yet to effectivelyfilter
wave motion. Thiswas used as the reference for the cali­
bration. It records its readings on a paper chart. The sec­
ond gauge records at 5 minute intervals, and telemeters
data to the shore. Similar gauges provide telemetered
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data from 3 coastal sites around the platform which
were used as quality control for the primary gauge.

The tropospheric corrections were made by analysis of
the microwave radiometer data. The processing algo­
rithm used at the University of Rome makes use of the
two-frequency brightness temperature measurements
and the surface pressure. Estimates were also made
from the surface measurements of temperature, pres­
sure and humidity. The combined tropospheric delay
for each pass is shown in Figure 3.
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FIGURE3. Tropospheric corrections during the calibration
campaign.

Ionospheric corrections were derived from the dual fre­
quency GPS measurements made on the platform, and
by Faraday Rotation measurements made from Flor­
ence. For the August passes ionospheric measurements
from the DORIS system on the SPOT 2 satellite (which is
in a very similar orbit to ERS-1) have been made availa­
ble. Figure 4 shows the summary of ionospheric correc­
tions used for the calibration passes. There are
discprepancies amongst the different measurement
techniques, but the absolute values are rather small.
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FIGURE4. Ionospheric
campaign.

corrections during the calibration

Orbit Determination
Table 1 shows the coverage by European lasers of each
of the calibration passes and the availability of reproc­
essed altimeter data. In the analysis so far the three East­
ern European stations have not been used. The passes
selected were those with Monte Venda and one other
laser, and of course with available RA data.

Station
July August September

... 28 31 3 6 9 12 15 18 21 2A27 30 2 s 8 11 1• 11
Monte Venda . . • . • . . . .. . .
Grasse • . . . . .
Graz . . .. . .
Matera • .
Wettzell
Zimmerwald • . . . • .
Herstmonceux . • • • . . . . . . . .
eorowiec . . .
Potsdam • • • • • • . . . .. . .
Riga . . . • • . • • . .
Altimeter • • • • . • • . . .. . . .

260

TABLE1 Trackingcoverage by European lasers,and the
availability of altimeter data, during the campaign.

The precise orbit was computed in two steps, both using
the DUT/SOM version of the NASA GEODYN II orbit
determination software. First, a 4-day long arc solution
was generated using ERS-1 so-called quick-look normal
points from a global network of satellite laser ranging
systems. Secondly, this orbit serves as a priori informa­
tion for the determination of a short-arc orbit over the
"Acqua Alta" and the European Calibration Network.
This procedure maximises the orbit accuracy over the
calibration site and minimises the possibility of obtain­
ing an unrealistic or non-converging orbit solution.
Once they became available the short-arc orbits were
based on high-quality full-rate SLRdata.
The RMS of the residuals, which indicates how well the
computed orbit fits to the observations, ranges from 0.3-
6.2 cm per pass with an average of 1.9 cm, and consists
for a large part of remaining system noise in the normal
points.

Altimeter Measurements

260

For each of the calibration passes the altimeter data
were specially preocessed in a reference, retracking
processor at ESTEC.This processor uses a least squares
fit to the classical Brown Model [9] for radar altimeter
echoes over ocean surfaces. It is independednt of the on­
board tracking performance, which proved to be fortu­
nate in this area, as low prevailing wind speeds often
led to specular radar echoes distorting the mean echo
shape. This had a significantly degrading effect on the
on-board tracker, but were effectively filtered out by the
reference processor. A further characteristic of this proc­
essor was its optimum use of internal calibration data
and instrument characterisation data.
Retracked RA data at the full 20Hz rate produced from
this processor were found to be fully decorellated, with
a white noise spectrum up to the alias frequency of
lOHz, and an RMSnoise level of lOcm. This corresponds
to a 1Hz noise level of 2.Scm. The stability of the
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retracked data was guaranteed by the handling of all
available characterisation data.

The retracked data were distributed to OUT /SOM
where they were included in the overall calibration
solution. Although the altimeter measurements have a
noise of nearly 10 cm, the interpolation of the sea level
could be performed up to about 2-cm accuracy.

Results
A total of 10 calibration passes have been processed, and
the resulting altimeter height bias values per pass are
shown in Figure 5 as a function of the cross-track posi­
tion of the point of closest approach.
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21 Aug

30Aug
~-10 '-' l
E I l 27Aug
2- 1 2 Sep ,, Sep
0 t 17Sep 1
i-20 ._ 18Aug ,:,1 1 r
E 15Aug T r
~ I 12Aug
-30

5Sep

~o~~~~~~~~--~~~~~~~~~~~
~00 -200 0 200 400 600

Cross-Track Position (rn)

FIGURE5. Individual estimates of altimeter bias. per pass.
determinedduringthe calibrationcampaign.The10'
errorbarsare shown.

The measured value of the deflection of the vertical at
the platform is 1.6 arcseconds. When a line of this slope
is introduced into the set of bias values the resulting bias
value at the position of the platform itself is -19.2cm,
and the associated standard deviation is 6cm. In addi­
tion to this there must be included an uncertainty for
static errors which cannot be averaged out in this way.
Such errors have zero mean, otherwise they would be
removed.

Consequently the currrent estimate of the ERS-1 RA
height bias is -19.2±8cm.

Analysis of the calibration data set is continuing, with
the intention of improving the determination of the bias
value. Additionally the static elements of the calibration
system can be remeasured (by definition they are static)
with consequent improvement in the confidence in the
bias value.
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ABSTRACT

During September 1991 scientists from RSADU (the
Remote Sensing Applications Developments Unit), JRC
(The James Rennell Centre for Ocean Circulation) and
IOSDL (The Institute of Oceanographic Sciences, Deacon
Laboratory) carried out a research cruise on the RRS
Charles Darwin, in the lceland-Faeroes region of the North
Atlantic. This campaign was dedicated Lo validation of
ERS-1 data, particularly scatterometer and altimeter winds,
altimeter waveheight, altimeter ocean topography and sea
surface temperature (SST) and atmospheric water vapour
from the ATSR. Most of the measurements taken on the
cruise were made in a triangle whose vertex coincided with
an altimeter cross-over point. The eastern and western
sides of the triangle were coincident with the sub-satellite
track of ERS-1. Surface moorings were deployed at the
southern comer of the triangle (directional Waverider,
current meter buoy and sonic anemometer buoy), and at the
north western corner (meteorological toroid buoy).
Hydro gr aphic, wave and surface meteorological
measurements were made from the ship along the sides and
in the interior of the triangle. Two radiosondes were
launched per day, some of which were timed to coincide
with ERS-1 overpasses, the aim being to provide
comparisons of atmospheric water vapour content with the
ATSR. Initial results of intercomparisons between these
data and ERS-1 data arc discussed.

I. INTRODUCTION

On September 6th 1991 the NERC (the Natural Environment
Research Council) ship RRS Charles Darwin sailed from
Troon in Scotland to make in situ measurements of the
ocean that could be used to calibrate and validate the oceanic
observations being made by the sensors on ERS-1. The
Darwin returned to Barry in Wales on September 28th 1991.

The main objective of the cruise was the provision of an
independent, high quality data set to allow the validation of
geophysical oceanographic measurements made by the
sensors on ERS-1. including altimeter significant wave
height. wind speed, and sea surface topography
measurements, scatteromcter wind speed and direction
measurements, and sea surface temperature (SST)
measurements made by the Along Track Scanning
Radiometer (ATSR). Other objectives, the results of which
will not be not discussed within this paper, were the
validauon of measurements of the integrated water vapour
content of the atmospheric column, made by the microwave
sensor on the ATSR instrument, the investigation of the
relationship between wind stress at the sea surface and radar

backscatter as measured by the scatterometer (including the
effect of wave conditions on this relationship), and in situ
observations of the lceland-Faeroes oceanographic front.

-15 -10 100-5 5

Figure 1. ERS-1 ground tracks and the Charles Darwin
survey triangle in the North Atlantic (September 1991).

Most of the measurements taken on the cruise were made
round a triangle to the east and north of the Faeroes, the
eastern and western sides of which were coincident with the
ground track of ERS-1 (figure 1). Three buoys (directional
Waverider, VAESAT-sub-surface current meter, and sonic
anemometer) were deployed at the southern comer of the
triangle (62°18.6'N, 4°55.8'W), coincident with an
altimeter cross-over point, and a meteorological toroid
buoy was deployed at the north western comer of the cruise
triangle (63°57.6'N, 6°18.6'W). From the ship, CTD
(conductivity, temperature and depth), XBT (expendable
bathythermograph), ADCP (acoustic doppler current
profiler), PES (precision echo sounder),
thermosalinograph, SBWR (shipborne wave recorder) and
MultiMet measurements were made along the sides and in
the interior of the triangle.

A range of sea and weather conditions was encountered
during the cruise, from light winds and low waves through
Lostorm force 10 winds and 5 metre waves, leading to good
calibration and validation data for comparison with ERS-1
wind and wave measurements. One day was lost sheltering
amongst the Faeroes during a force 10 storm, and wind
(force 9) and wave conditions on another day prevented two
CTD stations on the second survey being made.

On arrival al the study area it was planned to deploy the
various moorings, to follow this with a CTD I XBT I ADCP
survey round the triangle coincident with an ERS-1
overpass, and then to sit on station making meteorological
measurements and also carry out a brief SST survey. After
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this a repeat of the CTD I XBT I ADCP survey round the
triangle was to be carried out (again coincident with an ERS-
1 overpass) and finally the moorings recovered before
heading for home. This strategy was carried out fairly
successfully. To some degree the need to have the Darwin in
the right place at the time of the ERS-1 overpasses
constrained the way and order in which measurements were
made.

Two problems were encountered with the moorings that
were deployed. The directional Waverider buoy was trawled
by fishermen a few days after deployment. Fortunately the
SBWR on Darwin was available to make wave measurements
for comparison with ERS-1. The second problem was the
overturning of the sonic anemometer buoy shortly after
deployment. This was the first time the buoy had been used,
so the deployment was more by nature of a trial. The buoy
was recovered successfully and the data it had acquired, prior
to overturning, were of good quality.

The data collected on the cruise are presently being analysed
at both the Rennell Centre and IOSDL and will eventually be
compared with the off-line ERSl-1 oceanographic data
products. At the time of writing only fast delivery (FD) data
products were available, and the algorithms that were used
to produce geophysical data were only provisional. This
means that any comparisons made with the in situ data can
only be regarded as provisional until re-processed FD or off­
line data are made available by ESA. Then a full
intercomparison of ERS-1 data and the in situ data from the
cruise should be possible.

2ALTIMEI'RICSIGNIFICANfWAVEHEIGHf

The aim on cruise RRS Charles Darwin 62A was to obtain
significant wave height (Hs) data from a directional
Waverider buoy moored at the cross over point of the
ascending and descending ERS-1 ground tracks to the east of
the Faeroes (see Figure 1), together with some additional
comparisons from the shipborne wave recorder (SBWR) on
the Darwin, for comparison with the ERS-1 altimetric
measurements of Hs. Unfortunately, the Waverider was
trawled by fishing boats working in the vicinity after two
ERS-1 overpasses, and only data from the SBWR were
subsequently available for comparison with ERS-1
altimetric Hs. However, the Waverider drifted towards
Norway and was eventually recovered by a Norwegian
vessel. Being satellite transmitting, its progress was
followed and data were received during this period, leading
to a further three measurements useful for comparison with
ERS-1 data, obtained when the Waverider drifted onto the
satellite ground track during an ERS-1 overpass. Together
with the nine SBWR I ERS-1 comparison points, this gave
a total of twelve data points for analysis. [In theory there
should have been ten SBWR I ERS-1 comparisons as the
satellite was in a three day repeat and the ship was on
station for just over fifteen days. Being at a cross over
point leads to two comparisons every three days, giving a
total of ten in fifteen days. Unfortunately, on the night of
September 13th ERS-1 was switched off, thus reducing the
number of comparisons by one.]

After an initial study of the surface data, it was found that
the SBWR data were biased about 0.5m high compared to
the Waverider data (based on a comparison of the two types
of measurement when the ship was by the Waverider during
a twenty four hour period, prior to the Waverider being
trawled). Consequently the SBWR data have been adjusted
for this bias (the Waverider being believed to be a more
reliable instrument than the SBWR).

The ERS-1 data used for comparison were FD data obtained

in near real-time from the UK Met. Office via the Mullard
Space Science Laboratory (UK). During the time of the
cruise, on September 17th, ESA changed the Hs FD
algorithm and after the cruise, on November 11th, they
made a further change to the algorithm, these changes have
been allowed for in the calculations presented below.
SBWR andWaverider buoy Hs values are based on half-hour
wave records, while the ERS-1 values are the one second FD
value (7km along-track) co-incident with the SBWR
measurement.
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Figure 2. Scatter plot of shipborne wave recorder/buoy
measurements versus ERS fast delivery significant wave
height. The lines of perfect [II (dashed), least squares fit
(solid), and the product specification limits (dotted) are
indicated.

This gave the results shown in Figure 2, showing a good
agreement between the satellite and ground truth data. Least
squares fits of straight lines (with non-zero and zero
intercepts) to the data give equations 1-4:

H5(SBWR) = 0.862Hs(ERS-1) + 0.191
(0.070) (0.256)

(1)

Hs(SBWR) = 0.912Hs(ERS-1)
(0.023)

Hs(ERS-1) = 1.088Hs(SBWR)+ 0.006
(0.088) (0.296)

Hs(ERS-1) = 1.090Hs(SBWR)
(0.027)

(2)

(3)

(4)

the figures in brackets giving the standard error of the
estimate of the coefficients above them. These results show
that statistically, based on this rather limited dataset, there
is no evidence for any difference between the in situ (SBWR
and Waverider) measurements of Hs and those made by the
ERS-1 altimeter (FD data), if an intercept is included in the
fit (at the 95% significance level). However, with zero
intercept, the difference in the slope of the line from unity
is significant (at the 95% level), so the question of
agreement between in situ and ERS-1 Hs is problematical.
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Alternatively these results can be expressed as a mean
difference (H5(ERS-l) - H5(SBWR)) = 0.28 ± 0.33,
showing a positive bias in favour of ERS-1. and a standard
deviation (0.33) which which compares favourably with the
ESA accuracy specification of 0.5m or 10%. A word of
caution is required though. it has been necessary to adjust
the ERS-1 H5 values to take account of the FD algorithm
chances made by ESA, but until re-processed FD data are
available from ESA for comparison with the in situ
measurements it would be unwise to make definitive
statements about the accuracy of the ERS-1 Hs values.

2. ALTIMETRICWINDSPEED

Similarly to the Hs comparisons, it was hoped to make use
of an experimental sonic anemometer buoy, moored at the
ERS-1 cross over point, to obtain data co-incident with the
ERS-1 altimeter values of U10 (wind speed at lOm height
above the sea surface). Unfortunately, problems with the
buoy precluded this and data were obtained from the
propeller-vane anemometers on the main and foremasts of
the ship (a total of nine comparisons). In addition, three
further comparisons were obtained from the anemometers
on a toroid buoy moored at the north west comer of cruise
survey area. As the different in situ measurements were made
at different heights above the sea surface, they were adjusted
to lOm values under the assumption of the existence of a
neutral stability logarithmic boundary layer. Thus the wind
speed at a height z above the sea surface is given by
equation 5:

U(z)= (u*/K)In ( z I zo) (5)

where u* is the wind friction velocity, K is von Karrnan's
constant and zo is the roughness length. Thus

U(lO)= U(z) In ( 10 I zo) I In ( z I zo) (6)

with z and zo in metres (here zo was taken to be 0.00lm).
Equation 6 was then used with the appropriate value of z for
each anemometer.

Again, as with the Hs comparisons, near real-time ERS-1
FD values of altimetric U10 were used, for which ESA made
algorithm changes on September 17th and November 24th.
Account has been made for these algorithm changes in the
data comparisons presented here. Half-hour averages of
ship wind speed and one second ERS-1 FD U10 values are
used in the analysis (one hour averages of ship wind speed
were also used, and the corresponding results were little
different from those based on half-hour averages). Figure 3
shows a scatter plot of the resulting data set. Fitting
straight lines to the data (with non-zero and zero intercepts)
gives equations 7-10:

U10(Ship/Buoy) = l.032U10(ERS-l) - 0.482
(0.115) (1352)

U1o(Ship/Buoy) = 0.992U1o(ERS-l)
(0.030)

U10(ERS-I) = 0.861Uto(Ship/Buoy) + 1.670
(0.096) {1.125)

(9)

U 10\ERS-I) = 0.99lJ1o(Ship/Buoy)
(!).()30)

(10)
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Figure 3. Scauer plot of ship/buoy wind speed (corrected to
UJO) versus ERS fast delivery wind speed. The lines of
perfect [II (dashed), least squares fit (solid), and the product
specificaiion limits (dotted) are indicated.

These results show that statistically, based on this rather
limited dataset, there is no evidence for any difference
between the in situ (ship and toroid) measurements of U1o
and those made by the ERS-1 altimeter (FD data). As before,
these results can be expressed as a mean difference
(Uto(ERS-1) - U10(Ship/Buoy) ) = 0.12 ± 1.20, again
showing a slight positive bias in favour of ERS-1, and a
standard deviation (1.20) which compares favourably with
the ESA accuracy specification of 2 ms! or 10%.The same
proviso as for the Hs results must apply to these
conclusions.

4. SEASURFACETOPOGRAPHY

4.1 Hydrography
For comparison with the altimetric sea surface topography
from ERS-1, two hydrographic surveys, comprising CTD,
XBT and ADCP measurements, were conducted around the
triangle described in figure l. On the first survey CTD
stations were approximately 40 kilometres apart, with XBT
drops every 10 kilometres (three between each CTD station
and two along the top of the triangle). The spatial sampling
is close to the 7 kilometres (one second) along track
sampling of the altimeter. The second survey had similar
CTD sampling, but the number of XBT drops reduced to one
between CTD stations.The CTD measurements were made to
the full depth of the ocean and the XBT drops only sampled
the top 700 to 1300 metres of the water column (depending
on the type of XBT used).

(7) The CTD and XBT data from the two surveys have been
combined to show the density structure of the sections of
the survey. The density structure of a section is used to
calculate the dynamic height of the sea surface, which can
be compared with the altimetric sea surface topography.
Figure 4 shows the density section for the western side of
the triangle from the first survey. An upturning of the
isopycnals, indicating the Iceland-Faroes front, can be seen
at about 63.2"N and also at about 64"N. If the feature
moves, the resulting change in surface height (the sea
surface anomaly) should be visible in the altimeter data.

(8)
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From the two surveys, the expected height change of the
feature is on the order of 20 cm over a distance of 10
kilometres.
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Figure 4. Results of the first hydrographic survey of the
western side of the survey triangle (figure 1), from
combined CTD and XBT data. Contours of constant density
(as sigmaO)are plotted against depth and latitude.

4.2 ERS-1 sea surface topography
The ERS-1 FD altimetric height data for the period of the
RRS Charles Darwin cruise in September 1991 has been
used for the analysis described below. There are five repeat
passes over the western side of the survey triangle and six
repeat passes over the eastern side (one less on the western
side due to ERS-1 being switched off on the night of
September 13th). The FD height data contains no orbit
information and no corrections (tides, tropospheric,
ionospheric, inverse barometer, and so on).
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Figure 5. Height residuals from 5 ERS-1 overpasses on the
western leg of the cruise triangle (figure 1). The dates of the
passes are, from top to bottom, the 28th, 25th, 22nd, 19th
and 16th of September (1991) respectively. The tracks are
offset for readiblity.

A preliminary assessment of the data consisted of
correcting the altimeter height data as follows. An orbit
from Delft University (Wakker, pers. comm.) and tidal
signal (Cartwright-Ray model, based on Geosat data) were
removed from the altimeter height values. No other
corrections were applied to the height data. The standard
colinear repeat track method was then applied to remove the
mean geoid and sea surface signal. A tilt plus bias orbit
correction was used to remove the final orbit error from the
height data. The height residuals, from the western track,

are plotted in Figure 5. The height residuals for each pass
are offset for clarity. The standard deviation of the residual
height signal for both sets of passes was calculated giving a
value of 35 centimeters for the western track, and 43
centimetres for the eastern track.

6.4

The western track (Figure 5) shows signals that might be
the signatures of frontal features at 63.5"N and at 64.6'N,
on the order of 10-20 centimetres, consistent with the
height anomaly deduced from the hydrographic data above.

4.3 Geosat data
Given the limitations of the ERS-1 height data available for
analysis, particularly the lack of corrections, it seemed
appropriate to look at Geosat altimeter data in the same area
to try to improve our understanding and interpretation of
the ERS-1 data. By using Geosat data, it is possible to test
the effect on the height residuals of only using a small
number of repeat passes to calculate the mean topography.
It should be borne in mind that ERS-1 was in a 3 day repeat
orbit, while Geosat was in a 17 day repeat orbit. This
difference on its own may affect the detectability of a
"frontal" signal in the height residuals due to the time
scales on which the oceanographic features change
(essentially the height residuals give information on
changes in the sea surface topography, which may not be
large in any 3 day period, but might be significant over 17
days). The two Geosat passes (one ascending, one
descending) used in the analysis had a crossover point
somewhat to the north of the ERS-1 crossover point (due to
the different orbit patterns of the two satellites the ground
tracks differ).

The same colinear repeat track analysis was applied to the
Geosat data as was applied to the ERS-1 data. The orbit for
Geosat is the GEM-TI model and the tidal correction was the
Cartwright-Ray model. The solid earth tide and dry
tropospheric corrections were from the Geosat GDR. No
other corrections were made. The repeat tracks for the
August to November period in the first year of Geosat data
were analysed. The mean sea surface was computed only
from these repeat passes. Examination of the resulting
residuals showed results similar to those for the two ERS-1
tracks. One set of repeat passes showed some indication of
a "frontal" signal, the other did not. The standard
deviations of the height residuals for the two sets of passes
were 28 and 35 centimetres, not too dissimilar to the values
obtained from the ERS-1 data.

To test the effect a better estimate of the mean would have
on the detectability of "frontal" signals in the height
residuals, the analysis was repeated for the track with the
frontal signal, but using the whole of the first year of
Geosat data to compute the mean. In this case, the "frontal"
signals were much stronger (of about 25 centimetres
amplitude) and therefore more easily seen in the residual
data. Clearly, using a short period mean removes some of
the frontal signal. The Oeosat analysis over the August to
November period shows this problem, so it is to be
expected that our analysis of the ERS-1 data (for part of
September) would be severely affected in this way.

5.ATSRSEASURFACETEMPERATURES

Sea surface temperature data were obtained from a
thermosalinograph (TSO) and a trailed thermistor. Problems
were encountered with the latter leading to large drifts with
time. Therefore, for this paper, only the TSO data have been
considered. The TSO consists of a conductivity cell and
temperature sensor measuring water taken from the non­
toxic ship supply with an intake at 5m below the water line.
These temperatures were compared with those obtained from
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the tops of CTD casts every few tens of kilometres and were
found to agree to a few hundredths of a degree Kelvin,
encouraging confidence in the TSG values. The temperatures
were sampled every 30s (equivalent to - 150m spatial
resolution). Bucket SSTs were obtained every 3 hr as a
further check on the data. The ATSR data used are the 0.5°
product provided by the Rutherford Appleton Laboratory.

Ideally, for validation, a number of spot comparisons at the
time of satellite overpass would have been obtained
between the TSG value and the ATSR data for the pixel
containing the ship. However, conditions were generally
too cloudy to enable SST retrievals from an Infra-Red (IR)
spacebome sensor and only one or two points would have
resulted. Instead, the following approach was adopted.
Occasions on which a relatively cloud-free ATSR image was
obtained were identified and one of these (1145 GMT on 22
September), when the ship was part-way through
conducting a CTD triangle survey, was selected for further
analysis. From the 0.5° x 0.5° ATSR product SSTs were
extracted for boxes intersected by the ship's track. The TSG
data were then averaged over 50 km segments of ship track
and compared with the ATSR data in the relevant 0.5° box.
On some occasions the ship went through the same box on
successive occasions giving more than one 50 km average;
when this occurred a simple mean was taken. When the
location of the TSG mean was close to the boundary of two
0.5° boxes a mean of the ATSR values was used. As a result
of this process 10 comparisons were obtained over the
period 19-23 September.
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Figure 6. Ship I ATSR sea surface temperature comparison,
the solid lines mark a perfect fit and the ESA product
specifications.

Figure 6 is a scatter plot comparing the two temperatures
over the range 8 - 10.5 °C; this range occurred as a result of
the CTD triangle being located in a portion of the Iceland­
Faeroes Front. A tendency for the ATSR to underestimate
compared with the TSG is seen with a mean difference
(ATSR - TSG) of -0.20±0.23 °K. The bias is explainable in
terms of the surface skin effect whereby the temperature of
the top micron or so, which is what is measured by an IR
radiometer, is lower than the bulk temperature measured by
all in-water instruments. The effect is produced by a
combination of evaporative and radiative cooling and can
be as large as 0.6 °K under certain circumstances. It is also
possible for surface temperatures to be higher than those at
4 or Sm depth. In sunny, calm conditions absorption of
solar radiation can produce a diurnal wanning of the surface

layer of 2 °K or so. Such an effect is not observed on this
occasion, consistent with the wind being strong throughout
the period (up to 18 m/s) and extensive cloud being present.
The size of the standard deviation, 0.23 K, is also very
encouraging when compared with the accuracy specification
of 0.5 K for 0.5° squares and a scientific goal of 0.3 K.

6. FURTHERWORK

Given the uncertainty associated with applying corrections
to the altimeter wind speed and wave height FD data to take
into account ESA's FD algorithm changes, final
comparisons and conclusions will only become possible
once ESA makes available the re-processed FD data (based
on their "final" algorithms). Furthermore, similar
comparisons need to be carried out with the Hs and U10 data
that will appear in the off-line altimeter product from the
French PAF (when available), in order to test the quality of
the off-line estimates of significant wave height and wind
speed.

Similarly, any final comparison of topography data must
await the delivery of the ERS-1 altimeter off-line product for
the whole of the commissioning period (August to
December 1991). This will provide both the corrections
necessary to improve the quality of the height data and
sufficient repeat passes to make an improved estimate of the
mean. Once available, a full comparison will be possible,
giving a better indication of the utility of the ERS-1 height
data for ocean circulation studies.

Future work with the ATSR data will focus on comparisons
with 1 km resolution data and identifying other ATSR
passes which can be used. Other cruises have since carried
an IR radiometer and comparisons based on in situ skin
temperatures will be conducted.

Similar sets of measurements to those described in this
paper have been made in the Tyrrhenian sea (October­
November 1991) as part of the TEMPO (Tyrrhenian Eddy
Multi Platform Observations) programme, and analysis of
these data will provide further data for validation purposes.
The TEMPO campaign includes plans for further cruises in
1992.

1 1

A number of Southern ocean cruises are planned for the
Austral summer of 1992-93. The planning of these cruises
includes provision for the acquisition of ground truth data to
enable further altimeter, scatterometer, and SST validations
during expected high sea states.

7. CONCLUSIONS

The results of the initial and limited comparison of
altimeter wave height and wind speed data with ground truth
measurements suggest that the ERS-1 FD Hs and U10 values
agree with the in situ observations (at least statistically no
significant difference is discernible). The FD algorithm
changes implemented by ESA during September and
November 1991 led to improvements in the agreement,
which is reassuring.

From the topographical analysis we can conclude that the in
situ data suggest the existence of frontal structures which
should be visible in the residual height data from the ERS-1
altimeter. There is some indication that such frontal features
in the Iceland-Faeroes region can be seen in the ERS-1 data.
We have also seen that, despite severe limitations on the
ERS-1 sea surface topography data used in the analysis (in
particular, the lack of corrections), the standard deviations
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of the height residuals for the two ERS-1 tracks compare
favourably with the Geosat values. There is, however, some
indication (visually) that the ERS-1 data from September are
"noisier" than the Geosat data, which may reflect the lack of
adequate corrections to the data.

The results of the preliminary SST comparison, using a
single ATSR pass, has shown that the ATSR meets its
accuracy specifications even when compared with bulk
temperatures rather than a radiometric skin temperature. It is
surprising that such good results should have been obtained
when in situ data obtained over a 4-day time window have
been compared with data from one satellite overpass. This
indicates that SSTs varied little with time, at least when
averaged over the SO km scale. The results also suggest that
the atmospheric correction scheme for the ATSR was

working well.
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Abstract

The third generationWAM wavemodel in connectionwith a
wave data usimilation system was used to study the radar
altimeter during the calibration/validatlonphase of ERS-1.
The data quality control system in particular wu applied to
check the waveandwindmeasurementsandprovide technical
support to ESA in real time. Extensivecomparisomof model
computationswith ground truth and satellitowere done.

1. INTRODUCTION

A special project was carried out at ECMWF in cooperation
with 8 othC2'European institutes to implement the third
generation WAM wave model into the operational
environmentand to prepare the systemfor the use of satellite
data. The overall objective of this project wu to act up a
system which can be opcntionally used for global wave
analysis and forecasts.

This includesan on-linemonitoringof themodelperformance
by comparisonwithbuoymeasurementsand satellitedata and
a wave data assimilation system in combination with an
extensive data quality control package.

The necessary calibration/validation of a satellite sensor
requires large amounts of ground truth data which should
cover the full range of possibleevents. Especiallythe number
of reliable wavemeasurementsis very limited and because of
financialrestrictions,the set-upof specialexperimentsis only
possible at a few sites. In contrast to that model data are
cheap and provide globaldata sets for comparison. Therefore
the combination of both seems to be an optimal cal/val data
set.

Before model data can be used for this purpose, the
performanceof the model has to be proved. Therefore

chapter 2 presents the verificationof theWAM-Modelforced
by analyzed winds of the ECMWF atmosphericmodel with
buoy measurements. Chapter 3 describes the altimeter
processing, particularly the internal quality control method.
Altimeter wave height and wind speeds arc compared with
WAM-model and ECMWF T213 results, respectively, in
chapter 4.

2. THE WAMWAVEMODEL

The wavemodel used in this study is the cycle 4 of the third
generation wave model WAM-Modcl. (WAMDI 1989,
Gllnthu et al., 1991). The model will be operationally
applied at ECMWF 1 July 1992. Since 1987 the WAM­
Model runs daily for 24 h with analyzed ECMWF surface
winds and for 24 h with forecastedsurfacewinds. 'Thewave
model workson a regular 3• GaussianGridcoveringthe globe
from 60-S to 69°N. Figure 1 showsa typicalwaveheight and
directionmap. The model has been verified in the last years
against buoy and GEOSATmeasurements('Zambresky, 1989;
Romeiser, 1982). Since September1992the comparisonwith
buoy data is routinely carried out using wave data available
in quasi real time via the global telecommunicationnetwork
(GTS).

Figure 2 shows wave height comparisons at three different
sites in December 1991. The sites are representativefor the
Gulf of Alaska (2a) with mainly wind waves, the swell
dominated area around Hawaii (2b), and the US East coast
(2c) where both sea and swell are present The excellent
agreement between model and measurements is also
demonstrated in Table 1 which shows the comparison
statistics for the period September to December 1991. The
negative bias of about 10 cm indicates a very small
underestimationof themodel. Scatterindicesaround20% are
regarded as very goodmodel performanceas well. The 31%
at the US East coast results from buoys very close to the
coast line which is poorly resolved in a 3° model.

GLOBAL WAM WAVE HEIGHTS AND1..-( '"" 1....: ,.... .••. •••.•.

Fig. 1 Map of significantwave height and mean wave direction (1 December 1991)
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Fig. 2 Timeseriesof measured (circla) md computed (squares) significentwave heights in December 1991
(a) Buoy 46001 (56.3 N, 148.3W) (Gulf of Alaska)
(b) Buoy 51003 (19.3 N, 160.8W) (Hawaii)
(c) Buoy 44008 (40.SN, 69.4W) (US But Coast)
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Alaska Hawali US But
c

Nwnber 1932 1478 31SO
Mean
Buoy (m) 3,34 2,39 1,64
Bias (m) -0.13 -0.05 -0.08
STD (m) 0.71 0.41 0.51
Scatter
(%) 21 17 31

Table 1: Comparison statistic with buoy wave height
measurementsfrom September to December '91.
Bias is model - buoy.

3. ALTIMBTBRDATA

The ERS-1 fast deliveryproducts URAhave been received at
ECMWFvia lhe ars network since August 1991. The data
coded in FM94-BUFR fonnat arc passed on by the
operationaldata acquisitionsystem to the uahnnerion system
of the WAM-Model The wave meuurementl have been
processed by the quality control (QC) part of the systembut
have not influenced the model enalysis.

The purposeof the QC is to check the con.sistmcyof the data
and to identify wireliable observations. The wind speed
measurements of the radar altimeter are not checked and
passed the QC whenever the wave height has been accepted.
The QC, similar to the one used in B<JIU!I' el al., 1992 for
SEASATproviding a QC-flag for each observation,works in
four steps:

1) identify all observationswhich:
are not related to a sea point of the wave model
are below 0.4 m mgnific:antwave height (Hs)
are above 20.1 m Ha (saturationlevel)

2) identify spikes within a sequence of continuous
observations. A sequence is defined by 20-30
consecutive observations where the time difference
between each observationhas to be less than 3 seconds.
Observations are classifiedu spiky if:

IH.r, - H.rl 2 2 • STD and IH.r,- H.rl > 1.

&1 is alsoclassifieda spikyif 18.ri - H.r1I > 2 ardH.r11
is classifiedu spiky if H.r11_1 - H.r,.I> 2

3) identifyshort sequences. A short sequence is definedas
a sequencewhere thenumberof observationsis less than
20

4) identify sequences where the variance is too large, i.e.
where STD 2 O.h& and STD 2 0.5

Each observationwhichremains unidentifiedby one of these
criteria is regarded u reliable.

In addition the QC irovides a reduced data set for the
comparisonof radar altimeter versus wavemodel Therefore
the mean values for the time, the location, H.r and the wind
speed of each accepted sequence are computed and passed
throughfor comparisonpurposes. The QC statistics as shown
in Table 2 have been forwardedto ESAeachweek during the
cal/val phase. Every 6 hoUISabout 14 400 observations are
receivedof which 53%were related to sea points of the wave

Day Time Total Land' Sea Range2 Spikes' Short' Variance' Sea data accepted %

1 ()() 13552 4245 9307 650 456 310 60 7821 84.0
1 06 8343 3758 4585 230 205 118 30 4002 873
1 12 18865 7288 11577 858 555 433 0 9731 84.1
1 18 18357 8439 9918 330 474 413 30 8671 87.4
2 ()() 20049 7697 12352 847 612 309 30 10554 85.4

30 ()() 13398 5082 8316 334 428 230 30 7294 87.7
30 06 12983 6420 6563 332 302 181 30 5718 87.1
30 12 21406 9797 116()C) 691 535 341 90 9952 85.7
70 18 21833 11147 10686 316 489 360 60 9461 885

Mean 14410 6753 7658 435 316 237 24 6586 86

Observationsnot related to a model sea point
Observationsrelated to a sea point but rejected by (1)
Observationsrelated to a sea point but rejected by (2)
Observations in sequenceswith less than 20 observations
Observationsrejected by (4)

Table 2: QC statistics for November 1991. RA measurements are grouped in 6 hour periods.
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model From this data 86% passed the QC, 6% were already
rejected in step 1 of the QC, 5% were identified uspikes, 3%
were observationsin shortsequencesand less thanO.S% were
rejected by step 4 of the QC.

As mentioned before most of the rejected data could be
identified as measurementsover ice or land. But a very few
data are rejected by the variance test (4), because of strong
wave height gradientsalongthe sub satellite 1rack. A further
tuning of these variance criteria may be necessary, but will
not affect the already excellentdata rate. As the criterion to
identify spikes is based on the technicalcharacteristicsof the
radar altimeter this has to be tuned as well to have a criterion
based on natural variability.

4. VALIDATION

Whereas theQConly checksthe internaldata consistency, the
altimeterperformanceismonitoredby comparisonwith global
wave model fields. The mean JU and wind speed values as
computed by the QC are collocatedwith, in space (3") and
time (6 h), interpolatedWAM-Modelwave heights and with
analyzed 1'213 surface wind speeds, which have forced the
wave model The collocation files are analyzed in two
different ways. First six homly colour plots are visually
inspected and secondweeklystatistics are computed.

During the cal/val the results of these comparisons were
weekly reported to ESA and have been very effective in
identifyingerrors and problemsin the altimeter software and
model function.

In August 1991 the globalmean altimeter wave height was
about 1 m higher than computed by the model and the
standarddeviationwas about0.5 m. The investigationof the
detected bias led to the discoveryof a programming error in
the altimeterprocessingsoftwareat the groundstations. After
correction the statistics changed to a reduced bias (about
0.25 m) but a very large standarddeviation (> 1.0 m) in late
September. The reason was the use of different software
versions at different ground stations. In October and
November 1991 the waveheightbias changed to about 0.3 m
and the standard deviation returned to 0.5 m. A detailed
analysis showed that the altimeterwave heights were nearly
20% lower than the model independenton the wave height
bands. This 20% coincideswith the correction which was
applied to the theoreticalaltimetermodel functionbecause of
results from prelaunchcalil:rations.

Since December 1991 the final calibrated and validated
altimeter measurements have been received. The global
comparisonwith theWAM-Modelwave heights is shown in
Figure 3 together with the corresponding statistics. The
global bias -0.05 m with a standard deviation of 0.48 m is
very small. The slope of the symmelric regression line
indicates that high sea states are underestimatedby the radar
altimeter. The same behaviour as already observed in the
GEOSAT altimeter data (Guillaume and Mognard, 1992) is
confirmed by two facts. First the WAM-Model buoy
comparison always showsan under estimation by the model,
whereas the altimeterheightsare alwayslower than themodel
values. Second the biggest differences are in the Northern
Hemisphere (north of 2Z' N), where most of the high sea
states occur (cf Table 3). In the tropics, where most of the
wave heights are between 2 and 3 rn, differences are small.
In the Southern Hemisphere(south of 22° S) the model is

probably too low because of the artificialmodel boundary at
60" S and because of a too low model wind (cf Table 4),
which does not allow the full waveheight to be developed in
the main storm area of this region.

WAM-Model - ERS-1 - CotnpoMon
Rodot - Mimeter - ~ls

periodfrom 11/30/1H1 21:0e·4r to 12/28/tllt 00:0r2r
GU>BAL

-2.lll2.,,
-o.os
0.411
0.19
0.118
094

.
WAN WAYCHCIGKT$ (M) cW-. •A_,_•- •....,•••1a1••1• -.&.•.C.

Fig. 3 Global comparisonof altimeter and WAM-Model
wave height in December1991.

North H Tropics South H

Nwnber 5613 7812 11264
Mean
WAM
(m) 3.45 2.12 25
Bias (m) -0.28 -0.05 0.07
STD (m) 0.63 033 0.44
Scatter
(%) 18 16 18

Table 3 Regional comparison statistic .of altimeter and
WAM-Modelwaveheights in December '91. Bias
is altimeter - model.

The comparisonof the model and altimeterwind speeds was
carried out in parallel to the wave height validations.
Figure 4 and Table 4 present the final global and regional
statistics for December 1991. The global agreement is
surprisinglyquitewell. But the regional trend in the bias may
indicate that the model winds are too low in the Southern
Hemisphere,where only a fewdata exist for the atmospheric
analysis.
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Fig. 4 Global comparison of altimeter and 1'213 wind
speeds which drove theWAM-Modelin December
1991.

North H Tropics South H

Number 5613 7812 11264
Mean
1'213 m/s 8.82 5.66 6.84
Bias
(m/s) -0.11 -0.1 0.17
STD
(m/s) 2.33 1.92 2.28
Scatter
(%) 26 34 33

Table 4 Regional comparison statistic of altimeter and
ECMWF-T213 model wind speeds in December
1991. Bias is altimeter - model.

Figures 5 and 6 summarize the development of the
performance of the radar altimeter wind and wave
measurementsbetween the beginningin August 1991 and the
end of the cal/val phase in December1991. The dependency
of the bias of the wave heightmeasurementson the sea state
has been clearly visible since November where the wave
height calibrationwas already finished. FromNovember the
mean wave height as computed by the WAM-Model in the
Northern Hemisphere was much higher compared to the
global mean. Since the same time the altimeter is biased
much lower for the Northern Hemisphere than for the full
globe.

The replacementof the 3-branchBrownwindmodel with the
Witter and Chalton wind model in early September did not
affect the overall statistics. But at the end of NovemberESA
carried out tuningoperationsusing the ECMWFsurfacewind
fields. These are clearly visible and the good agreement of
the satellitemeasurementswith the ECMWFwinds at the end
of the cal/val phase is a result of these tuning operations.
Detailedinformationabout the calibrationprocess of the wind
and wave measurementis given in Francis, 1992.
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Fig. 5 Development of RA wave heightmeasurements in
the cal/val phase of ERS-1. Global and regional
validation against the WAM-Model. Bias is RA -
model.
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Abstract
The ERS-1 radar altimeter data are processed in near
real time in the dedicated European Space Agency ac­
quisition stations to generate wave height and wind
speed Fast Delivery Products. Validation of these prod­
ucts was achieved in two different manners. The first
one consisted of comparisons with wave and wind mea­
surement from the buoy network deployed in the Nor­
wegian Sea during the dedicated validation experiment,
RENE-91. The second test was performed using the
french wave and weather numerical models output over
one month. After the last major modification of the
real time processing (november l l tb: ), the altimeter and
buoy significant wave height measurements are found
to be strongly correlated (mean difference of 0.42 m
with a 0.46 m standard deviation), however some un­
derestimation of altimeter is still observed. Altimeter
and model data are also in good agreement. For wind
speed, good agreement is found with the model (mean
difference of 0.16 ms-1 and 2.9 ms-1 std) but results
are not so good when comparing to the near real time
buoy data. In a last section some examples are given
to illustrate quality and usefulness of altimeter wind
and wave for models.

Keywords : wind, wave, ERS-1, altimeter, valida-
t.ion

INTRODUCTION

The ERS-1 radar altimeter data are processed in
near real time in the dedicated European Space Agency
acquisition stations to generate wave height and wind
speed Fast Delivery Products (fdp) [I], These products
arc obtained using simplified algorithms and have to be
validated. This was one of the goals of the ERS-1 cal­
ibration and validation dedicated experiment, RENE-
91. During this experiment, a network of ten wind and
wave mcasur ing buoys was deployed by the OCEAN OR
comp.uiy i11the Norwegian Sea, from septcmher 1511',

1991, to the end of february 1992. IFREMER was in
charge of the evaluation of the wind and wave buoy
data and with the validation of altimeter and scat­
terometer fast delivery products. A first evaluation of
in-situ measurements was achieved, using the ARGOS
transmitted buoy data [2) and showed that the signif­
icant wave height (swh) measurements were of good
quality and that, though the wind data were found ho­
mogeneous over the buoy network, their absolute ac­
curacy was still questionnable for high wind and sea
state conditions. Nevertheless, both wave and wind
buoy data were used to validate the altimeter fdp, but
to improve the confidence in the results, particularly
for the wind product, the altimeter fdp were also com­
pared to wave and wind outputs of VAGATLA and
EMERAUDE models ofMETEO-FRANCE. Results of
these validation studies are presented hereunder.

ALTIMETER WAVE HEIGHT VALIDATION

north latitude
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Figure 1: ERS-1 altimeter tracks for the valida­
tion (left) and ice (right) orbit cycles over the
RENE-91 buoy network.

Duoy and altimeter colocated data. The wave
buoy network was operated from mid-september 1991
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to the end of february 1992. During this time period
ERS-1 experienced two different 3-day orbit repeat cy­
cles: the so-called validation orbit, from launch till de­
cember 101h, and the ice orbit, after december 25th,
change from one orbit to the other one corresponding
only to a phase shift, as shown on Figure 1.

For altimeter fdp validation, only the buoys located
close to the ground tracks were selected in order to
avoid biases due to the spatial variability of the wave
field. This constraint combined with the wave buoy
data return during the involved time periods [2), re­
sults in selectionning a set of six buoys, shown as full
circles on Figure 1. A colocation procedure was then
applied, collecting the altimeter data within 150 km
of the buoys. The buoy swh, estimated from 34 min
long wave records, is available every 3 h for the AR­
GOS buoy data used in this study and the colocated
buoy data sets were then selected so that the difference
between times of buoy and altimeter measurements be
less than 1 h 30 min. An example of such colocated
data, over about 50 days, is shown on Figure 2. The
buoy (full line) and the fdp altimeter (•) swh are re­
ported on the lower graph. Each individual altimeter
fdp is an average over 1 s and for each data the stan­
dard deviation (std) of swh within the 1s time period is
also computed: this value, shown on the upper graph,
allows to detect passes with high noise level on swh,
if any. In the given example this altimeter 1 s stan­
dard deviation is less than 1 m. For comparison, the

std SWH (m)

1.

I iIiIII iIII
360. 370. 380. 390.

BUOYSWH
400.

• ALTIMETER SWH
stdSWHSWH (m) 0

2.

03~o.
360. 3"Jo. 3~0. 3cJo. 400.

DAY (J-1)
Figure 2: Example of buoy and colocated al­
timeter swh data together with standard devia­
tion of individual altimeter data.

distance was then restricted to 50 km, each side of the
buoy, the fdp altimeter data flagged as non valid were

discarded and each colocated altimeter data set (15 in­
dividual data points) was averaged along the track.

Results.For swh analysis, two time periods were
considered in order to take into account changes that
occured in the fdp processing algorithm implemented
in acquisition stations and particularly the major change,
on november 11th, 1991, consisting in a removal of a
20%swh correction (3). The two time periods analyzed
here are respectively from 1991/09/18 to 1991/10/31
and from 1991/11/27 to 1992/02/23.

Scatterplots comparing buoy and altimeter swh for
these two periods are shown on Figure 3 and statis­
tics are given in Table 1. The first remark is that

ALT. (m) ALT. (m)
6.1 10.

8.
4.-1 /6.
2.1 4.

•••• 2.

O.d. I 4. 6. 0·o. 2. 4. 6. 8. 10.2.
BUOY (m)

Figure 3: Comparison of buoy and altimeter fdp
swh for two time periods : from 1991/09/18
to 1991/10/31 (left) and from 1991/11/27 to
1992/02/23 (right).

time period n mean std
m m

bcor
%

a
m

before nov.
after nov.

0.57 0.54
0.84 0.37

33
13

0.48
0.42

0.39 97.8
0.46 98.3

Table 1: Mean value and std of swh differ­
ences, buoy minus altimeter, for the two time
periods, correlation and regression coefficients
Alt = a * Buoy+ b.

the correlations between buoy and altimeter data are
very high. Then, obviously, for the first period, the al­
timeter swh was strongly underestimated for high sea
state, the slope coefficient of the linear regression line
being only 0.57. The major fdp processing modifica­
tion, applied in november, improved considerably the
swh altimeter data, though a slight underestimation
of higher sea states is still observed (slope coefficient
of 0.84). For this data set, the mean value of differ-
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ences between buoy and altimeter swh is 0.42 m with
a standard deviation of 0.46 m.

Wave model comparisons. An independent check
of the altimeter swh measurements was performed us­
ing output data of the METEO-FRANCE numerical
wave model, VAGATLA. Description and validation
of this model can be found in [4]. The data set was
selected during one month (december 1991) over the
North Atlantic Ocean. First the altimeter data were
averaged along ground tracks in boxes of size compa­
rable to the model mesh (about 150 km). Then, the
data were processed in order to control their quality:
bad data as those contamined by land were eliminated.
In this process, the fdp altimeter data flag was not used
because it can lead to occult interesting feature of the
altimeter signal, therefore only the standard deviation
was used as an indicator of the spatial homogeneity of
the measurements. Only altimeter data within a six
hour time window centered at the time of the model
fields (00, 06, 12 and 18 UT) were collected and com­
pared to the corresponding field. About 105 altimeter
data were processed and 27% were rejected because of
the quality control. After averaging, about four thou­
sand values were compared with model data. Result­
ing scatterplot of mean values within each swh class
is shown on Figure 4, together with the standard de­
viations observed on model and altimeter data within
each model swh class, the length of horizontal or ver­
tical segments being proportionnal to twice the std.

ALT. (m)
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8. 0

0

6.-1 o+
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0. 2. 4. 6. 8. 10.

Figure 4: Comparison of VAGATLA model and
altimeter swh ,

The buoy and altimeter comparison dat.a set of the
previous section was also reported, as open circles, on
Figure 4, showing similar results for the two compar­
isons: some underestimation of altimeter swh, for high­
est values. Note also that for highest values the model
swh are less than buoy measurements, this being cer­
tainly due to some space and time smoothing effect
induced by the model. The mean value of differences
between model and altimeter swh is 0.22 m with a stan­
dard deviation of 0.91 m. The mean value and the

standard deviation were found to be strongly depen­
dent on swh, as shown in Table 2. For instance the std
increases from 0.31 m for the lowest swh class (0.5 m
to l.25m) to 1.15 m for the 6 m to 9 m class.

swh
m

n mean std
m m

0.5-1.25 255 -0.61 0,31
1.25-2.5 1581 -0.26 0.44
2.5-4.0 1028 0.38 0.65
4.0-6.0 741 0.80 0.93
6.0-9.0 263 1.66 1.15
9.0-14.0 13 1.52 2.53

Table 2: Statistics on differences, VAGATLA
minus altimeter swh, within each class of model
swh.

ALTIMETER WIND SPEED VALIDATION

Same types of analysis as above were achieved for
validation of the altimeter wind fast delivery product.

Buoy comparison. The wind buoy comparison
data set was limited by internal buoy processing prob­
lems encountered at the beginning of the RENE-91 ex­
periment, the buoy wind data being available only af­
ter the end of november [2]. The in-situ wind speed
data used hereunder is the 10 m neutral wind speed,
as transmitted in near real time by the buoys. As for
wave, altimeter data were selected within 50 km from
the buoys, but the time window was set, in a first ap­
proach, to 20 min, the elementary buoy data being an
average over 20 min. Over the 26 point data set se­
lected in this way, the mean value of differences, buoy
minus altimeter wind speed, was found to be -2.5 ms-1,
with a 2.1 ms-1 standard deviation. The data set,
reported as open circles on Figure 5, shows an over­
estimation of the altimeter wind speed or, inversely,
an underestimation of buoy wind speed measurements.
The relatively large scatter observed among the data is
certainly due to the short time window (20 min) used,
in comparaison with the plus or minus 50 km space
window.

Model comparison. Independently of the above
comparisons, the altimeter wind speed measurements
were tested versus the EMERA UDE numerical weather
model of METEO-FRANCE. Colocation and data pro­
cessing were the same as those used for wave analysis
(see above wave section). Scatterplot of mean values
within wind speed classes is shown on Figure 5, to­
gether with standard deviation of altimeter data (ver­
tical segments) and model data (horizontal segments).
The relation between the two data sets is quasi linear
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for speed higher than 4 ms-1 and the data are closer
to the perfect agreement than the buoy comparison
data. Over the whole data set, the mean value of wind
speed differences (model minus altimeter) is 0.16ms-1,
with a standard deviation of2.9 ms-1• Some statistics,
within the model wind speed classes, are given in Table
3: as for wave comparison, biases and std increase with
the class level, for instance value of std increases from
2.7 ms-1 in the 1.5 ms-1-3.0 ms-1 class to 3.3 ms-1
in the 15 ms-1-20 ms-1 class.

ALT. (m/s)
20.

16.
0 co
0

'
12. ···if
8.~ 0yr
:·1Jt, ,EM~RA~DE, (mis)
·a. 4. s. 12. 16. 20.

Figure 5: Comparison of buoy (open circles) and
EMERAUDE model (+) with altimeter wind
speed fdp.

speed n mean std
ms-1 ms-1 ms-1

0.5-1.5 43 -1.51 2.25
1.5-3.0 253 -0.97 2.70
3-5 584 -0.60 2.71
5-10 1951 0.19 . 2.81
10-15 841 0.61 3.03
15-20 195 1.61 3.27
20-30 16 4.43 2.43

Table 3: Statistics on differences, EMERAUDE
minus altimeter wind speed, within each class of
model wind speed.

EXAMPLES OF WAVE AND WIND
ALTIMETER MEASUREMENTS

In this last section, quality and usefulness of al­
timeter wave and wind fdp are illustrated by two ex­
amples. The first one is relative to a storm induced,
over the Norwegian Sea, by a deep low pressure sys­
tem (960 mb, centered on t.hesouth west of Norway on

october 17th), resulting in a strong northerly airflow.
This storm was a short and intense event since, from
buoy (located 64°N 44°8E) measurements [2], swh is
shown to increase from 4 m, on october 17th at 0500
UT, to a maximum value of 12.7 m, on the 18that 0800
UT, and then to decrease back to 4 m, on the 19th at
2100 UT. An altimeter track was available on 181h at
2040UT, and the along track wavemeasurements were
corrected using coefficients of Table 1. Altimeter wave

Figure 6: Wave (left) and wind (right) data for
the october 18th storm: altimeter track at 2040
UT and isolines fron DNMI model analysis on
19th at 0000 UT.

and wind speed data are reported on maps of Figure 6,
together with isolinesdeduced from the Norwegian Me­
teorological Institute (DNMI) wave and wind models
[5], these model data being available in the RENE-91
data base. Shaded areas perpendicularly to the tracks
are proportionnal to altimeter measurements. Model
contour maps indicate wave and wind maximum values
of about 8 m and 18 ms-1, immediatly west off Nor­
way, and decreasing respectively to 3 m and 2 ms-1
towards north-west.

Plots of Figure 7 compare altimeter measurements
and along track interpolated model data. The noise
levelon altimeter measurements is observed to be low,
with some increase with wind speed or with swh. For
wind speed, over the 2 ms-1 - 18 ms-1 range, the
agreement is very good and even surprising. For swh
the agreement is not as good as for wind, the altimeter
swh being larger than the model one. This might be
due perhaps to some model boundary conditions be­
cause the maximum value of sea state was observed
very close to the coast. An other explanation might
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be that, during this storm, the swh increase was very
steep and too fast to be correctly modelled.
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Figure 7: Altimeter wave and wind data (full
lines) and along track interpolated DNMI model
data(•), as a function of latitude.
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Fi!?:ure 8: Altimeter swh measurements for three
different passes along a track, east of Faroe Is­
lands.

Th« second example illustrates the sheltering effect
t.hat islands can induce 011 sea state. Figure 8 shows
alt.imct.er swh measurements along a ground track, east

of the Faroe Islands, for three passes separated in time
respectively by 12 and 9 days. The sheltering effect of
Faroe Islands corresponds to the swh decrease observed
between latitudes 61°and 62° (The spikes observed on
some of the profiles, just after 62°, as also on Figure
9, result from land contamination). The swh decrease
can be sharp, as observed for the third profile: from 8
m to 3 m over about 70 km distance. Amplitude and
rate of decrease change from one pass to another in a
way depending to the wind direction as illustrated by
Figure 9. The two first swh profiles are plotted together
with the DNMI wind field: the sheltered low sea state
area clearly increases from the left case to the right
case, due to wind direction change from South-West to
West which induces an enlargement of the sheltering
area because of the main north to south shape of the
islands.

350° o· 350·-.- • .---.----.~u65· 355· o:355·

350° 355·
60° r--=. --- .• -rio: 350· 355· o·

Figure 9: Altimeter tracks and swh measure­
ments together with DNMI model wind fields
on 92/01/02 {left) and 92/01/14 (right), corre­
sponding to the two first profiles of Figure 8.

CONCLUSION

ERS-1 altimeter wave and wind speed fast deliv­
ery products were tested using comparisons with the
RENE-91 buoy network and with french wave and weather
numerical models. The altimeter swh are well cor­
related with buoy and model data. Large underesti­
mation of altimeter swh was observed on data before
the major change in fdp processing (november 111h).
The processing modification improved considerably the
data quality, however some underestimation of highest
wave is st.ill observed (about 16%) and a linear correc­
tion is proposed. On average, mean values of differ­
ences were found to be equal to 0.42 m and 0.22 m ,
respectively for comparisons with buoys and model,
with standard deviation of 0.46 m and 0.91 m. For
wind speed, good agreement is found with the model
(mean difference of 0.16 ms-1 and 2.9 ms-1 std) but
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results are not so good when comparing to the near
real time buoy data. Wind speed model comparison
corresponds to smooth data, in time and space, and it
seems suitable to further investigate the instantaneous
altimeter wind data in comparison with the RENE-91
buoy onboard stored data, if available, or with other
buoys.
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ABSTRACT

Synthetic aperture radar (SAR) images of the European
ERS-1 satellite were obtained over the Norwegian Sea
during the ERS··I Haltenbanken CalibrationNalidation
Campaign in November 1991. SAR image spectra
calculated from the full-swath SAR images are
compared to simulated SAR image spectra computed
from ocean wavehcight spectra measured by a
directional wavcrider buoy. The SAR imaging of ocean
waves is described by the velocity bunching model. It
predicts strong nonlinear mapping distortions for wave
components propagating in flight (azimuth) direction.
This is seen in all SAR images analyzed. Even one
example is shown where azimuthally travelling waves
with a mean wavelength of 128 m are completely
smeared out and not imaged at all by ERS-1 SAR. On
the other hand, range travelling waves can be imaged by
ERS-1 SAR down to wavelengths of 59 m as evidenced
by an image obtained over the Mediterranean Sea.

INTRODUCTION

The first European Remote Sensing Satellite (ERS-1)
launched on July 17, 1991, carries a C-band synthetic
aperture radar (SAR) operating at VY-polarization and
at an incidence angle of 23 degrees. Since July 27,
1991, SAR images obtained from this instrument are
routinely acquired. During the Calibration and
Validation Campaign carried out in the Haltenbanken
area of the Norwegian Sea from September 15 to
December 10. 1991, a number of SAR images were
taken over this area. At present. only fast delivery SAR
i111;1gl'S processed at the ground station of the European
Space Agency (ESA> at Kiruna (Sweden) are available

to us. We have analyzed six ERS-1 full-swath SAR
images acquired between Nov. 19 and 28, 1991.
Simultaneously two-dimensional waveheight spectra
were measured by a directional waverider buoy moored
within this area at 64°30.082'N. 7°41.79'E.
Furthermore, we have analyzed one SAR image
acquired over the Mediterranean Sea (Strait of
Bonifacio) which shows range travelling waves with a
mean wavelength of 59 m.

SAR image intensity spectra are calculated from these
images and compared to simulated SAR image intensity
spectra computed from the measured ocean waveheight
spectra. In these calculations the velocity bunching
theory as described in [I 1-151is used.

It is well known that the imaging of ocean surface
waves by space-borne SAR is often nonlinear. Image
distortions are caused by the wave motions. Especially
waves that have a significant component in flight or
azimuth direction are heavily distorted. Often waves are
completely smeared out and become invisible on SAR
images.

Because of this nonlinearity the well-known methods
applicable to linear imaging cannot be applied to the
calculation of SAR image spectra from ocean
waveheight spectra. In general, it is not permissible to
use the linear transfer function concept for relating
ocean waveheight spectra to SAR image spectra.
Methods capable of describing nonlinear imaging are
the Monte-Carlo simulation technique 141.151and the
nonlinear integral transform method 161.171. In this
paper we use the Monte-Carlo simulation technique for
mapping ocean wavehcight spectra into SAR image
spectra. Although this method is more costly in
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computer time, it is more exact than present versions of

the integral transform method since it includes the
azimuthal image smear caused by the orbital
acceleration and the sub-resolution scale orbital velocity

spread.

THE SAR OCEAN WAVE IMAGING
MODEL

According to the generalized velocity bunching model
the relationship between the ensemble averaged SAR
image intensity I~) and a given realization of the ocean
wave field is described by [4],[5]

( 1 )

Here R denotes the target range, V the platform
velocity, cr(~) the normalized radar backscattering
cross section, 'O(y-y0) the impulse response function in
ground range direction and B a normalization factor.
The coordinate system is chosen in such a way that the
x-axis points into the flight (or azimuth) direction. The

term (RN)u,(~) represents the azimuthal image shift of
a scatter element induced by the radial orbital velocity
u, associated with the long ocean waves.The degraded
azimuthal resolution for incoherent N looks PaNis given
by

[

1c2T4 2 1
PaN{X0 )=Np, 1+-- a, {X0 )+-

N2 A,2 N2
0

1

~ ]2
't2
s

(2)

where Pa= A0 R/(2VT) denotes the nominal single-look
azimuthal resolution, A0 the radar wavelength and T the
full-handwidth. single-look SAR integration time. The
second term in the square root expression represents the
degradation in azimuthal resolution due to the large­
scale orbital acceleration a,(~) and the third term the
degradation due to the sub-resolution scale orbital
velocity spread which is parameterized by the scene
coherence time t, [41with t/=0.02 s.

We assume that Bragg scattering theory is applicahle to
describe the radar backscattering at the ocean surface at
the incidence angle of 23 degrees and that the
modulation of the normalized radar cross section
(NRCS) by the long ocean waves is describable by a
linear modulation transfer function (MTF), which is
called here RAR (real aperture radar) MTF, R' . It
consists of two terms, the tilt MTF and the
hydrodynamic MTF:

The tilt MTF results from the tilting of the Bragg waves
by the long waves and can easily be calculated from
Bragg theory in conjunction with the two-scale wave
model 121. The hydrodynamic MTF is less well known.
A theoretical value can be calculated by using weak
hydrodynamic interaction theory [8] which contains the
relaxation rateµ as the only free parameter. However, it
is questionable whether this theoretical MTF is the
optimum MTF to be used in the SAR imaging model.

In this investigation we use the theoretical MTF for
calculating the SAR image spectra from the ocean
waveheight spectra. The simulated SAR spectra shown
in the figures are obtained by using the theoretical RAR
MTF with u e 0.5 s'. This seems to be a realistic value
for the relaxation rate of C-band Bragg waves 191. In
parallel, we also have performed simulations with µ = 0
s' and µ = HXl s I, which are not shown here. The
relaxation rate µ=<>s' gives a hydrodynamic MTF
which has maximum modulus and whose phase is equal
to zero (maximum modulation occurs at the crest of the
waves [8)). The relaxation rate JOO s 1 yields a very
small hydrodynamic MTF such that the total RAR MTF
is practically equal to the tilt MTF.

The range bunching modulation which also enters into
the SAR imaging mechanism [JO] is neglected in the
present analysis.

MONTE- CARLO SIMULA TIO NS

The Monte-Carlo simulation method used here consists
in generating individual realizations of the ocean wave
field from the measured ocean waveheight spectrum as
described in detail in [4]. The complex wave amplitudes
are assumed to be Gaussian distributed variables. A
realization of the wave field consisting of 128 x 128
pixels (with a pixel spacing of 16 m) is imaged by
applying the SAR imaging model given by eq. (I). The
SAR image spectrum is then obtained by averaging the
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----------- - - .
individual SAR image spectra calculated from 50
realizations of the ocean wave field. The final SAR
image spectrum is smoothed by applying a 3 x 3
lriangk filter.

SAR DATA ANALYSIS

lull-swath SAR images of ocean waves (SAR hist
Delivery Products. ERS-1.SAR. UI 16) of six ERS-1
passes acquired on Nov. 19, 20, 22, 23, 25 and 28, 1991,
over the Haltenbankcn area of the Norwegian Sea (sec
Fig, I) have been analyzed. They have a nominal
ground range resolution of 33 m and a nominal
azimuthal resolution of 33 m (3 incoherent looks). The
full-swath ERS-1 SAR image covers an area of
approximately 100 km x IOOkm. SAR image intensity
spectra arc calculated from sub-images of 512 x 512
pixels with a pixel spacing of 16 m. Each sub-image is
subdivided into 9 overlapping scenes of 256 x 256
pixels. The instantaneous SAR image intensity spectrum
is calculated by squaring the Fourier coefficients of the
Fourier transform of individual SAR scenes. Then the
mean SAR image spectrum is calculated by averaging
over 9 instantaneous SAR image spectra. The final SAR
image spectrum is corrected for the ERS-1 SAR
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Arca in the Norwegian Sea (Haltcnbankcn)

where the ERS-1 SAR data analyzed in this
paper were collected during ascending (solid

lines) and descending (dotted lines) passes. TIO
is the location of the buoy.

stationary wavenumber impulse response function. This
is done by fitting one-dimensional fourth order even
polynomials to the spectra in azimuth as well as in
ground range direction at k,=2rt/32 m 1 and
k =2rt/32 rn 1, respectively. These high wavenumber

y

lines were selected because this part of the SAR image
spectrum should contain no wave information. The two
polynomials are evaluated at each gridpoint of the SAR
image spectrum yielding the corretion matrix. This
matrix is normalized and values less then 113 arc sci
equal 1/3 in order to suppress the noise in the high
wavenumber region. Finally, the SAR image spectrum
is divided by this matrix which represents an
approximation of stationary wavenumber impulse
response function in both directions. Fig. 2 shows a cut
through the center of this matrix in azimuth (solid line)
and ground range (dotted line) direction, respectively. It
is evident from Fig. 2 that the azimuthal resolution of
the ERS-1 SAR is better than the ground range
resolution.

0.8

0 6•-

0.4

0.2·-

O.OL--~-----~--~---_L___-~-- --~---·--"-·-·
-0.2 0.0 0.2

k ( 2 p L /m )

Fig. 2: Cut through the center of the spectral impulse

response correction matrix in azimuth (solid
line) and range <dotted line) direction .

The final SAR image spectrum is obtained by
smoothing over 5 x 5 spectral points applying a triangle
tilter and by subtracting the background noise.

This procedure is applied to all analyzed SAR image
spectra except to the spectrum of Nov. 19, where no
noise is subtracted, because it contains no discernible
wave information .

The mean wavelength and mean wave propagation
direction are obtained by calculating the center of
gravity around the spectral peak. In this calculation all
spectral values which are larger than half the value of
spectral peak are taken into account.
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MEASUREMENT OF OCEAN
WAVEHEIGHT SPECTRA

During the ERS-1 overflights considered here two
dimensional ocean wave height spectra were measured
at the position 64°30.082'N, 7°41.79'E by a moored
Datawell directional waverider buoy f 11]. It measures
the orbital motion of the wave field in the wavelength
range between 600 m and 6 m in deep water from which
estimates of ocean waveheight spectra in
frequency/direction space are calculated.

We have transformed the waveheight spectra from
frequency/direction space into wavenumber space by
using the deep water dispersion relation neglecting the
influence of ocean currents.

RESULTS

Figure 3a, 4a and 5a show three examples of ocean
waveheight spectra measured by the directional
waverider buoy on Nov. 25, 20 and 23, 1991,
respectively. The waveheight spectra are calculated
from time series recorded on Nov. 20 and 23 between
10:38 and 11:08 UTC, on Nov. 19 and 25 between
20:38 and 21:08 UTC, and on Nov. 22 and 28 between
20:08 and 20:38 UTC. All spectra shown in the figures
are plotted in a coordinate system where the x-axis
points into the satellite flight direction.

-0.101--+------l------+------+------t--1

~101--+------.Jl------+------+------t--1

-0.10 -e.ee 0.00
u [2 pi /m]

0.08 0.10

Fig. 3a: Ocean waveheight spectrum measured by the

directional waverider buoy on Nov. 25, 1991.

between 20:38 and 21 :08 UTC.

Fig. 3b: ERS-1 SAR image acquired on Nov. 25. l99l,

al 21: 10:13 UTC over the position of the

directional wavcridcr buoy.
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SAR image spectrum calculated from the ERS I

SAR image shown in Fig. 3b.

Fig. 3c:
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Fig. 3d: SAR image spectrum simulated from the ocean

wavcheight spectrum shown in Fig. 3a.
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Another example is depicted in Fig. 4. The SAR image
was acquired on Nov. 20, 1991, at I0:48 UTC over the o.Oll

position of the buoy during a descending ERS-1 pass
(flight direction towards 201°N). The ocean wave field
consisted of a swell travelling at 227 degrees off the
ERS-1 flight direction (i.e., towards 68 degrees N, since
the SAR looks to the right of the flight direction) and a
low energy wind sea travelling at approximately 340
degrees off this direction (see Fig. 4a). The significant
waveheight was 1.70 m. The measured and simulated
SAR image spectra are shown in Fig. 4b and 4c,
respectively. The mean wavelength and mean wave
direction of the swell are well reproduced by the
simulation within the experimental and computational
limits (see Table I).
The wave height spectrum measured on Nov. 23, 1991,
at 11:08 UTC, shown in Fig. Sa, has a mean wavelength
of 171 m and a significant wavcheight of 3.1 m. The
corresponding measured SAR image spectrum obtained
at the position of the buoy is shown in Fig. 5b. The
spectral shape of the measured spectrum is well
reproduced by the simulated one depicted in Fig. 5c.
However, when comparing the mean wavelength
calculated from the ERS-1 SAR data with the one

Fig. 3b shows a sub-image covering an area of
approximately 8.2 km x 8.2 km of the full-swath ERS-1
SAR image acquired on Nov. 25 at 21:10:30 UTC over
the position of the buoy. Wave patterns can clearly be
delineated on this SAR image.

The corresponding SAR image intensity spectrum is
depicted in Fig. 3c. Note the characteristic cigar-like
shape of the SAR spectrum. It is caused by the orbital
motion of the ocean waves which results in an
azimuthal cut-off of the SAR image spectrum. The
measured ocean waveheight spectrum and the simulated
SAR image spectrum are shown in Fig. 3a and 3d,
respectively. The mean ocean wave propagation
direction is 67 degrees off the flight direction, the mean
wavelength 221 m, and the significant waveheight 4.5
rn. Although the form of the ocean waveheight spectra
is strongly distorted by the SAR imaging process 151.
the mean wavelength and direction are not changed
significantly.

By comparing Fig. 3c and Fig. 3d, one notes that the
measured and simulated SAR spectra agree quite well.
The mean wavelengths and directions of the measured
and simulated spectra are 222 m I 66 degrees and 21 I m
I 69 degrees, respectively (see also Table I).

obtained from the simulation, one notes that the
measured one is 192 m while the simulated one is only
159 rn (see Table I). This is a difference of 17%. The
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Fig. 4a: Ocean wavchcight spectrum measured by the

directional waverider buoy on Nov. 20. 1991.
between 10:38 and 11:08 UTC.
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SAR image spectrum calculated from the ERS· I
SAR image acquired on Nov. 20. 1991. at lll:-IK
UTC.

Fig. 4h:
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SAR image spectrum simulated from the ocean
waveheight spectrum shown in Fig. 4a.

Fig. 4c:
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most likely reason for that is that on Nov. 23, the
variability of the SAR mean wavelength of different
scenes is extremely large 0-m=(l83 ± 16) m, with a
minimum and maximum value of 145 m and 230 m,
respectively, see Fig. 5d). The simulated mean
wavelength is well within the 95% confidence limit.
Fig. 5d gives an impression how the mean SAR spectral
parameters vary along a swath on Nov. 23, 199l. The
arrows indicate the mean wavelength and direction
relative to the satellite track at the position on the swath,
while the satellite was flying from the bottom to the top
of the plot. The numbers on the right hand side give the
mean wavelengths in m for the corresponding positions.
The whole scene is 300 km x 100 km, and the satellite
heading is 201 degrees N.
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Fig. Sa· Ocean waveheighl spectrum measured by the
directional waverider buoy on Nov. 23. 1991.

between I0:38 and 11:08UTC.

Table I Mean wavelength. A.m. and mean propagation
direction. c\>m' of the ocean wavchcight spectra
measuredby the directional waverider buoy. of
the measuredERS-1 SAR image spectra and of
the simulatedSAR image spectra al the position
of TIO (Fig. I). which is 64°30.082'N.
7°41.79'E.
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Fig. Sb: SARimage spectrumcalculated from the ERS-1
SAR image acquiredon Nov.23. 1991.al 10:48
UTC.
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SAR image spectrumsimulated from the ocean
waveheightspectrumshown in Fig. Sa.

Fig. Sc:

DATE TIME OF SATELLITE OCEAN WAVE SAR SAR
ERS-1 SAR HEADING SPECTRUM SPECTRUM SPECTRUM
DATA TAKE MEASURED MEASURED SIMULATED

[UTC] [deg.NJ Am ~ Am ~ Am ~
[m] [deg.] [m] [deg.] [m] [deg.]

Nov 19, 1991 21:10:30 339 128 177 -- -- -- --
Nov20, 1991 10:48:02 201 278 227 271 235 268 228
Nov22, 1991 21:10:31 339 193 97 172 83 184 93
Nov23, 1991 10:48:03 201 171 229 192 244 159 254
Nov 25, 1991 21:10:30 339 221 67 222 66 211 69
Nov 28, 1991 21:10:29 339 263 85 256 83 235 85

-- --.--
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A scenario where ocean waves are not imaged at all by
Mean wavelength, \,· and mean propagation ERS-1 SAR was encountered on Nov. 19, 1991, at
direction, Cl>n:' calculated from measured ERS-1 21:10:30 UTC. The ocean wave height spectrum
SAR image spectra obtained on Nov. 23. at measured by the directional waverider buoy at the time
I0:48 (area according to Fig. I, descending of the overflight (ascending pass, flight direction
pass). The arrows indicate the mean wavelength

towards 338°N) shows azimuthally propagating wind
and direction relative to the satellite track al the
positionof the swath. The numbers on the right sea with a mean wavelength of 128 m and a very low

hand side give the mean wavelengths in m for energy swell with a wavelength of approximately 340 m
the correspondingpositions. (Fig. 6a). The significant waveheight was 2.00 m. The

measured ERS-1 SAR image spectrum is shown in Fig.
6b. Neither the measured nor the simulated SAR imase

b

spectra (not shown here) contain any obvious wave
information,
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Fig. 6a: Ocean waveheight spectrum measured by the
directional waverider buoy on Nov. 19, 1991,
between20:38 and21:08UTC.
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Fig. 6b: SARimage spectrumcalculated from the ERS-1
SAR image acquired on Nov. 19, 1991, at
21:10:30 UTC. No waves can be delineated
clearly.

On the other hand, we have found one ERS-1 SAR
image which shows nearly range travelling waves with
mean wavelength of approximately twice the theoretical
ERS-1 SAR ground range resolution of 33 m (in fact the
range resolution is better than 33 m ). The image was
taken on Oct. 31, 1991, at 21:36:55 UTC over the Strait
of Bonifacio in the Mediterranean Sea. We have
calculated a SAR image spectrum from an area of 8.2
km x 8.2 km centered around 41.30°N, 9.30°E which is
north-east of the Strait of Bonifacio in the Tyrrhenian
Sea. This spectrum which is shown in Fig. 7 has a mean
wavelength of 59 m. The wind speed reported by land
stations on the west coast of Corsica and Sardinia was
13-15 mis from N. However, it is well known that the
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Fig.7: SAR image spectrumcalculated from the ERS-1
SAR image acquired on Oct. 31. 1991. al
21:36:55 UTC over the Mediterranean Sea
(41.30°N.9.30°E).

wind field exhibits strong spatial variations in the
vincinity of the Strait of Bonifacio, since the Strait acts
as a funnel to the wind. E.g., the wind speed measured
by the meteorological station at Bonifacio at the
southern tip of Corsica at 21:00 UTC was 8 mis from 40
degrees N.

We have also calculated the SAR image spectrum from
an area 40 km south of the above mentioned area. This
spectrum does not show waves.

The results of the analysis of the remaining two SAR
scenes obtained over the Haltenbanken area on Nov. 22
and 28, 1991, are summarized in Table I with respect to
the mean wavelength, Am, and the mean wave
propagation direction, <l>m· The significant waveheight
on these days was 2.80 m and 5.10 m, respectively.

DISCUSSION

Table I shows that for the data obtained on Nov. 20, 22.
25 and 28, 1991, the mean wavelength and direction of
the measured and simulated SAR image spectra agree
quite well. Also the shape of the spectra is well
reproduced in most cases (see Fig. 3c, 3d; Fig. 4b, 4c
and Fig. 5b, 5c). We have noticed that for waves
travelling near to the range direction the form of the
simulated SAR image spectrum is very sensitive to the
choice of the real aperture radar modulation transfer
function (RAR MTF). In general, simulations carried
out with a hydrodynamic MTF where the relaxation rate
is set equal to 0.5 s 1 fit the measured SAR image
spectra better than the simulations carried out with µ=0
s' and µ=100 s'.
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For the data obtained of Nov. 22, 1991 the agreement
between the spectral shape of the measured and
simulated SAR image spectra is not as good as for the
other days. The measured SAR image spectrum is

unimodal (apart from the 180 degrees ambiguity)
whereas the simulated SAR images spectrum has a
bimodal form. This disagreement is very likely due to

the inadequately measured wave height spectrum that
serves as input for the SAR simulation model. On Nov.
22. 1991, the spectrum measured by the buoy shows a
large directional spread which is an indication for a
second wave system not resolved by the buoy. Indeed,
simultaneous wave measurements carried out by a ship
radar show two wave systems having almost the same
peak wavelength travelling roughly 150 degrees apart
(F. Ziemer, private communication).

CONCLUSION

This first analysis of full-swath ERS-1 SAR images
carried out with Fast Delivery SAR Data collected over
the Haltenbanken area of the Norwegian Sea clearly
shows the ability of the ERS-1 C-Band SAR to image
ocean surface waves. Due to the large RN ratio of the
ERS-1 SAR. which is. like for Seasat, approximately
130 s, the imaging is often non-linear. Short azimuth
travelling waves are smeared out by the nonlinear
velocity bunching process, they are not imaged by ERS-
1 SAR. Range travelling waves, however, are imaged
down to wavelengths of 60 m.

This investigation shows that the Monte-Carlo
simulation technique based on the velocity bunching
model is able to reproduce the measured ERS-1 SAR
image spectra in great detail. This gives additional
confidence in our proposed SAR ocean wave imaging
model.
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Sea Truth and Model Data For Surface Waves Compared With ERS-1-SAR

W. Rosenthal, V. Atanassov, W. Koch, F. Ziemer

GKSS Forschungszentrum Gccslhacht GmbH

K. Richter

Bundcsamt filr Sccschiffahrt und Hydrographic

Abstract
On 28th Nov. 1991 SAR imagery of ERS-1 is available for significant wave height between 5 m and 6 m. The seastate is meas­
ured by directional sensitive wave buoys and navigational radar and modelled by the numerical wave model HYPAS. The two
dimensional SAR image spectra and tentatively obtained wave spectra derived with an empirical transfer function are shown to­
gether with the ground truth.

I. Introduction description of gathering two dimensional wave spectra with a
WMR (Wave Monitoring Nautical Radar) has been described
in another presentation of this seminar [Ziemer et al., 1992] .

In the following we describe the status of our work towards
the three aims:

The partners of the CALN AL-Project 06 : GKSS-Research
Center, Norwegian Meteorological Institute, Bundesamt filr
Seeschiffahrt und Hydrographie, Forschungsanstalt filr Was­
scrschall und Geophysik der Bundcswehr mobilized several
ships, buoys and other sensor platforms to determine the per­
formance of the ERS-1 sensors for measuring ocean waves. A

1. Determine the spatial variability of ocean wave SAR-image
spectra.

30 E R S I

10

20

CAL I VAL

91/l l/2BIB h

G K S 5

10
- 10 a1.

Figure 1: Coarse grid area of the wave model with the wind field on 28 November, 18:00 h UTC
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2. Develop an empirical transfer function from ocean wave
spectra to SAR-image spectra:

(1) l(kx' .ky')=T* E(kx,ky)
T = T(kx •.ky ';kx.ky;o,Il)
I = Image spectrum
E =Wave energy spectrum
o = satellite flight direction
n= other parameters, e.g. windspccdand winddirection

3. Develop inversion techniques to determine T1 or conven­
ient approximations.

To achieve these aimswe shall use the following eight data

sets:

1. Two dimensional image spectra in wave number space
fromneighbouringareaswithin the ERS-1-SARimage.

2. One dimensional spectra in frequency space of energy and
mean direction from a directionalwaveridcr at stationTl 0
of theTobis buoy array (64° 30' N; 7° 42' E).

3. One dimensional spectra of energy and mean direction
from a pitch-roll buoy at station T9 of the Tobis buoy ar­
ray.

ER S 1

CIL I 'IR.

9l/l l/2B 21.15 .1
GK SS

-10w•

Figure2: Fine grid area of the wavemodel witthcwind field
on 28 November,21:15 h UTC.

4. One dimensionalspectra from theTobis buoys.

5. Three dimensionalmarine radar spectra in frequency-wave­
number-space from the research vessels GAUSS and
PLANET.

6. Three dimensionalspectra from a radar mountedon the oil
productionplatformGULLFAKS.

7. Two dimensional wave spectra from the numerical wave
model 3GWAM as it has been run al the ECMWF
(Gunther,Hansen 1992).

8. Two dimensional wave spectra from the numerical wave
model HYPAS as it has been implemented for the Bunde­
samt filr Seeschiffahrt und Hydrographie at the German
weatherservice.

To explain our methods in this status report we selected data
from the 28.Novembcr1991 forwhich SAR imagery is availa­
ble on an occasionwith significantwave heightsbetween5 m
and 6 m and a wind sea dominated spectrumdocumentedby
the data of the wave buoys. For brevity we concentrate on a
descriptionof the data sets 1,2,5,8mentionedabove.

ER S I

CR..!Vfl.

91/11/28 21.15 h

I: I( s s

Figure3: Isolincsof significantwaveheight at 21:15h UTC

2. Modelling wind and waves for the CALN AL period
demonstrated for the event on 28 Nov. 1991(data set 8).

To drive an ocean wave model the history of the surface
wind field has to be known with suflicicnt accuracy.For the
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Figure 5 a - d: The one-dimensional model spectrum at the grid point north ofTlO (a), south of TIO (b), west of TIO (c) and
east of TIO (d).
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CAL/VAL campaign the windfield from the LAM of the Nor­
wegian Meteorological Institute is available at ESRIN. How­
ever a wave model has to be used with a numerical windfield
generated in the same way as it has been done in the validation
phase of the wave model or it has to be recalibrated with the
new source of numerical windfields. We therefore followed
our extensively tested procedure to produce wind fields used
successfully in various wave hindcast projects . The method is
summarized as follows.

a. Digitisation of the isobars from the hand analysed work­
ing charts of the Seewetteramt Hamburg (German
Weather Service), given in 6 hourly intervals.

O.IJI 0.1
KX RAO/M

.12 -0.118.I&

Figure6 a: The two-dimensionalmodel spectrumat the next
grid point north of Tl 0

!.;

. 16 -~-12 -a.OB

Figure6 b: The two-dimensionalmodel spectrumat the next
grid point south of TIO
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Figure 6 c: The two-dimensionalmodel spectrumat the next
grid point west ofTlO

OI

Figure6 d: The two-dimensionalmodel spectrumat the next
grid point east ofTlO

b. Interpolationof the isobars to a computationalgrid of 30
km. Computation of the windfield by a modified Svcr­
drup-Hesselberg-procedure.Interpolationof the windficld
in time tomatch the time steps of the wavemodel.

c. By the numerical wavemodel HYPAS the CALNAL ar­
ea is coveredwith a grid of 30 km resolution.The internal
time step of the model is 15min.Tocatch the influenceof
the complete North Atlantic Ocean a coarse grid model
with a grid size of 150km and a time step of one hour has
been run to provide boundary values at the border of the
fine grid.Thewave height error that can be achievedwith



our model set up is estimated to be 15 % for significant
wave heights above 5 m. It can be shown (GUnther,
Rosenthal 1989) that the error contained in the wind field
(which we estimate to be a standard error of 2 m for the
wind speed) is the limiting factor for the error of the
hindcasted wavefield. An increase in grid resolution
therefore cannot improve the accuracy significantly.

Figure 7: Grid position of the model points for fig. 5 and
fig. 6

The windfield at 18.00 UTC is shown in fig. 1 for the coarse
grid. For the fine grid we interpolated the windficld to the
model time step that is next to the time of the SAR image.The
fine grid wind field is shown in fig.2. The history of the wind
field shows a rather stationary isoline pattern with a slowly de­
creasing wind speed from 12.00 hours until 24.00 hours.The
wind in the CAUV AL area is blowing from SW with a wind­
speed of about 15 m/s and the situation looks homogeneous
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enough that one might expect an ideal wind wave situation
with a typical deep water wind wave spectrum that propagates
approximately parallel to the local wind direction. As it turns
out the situation is more complicated.

Fig. 3 gives the isolines of significant wave height at 21.15
UTC. The arrows indicate the mean wave direction averaged
over all frequencies and directions. For the CAUV AL area we
see waves coming from SW and significant wave height be­
tween 5 m and 6 m. A time series of modelled wave parame­
ters for position TlO is given in fig. 4. This may be compared
with fig. 1of Ziemer ct al..

To give an impression of the variation of the one-dimensional
spectra in space we plotted in figs. 5 a, b, c, d the computed
one-dimensional spectra of four nearest model gridpoints to
the Tobis buoy location TIO. The respective twodimensional
spectra are shown in figs. 6 a, b, c, d. Fig. 7 indicates the posi­
tion of the four grid points.

3. Measuring waves for the CAL/VAL event on 28 Nov.
1991

The System WMR exploits the information from a navigation­
al radar to produce three-dimensional and unambiguous two­
dimensional spectra. The corresponding directional waverider
measurements from the CALN AL period are described in
these proceedings in the presentation of Ziemer et al. In their
fig. 2 the buoy measured one-dimensional spectra are com­
pared with the respective radar data. The comparison between
both data is excellent.

7

6

5

4

3

2

1

1 2 3 4 5
Figure 8: Partition of the most southern SAR image on 28

November, 21:10 h UTC (different scale in
along track and cross track direction)
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Figure 9: Sample (a) and averaged (b) image spectra obtained from the center of subarea (7,3)
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Figure 10: Sample (a) and averaged (b) ocean wave spectra reconstructed from the image spectra of fig. 9

4. Comparing modelled and measured wave data

The measured wave data are subject to the so called statistical
sampling variability. This expresses the fact that there is vari­
ability in the spectral parameters in spite of stationary weather
conditions and stationarity of other possible influences from
outside. To keep the variability small averaging of spectra in
space or time is necessary, assuming respectively homogene­
ity or stationarity of the external conditions. A numerical wave
model docs not have this feature of sampling variability. By
construction it resembles the expectation value for the spec­
trum under the given external conditions. That causes much
less spatial and temporal variance in model hindcasts than in
actual measured data As an example we can imagine ideal or-
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thogonal fetch conditions. In this case two locations with the
same fetch would give identical model results while tow sen­
sors at the same fetch would give different results caused by
the sampling variability.

With these facts in mind from figs. 5 and 6 we must draw the
conclusion that the situation is not ideally homogeneous since
the modelled expectation values of spectra from the comers of
a square with 30 km side length show large variations.

The situation is neither especially stationary. This is shown by
fig. 3 of [Ziemer ct al.]. Also the half-hour averaging in fig.4 f
of the same paper indicates a superposition of waves from dif­
ferent origins.



The different wave trains are nicely hindcasted by the numeri­
cal model which gives the statistical expectation values for the
spectral data. In fig. 6 we can observe the local windsea with a
peak at about 0.12 Hz and a swell from SW with a frequency
near to 0.05 Hz. This low frequency energy is present also in
the buoy data and in the WMR spectra shown in [Ziemer et
al.].

S. The ERS-1 SAR data

For convenience we divided the original high resolution SAR
image (ERS-1 fast delivery product UI-16, 21.10 UTC) into
7x5 subareas named by their row (1-7, bottom first) and
column (1-5, most left first) numbers, as shown in fig. 8. The
three subareas closest to the TlO location, namely those with
row and column number (7,2), (7,3) and (7,4), have been sub­
sequently treated. In the middle of each subarea a square with
side length of 5120 m is divided into 20 rectangular parts of
size 1280x1024 m; the latter are subjected to a 2D Fourier
transform to obtain image sample spectra. An example for
such spectrum, corresponding to the middle of subarea (7,3),
is demonstrated in a north up wavenumber frame in fig. 9 a;
this sample spectrum has only two degrees of freedom for
each grid point in the wavenumber plane and it represents,
therefore, a description of the local image grey level variation
rather than a close estimate of the expectation image spectrum.
The latter, derived by averaging 20 sample spectra, is plotted
on fig. 9 b; it has an estimated relative error of about 0.3
(90% confidence) for each spectral value.

Although the reconstruction of ocean wave spectra from SAR
imagery runs into difficulties of different nature we have
nevertheless applied a procedure described in Lyzenga (1987),
after slight modification and involvement of additional param­
eters. Fig. 10 a,b demonstrates reconstructed ocean wave spec­
tra corresponding to the image spectra of fig. 9 a,b. The recon­
structed wave spectra show the correct orientation with respect
to direction and the two peaks of swell and wind sea detected
by the other instruments and hindcasted by the numerical
model.

6. Summary

The comparison of SAR-image-spectra with sea truth and with
model results of ocean wave spectra gives encouraging results
towards the development of an empirical transfer function to
derive wave spectra from their respective SAR-image spectra
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DIRECTIONAL WAVE SPECTRA BY INVERSION OF
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ABSTRACT

Jn this paper we present analysis of full resolution ERS-
1 SAR wave imagery from the Haltenbanken area
recorded during the calibration-validation phase in
November-December 1991. Enhanced wave spectra are
obtained using first-guess wave spectra either from the
numerical wave model WINCH operated by the
Norwegian Meteorological Institute, or synthesized
from non-directional wave data and meteorological
conditions. The inverted spectra are compared to in situ
directional wave data. It is concluded that the wave
imagery from ERS-1 appears to be of excellent quality,
and as soon as the RAR modulation transfer functions
are properly understood, satellite SAR data will be an
important tool fer enhancing and extending
conventional wave measurements and results from
numerical wave models.

1. INTRODUCTION

The closed form "forward" non-linear ocean-to-SAR
spectral mapping [1) represents a major breakthrough in
our understanding of the SAR imaging process of ocean
waves. A simple derivation of the transform along with
some of its analytic properties are discussed in [2], and
the derivation is extended to include the range bunching
effect in [3). The "many-to-one" property of the forward
transform necessitates an inverse formulation when an
ocean spectrum is to be extracted from a SAR image
spectrum. A functional minimisation procedure utilising
first guess wave spectra was given in [1). A modified
iteration procedure which appears to be more stable has
been derived in [3]and is briefly reviewed below.
F.RS-1 has turned out to provide excellent imagery of
ocean wave fields. Below we report results from six
passes over the llaltenbanken area during
NORCSEX'91 [4), all showing ocean waves. The SAR
spectra from the images have been used as input to the
inversion procedure and compared to directional and
non-directional wave spectra measured by buoys.
We conclude that the inversion algorithm is very
promising although the results demonstrate that the
current models for RAR modulation along the range
direction are inadequate.

2. THE SAR INVERSION PROCEDURE

The ocean-to-SAR spectral transformation is a
sequence of linear and non-linear filters [2]. The SAR
image spectrum, S, is obtained from the ocean
wavenumber spectrum '!'by

S=VoTo'I'
where T is the backscatter "RAR'' modulation and V the
bunching effects due to the surface motion (azimuth)
and elevation (range). Scanning distortion is not
significant for a satellite carried SAR. Apart from a 8-
function contribution at k=O, the SAR spectrum may be
expressed as

S(k)= J.G(x,klt'-'"d'x
with

G( k) - k<(pdd(x)-pdd(O)) k(l .f )x, - e + pll'x +
ik'IP1d<x) - P1d(-x))

+ [ kt(P1d(O) - P1d(x)) )( kt(p,d(O) - P1d(-x)) J l.

Here I (x) denotes the (hypothetical) backscatter image
and d(x) the shift vector. The various correlation
functions p .. (scalar or matrix-valued ) may all be
computed from the ocean wavenumber spectrum and
the accompanying transfer functions [2].
The corresponding quasi-linear form of the transform
11 I is

Sq1(k) = ~ e-k' Pdd(O)k { I iktT d(k) +Tr (k) 12 'l'(k)

+ I ikt-r d(-k) + T1(-k) 12'l'(-k) }.

where Td is the shift and T 1 is the backscatter transfer
function.

The least understood mechanism in the forward
transform appears to be the hydrodynamic modulation.
The modulation seems to depend on the surface wind,
and a wind dependent expression for the hydrodynamic
modulation transfer function was derived in [5]. The
derivation is based on a linear description of the
interaction between short waves, wind and longer
waves using a linear wind model. This transfer function
has been applied in the present case where the input
wind is taken from weather charts and model data.
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The inversion algorithm used below follows with slight
modifications the approach in [1]. The cost-functional is
minimised in an iterative fashion where, on each step of
the iteration, the exact functional derivative of the
quasi-linear transform is used to determine the search
direction. At step n of the iteration, the functional has
the form

1 =L {IM(kJ-S,,(kll2 W5(kl+IA'l'(kl-'1',,(kJI' w.•<k>}i2k + (!!µ J2w,.
where

'¥ = a'I'" + /3'1'"'''"" - 'I'
u a+/3 "'

Sn = S SAR - S 11, S, =Va To 'I',, and µ is the variance of the
shift. The weight functions control the relative
weighting between the three terms in the cost-function.
Here W:(k) = ycxpf-k; I 20'; - k~ I 2C1'~],y=8,<Jx=.4m-1, cry=
.3m-1, w. =I, whereas w.• is a half-plane weighting
defined by the centre of gravity of the a priori wave
spectrum. Furthermore, the parameters a and ~ allow
for a change in the relative weighting between the a
priori spectrum and the latest updated spectrum. Apart
from two examples with a=~=l/2, we have used ce=I
and ~=0, which means that the a priori spectrum is only
used as a first guess and then neglected in subsequent
iterations. This puts minimal constraints on the wave
spectrum and represents the case of closest match
between the SAR spectrum and the result from the non­
linear transform.
The cost-functional is minimized with respect to the
ocean wave spectrum. After each iteration, the
increment ~'I'is calculated from the derivative of the
quasi-linear transform, and then added to the current
iterate followed by a full non-linear transform. The
process is repeated until convergence, i.e. until the
difference in the cost-function between two successive
iterations is less than a certain pre-defined limit. A
detailed derivation of the update equations for ~ '¥ is
given in [3]. The current algorithm has been
implemented on an HP work station using the IDL®
programming language.

3. THE ERS-1 SAR DATA

The ERS-1 SAR data used below have been received and
processed into full-resolution Fast Delivery Image
Format at Trornse Satellite Station. Location,
orientation and time are listed in Table 1 and also
shown in Fig. 1.
From each scene a sub-image covering roughly 20x20
km2 is selected. The sub-image power spectrum of the
relative image modulations, (I-<I>) I<l> , is estimated
using the periodogram method with 50% overlap and
followed by a box-car smoothing. The final spectrum
has an RMS spectral variability of 1%, corresponding to
about 900 degrees of freedom. The spectra are then
corrected for the stationary SAR system response
function using featureless ocean scenes, and finally the
speckle noise level is estimated and removed from the
spectra.

4. OCEANCONDITIONSAND IN SITUWAVEDATA

During the Cal-Val period, wave and wind
observations were taken by an array of wave buoys
located in the Haltenbanken area [6], see Fig. 1.
Significant wave heights (Hs) were about normal for
the time of year averaging about 3.5 m. During

7.0 1.0 8.0 10.0

Fig. 1: Location of SAR images, wave buoys and grid
points for the WINCH model {TS-10: non-directional
"Tobis" buoys. WAVECSAN:heave/pitch/roll buoy).

Table 1: Full resolution ERS-1scenes

Orbit Date and Centre Az
time position ----

~1fil.L~20 Nov. 10.17 65.2N, 7.§.~-- ~
1846 22 Nov. 21.10 64.6N 8.1E 34

1889 25 Nov. 21.10 64.7N 8.0E 34

__1~?5 --~_OJ_QE!LlJJQ_ ___()~,Q~ !Lfil:_ __3~:},_g
2018 04 DE!~21.1Q__ _6_~.0N 7.8E 343 d
2061 07 Dec. 21.10 _ 64.3N, 8.31,::_ _ ]43_d

eo.
3 aeg..__

ss...
eg._
e_g.._
Efil._ i

November, weather was of a westerly type with low
pressure systems moving from the Atlantic into the
Norwegian Sea. The wind and the wind sea were
mostly south to westerly together with ever-present
Atlantic swell. From early December high pressure built
up over the southern Norwegian Sea resulting in
variable wind directions. Fairly strong south westerlies
out in the Atlantic to the south west of Iceland resulted
in continuing background swell.
No wind or directional wave measurements were
available before 23rd November so it is difficult to be
sure of the detailed wave conditions. On the 20th at 21
UTC wave heights were relatively low at about 1.7 m
with probably quite a complicated directional spectrum,
the wave height data from station T9 suggests a 13 sec.
Atlantic swell and a local wind sea (westerly) peaking at
7 - 8 sec.
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Fig. 2: Inversion for image from Orbit 1811 (20Nov91),
a=P=l/2.

On the 22nd at 21 UTC wave height was around 2.5 m
with north westerly swell from a storm which had
moved past the previous day peaking at 9 - 10 secs. and
an increasing local wind sea veering from south east to
south west across a front lying east-west over
Haltenbanken. The local sea probably had not exceeded
6 -7 secs. in wave period at this time due to the short
duration. A secondary Atlantic swell was possibly also
present.
Directional wave measurements are available from the
WAVESCAN buoy from the 25th November event so
that a more accurate ground truth is then available. At
21 UTC on that day waves were predominantly south
westerly with a significant wave height of 3.5 m and
peak period around 12 secs. Wind speed was very low
locally (< 1 m/s), a temporary lull in the otherwise
strong southwesterlies, as a frontal system approached
Haltenbanken. On the 1st December high pressure had
built up, winds were moderate and westerly as were the
waves with 2.7 m significant wave height measured by
WAVESCAN.
By the 4th December the high was located between
Scotland and Iceland and fairly strong northerlies
resulted at Haltenbanken. Crossing seas were present
with a continuing westerly swell (11 secs.) together with
the northerly wind sea (8 secs.) giving Hs of 2.4 m. By
the 7th December the high had moved south and was
posinom-d over the so~thern North Sea..A powerful low
was located wost ot Svalbard and winds were as a
result strong and westerly in the Norwegian Sea. At
I l.iltvuh.mkcn winds WL'Tl'south westerly and near gale
forn• at the time that the image was taken. The wave
spectrum was bimodal with a westerly swell at 11 -
12sL•cs.and a local wind from south west at about 7 secs.

WINCH SPECTRUM

ERS-1 SAR SPECTRUM

I

BEST f"IT WAVf. SPECTRUM

BEST m SAR SPECTRUM

7
!

Fig. 3: Inversion for image from Orbit 1811 (20Nov911
a=l, P=O.

5. RESULTS

From an application viewpoint, the important question
is whether SAR derived wave spectra can provide
additional information about the directional ocean
wave spectrum. This can only be answered by
comparing the results from the inversion procedure to
simultaneous in situ buoy or other relevant
measurements of the wave spectrum. In the graphical
presentations below, all spectra are wavenumber
spectra with circles representing wavelengths of 300m,
150m and 75m from inner to outer. Geographic north is
upward, the positive azimuth axis is the satellite flight
direction, and the positive range direction is the radar
look direction. The a priori spectrum is denoted
WINCH, whereas BEST FIT spectra are results from
the inversion. The development of the significant wave
height and the cost functional with the iteration number
are also shown.
The a priori spectra are based on the WINCH wave
model for the orbits 1811 and 2018. For the other cases,
directional wave spectra have been synthesized by
means of non-directional data and weather charts, see
Sec. 4. As a test, the WAVESCAN data were not used in
this construction.
For orbit 1811 (Nov. 20) Hs=L'Zm and the modulation is
weak. However, the SAR image spectrum still shows
two modes (denoted swell and wind sea, for simplicity),
Sl'l' Fig. 2. In the result from the inversion, the
wavelength of the SWL'llmode appears to be shifted
towards longer wavelengths, but having the Sdllll'

direction as the model spectrum. The dominant wind
mode system is drama-tically changed, and a new wave
system is observed with a peak wavelength of 90m. This
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Fig. 4: Inversion for image from Orbit 2018 (4Dec91),
u=P=l/2.

system is actually observed in the non-directional data
from that date, see Sec. 4. The second wind mode
system observed in the WINCH spectrum remains
unchanged during the inversion because it is not
observed by the ERS-1SAR. The inversion shown in Fig.
2 has been run with a=~=l /2, and Fig. 3 shows the
corresponding results if the WINCH spectrum is
neglected in the cost-function (a=l, ~=0).

On Dec. 4 (orbit 2018), the buoys give Hs=2.4m and a
strong modulation is observed, see Fig. 4. Also here,
a=P= 1/2. The peak of the swell mode is somewhat
shifted towards shorter wavelengths, but the wind
modes shown in the WINCH spectrum are only
observed in the SAR image spectrum through their

Table 2: Summary of significant wave heights.
a: a=~=l/2,b:a=l,p=O

Orbit A priori Inversion Ground
estimate (m) result lml truth (m)

1811a 1.0 1.4 1.7+.2
1811b 1.0 1.4 1.7+.2
1846 2.6 2.7 2.6±.2
1889 3.5 4.4 3.5±.3
1975 2.7 2.8 2.7±.2
2018a 3.0 3.8 2.4±.2
2018b 3.0 3.6 2.4±.2
2061 2.5 2.4 2.5±.2
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_.., ot ft•llliDnli

Fig. 5: Inversion for image from Orbit 2018 (4Dec91),
CX=l.P=O.

contribution to the observed azimuth cut-off. The
inversion with a=l, ~=0 is shown in Fig. 5. Obviously,
the wind modes are not reproduced in this case.
For the remaining four cases, the WINCH spectra were
(currently) not available, and the a priori directional
distributions had to be synthesized from weather charts.
The cos-2s directional distribution was used as a basis,
but since the spectra were temporarily converted to the
WAVESCAN data format (four directional Fourier
coefficients), the resulting a priori spectra turned out to
be artificially bimodal in three of the cases. However,
this bimodality vanishes completely in the inverted
spectra as shown in figs. 6-9, thus demonstrating the
effectiveness of the inversion procedure. The inversion
used a=l, P=Ofor all these cases. On November 22 the
Atlantic swell gives a more important contribution than
suspected from the weather charts (sec. 4).
Directional data from WAVESCAN exist from
November 25, and first guess spectra, results from the
inversion procedure, and corresponding WAVESCAN
spectra are compared in Fig. 10. It is immediately clear
that although the first guess spectra are rather bad in
some cases, the results from the inversion are much
closer to the WAVESCAN spectra. It is also obvious that
the inverted spectra are too large along the range
direction. This can immediately be attributed to a too
weak RAR modulation in the range direction. In order
to match the measured SAR spectrum, the inversion
procedure enhances the wave spectrum too much in that
direction. This effect apparently also causes the
significant wave height to increase above the most
probable value as summarised in Table 2. Obviously,
putting more weight on the a priori spectrum will tend
to stabilise the significant wave height.
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Fig. 6: Inversion for image from Orbit 1846 (22Nov91),
<X=l,~=0.
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Fig. 7: Inversion for image from Orbit 1889 (25Nov91),
a=l,~=0.
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Fig. 9: Inversion for image from Orbit 2061 (7Dec91l.
a=l, ~=0.
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Orbit 1889 Orbit 1975 Orbit 2018 Orbit 2061
(25 November 91)(1 December 91) (4 December 91) (7 December 91)

First guess
wave spectrum

Inverted
spectrum

WAVESCAN
spectrum

Fig. 10: A comparison between first guess spectra, the results from the
inversion and the WAVESCANspectra.

6. CONCLUSIONS

The present paper has demonstrated the possibility of
using SAR wave imagery for enhancement of
instrumental and numerical wave data. The forward
transform and an inverse formulation with a priori
spectra from numerical wave models or simply
intelligent guesses seems to be a promising way of
utilizing the SAR data for ocean surveillance. Clearly,
the ERS-1 wave mode products will be valuable from
this point of view.
The current implementation of the inversion algorithm
appears to be both stable and robust. Typically 6 to 20
iterations are needed to obtain a reasonable
convergence. This means that the inversion may be
carried out within seconds on a modern super­
computer.
The RAR modulation in the range direction seems to be
the central remaining question which has to be resolved
before the inversion algorithm can be taken into routine
use.
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ABSTRACT

The NORwegian Continental Shelf EXperiment­
NORCSEX'91was conducted between 6-29 November 1991
during the commissioning phase of ERS-1. In this period
about 30 SAR scenes were obtained at a regular interval of
three days and complemented with in-situ observations of
wind-wave-current and their interaction collected from ship
and moorings. The integrated data base reveal that SAR
images document expressions of; 1) mesoscale ocean
current circulation pattern including frontal boundaries and
eddies; 2) wave-current refraction; 3) internal waves; and 4)
rapid mesoscale wind field variations. In some cases impact
of radar imaging geometry on these image expressions are
found. The expressions of oceanic circulation features are
limited by both high and low wind speed. These
preliminary results will be presented and discussed.

ERS-1,C-band SAR, Current boundaries,Wind fronts

I. Introduction

The Norwegian Continental Shelf Experiment
NORCSEX'91 was conducted off the west coast of Norway
centered to Haltenbanken (64°30'N, 9° E) from 6-29
November 1991. The primary objectives of NORCSEX'91
was to demonstrate and validate the ERS-1 detection
capabilities of:

*
*
*

current boundaries including eddies;
near surface mesoscale wind fronts;
sea state conditions;

and their interaction in weather conditions ranging from
moderate to extreme. In particular the study focused on the
ERS-1 C-band SAR imaging capabilities. This required
access to a dedicated fast processing and distribution
system. At the Norwegian national receiving station,
Trornse Satellite Station (TSS), data were received and
processed to a geocoded image on a CESAR processor at an
approximate speed of 6-8 minutes per 100 km * 100 km
scene. Subsequently full resolution (16 m by 20 m) and low
resolution (80 m by 100 m) images were transmitted to
Nansen Center in Bergen via NORSAT B/ldun
telecommunication satellite system (2 MegaBit/s) with
Spacetec as operator in Trornse. At NERSC these data were
further processed and value added on an image processing
system, and interpretated images were finally faxed to RN
Haken Mosby within 3 hours of SAR data acquisition.This
ensured possibilities to steer the ship into regions were the
SAR images expressed interesting features. In turn near
synoptic collection of ground truth data were obtained
providing the geophysical data necessary to offer improved
interpretations of the images.
The paper is outlined with a short description of the
NORCSEX'91 field campaign including a data overview in
section 2; preliminary results of the SAR detection
capabilities in section 3; and a brief summary in section 4.

2. Data overview

The experimental region including an indication of the SAR
swath from the ascending track is shown in Figure 1.

NORWEGIAN

SEA 640

2"E 100
Figure I. Map of the experimental region and the

overlapping SAR swath.

An overview of the multiplatform- and multisensor data
collection is given in Table 1 including satellites, ship and
moorings. Table 2 provides an overview of available SAR
data collected within the experimental area from 20 October
to 7 December. The comments indicate the main features
identified in the images.

PARAMETER I OCEAN I SURFACE I INTERNAL I NEAR I AIR·SEA
CURRENTI WAVES WAVES SURFACE STABILITY
FRONTS A WINOS I

PLATFORM INSTRUMENT EDDIES W VES SWELL

SHIP !l
SEASOAAI x I i

·---:
WEATHER STAT. I x I x

SCATIEROMETER x I x x I x
VIDEO CAMERA I x x I

""""'"GS
CURRENT x I I I I

ERS-1 AMI IMAGE MOOE x I x I x I x x I x
ALTIMETER x I x ! x I x I

ATSR x I I x

OMSP

NOAA

Compi.ment•ry Op•r•tlon
MNIU by HOY c.ntar x i

Table I: Overview of platforms/instruments and
corresponding primary observed geophysical

quantities/features.
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In regards to the SAR detection capabilities of current
features and wind fronts the most important geophysical
quantities to measure are the upper ocean currents, the
boundary layer stability, the near surface wind vector in
vicinity of the SAR detected frontal boundaries. The
temporal and spatial variations of these quantities were
regularly measured from a ship mounted Acoustic Doppler
Current Profiler (AOCP), towed undulating Seasoar (CTD),
six current meter moorings separated upto 100 km,
thermistors and sonic- and cup- anemometers. In addition
the wind wave and swell field were monitored from
directional wave buoys and Tobis buoys.

Dnte. Time Data Commeuta
CUTC). Source '

21.08 21:10:10 Trams" Cyclonic eddy.
20.10 21:10:10 Trams" Dominatedby wind.
23.10 21:10:10 Trams" Current shears and internal waves.
26.10 21:10:10 Trams" Strano current shears.
29.10 21:10:10 Tromso Oil spill and current shears.
01.11 21:10:13 Kiruna Internal waves and current shears.
104.11 21:10:10 Trams" Dominatedby wind.
107.11 21:10:16 Kiruna Wind front.
110.11 21:10:15 Kiruna Wind streaks and current shear.
13.11 21:10:09 Kiruna Wind and current fronts.
16.11 21:10:10 Trams" Wind front.
19.11 21:10:10 Trams" Current front and wind front.
20.11 10:47:55 Trcrnsa Wind fronts and rain cells.
22.11 21:10:10 Trcrnsa Current shears.
23.11 10:47:55 Trcmse Current shears.
25.11 21:10:10 Tromsa Current shears and internal waves.
26.11 21:10:10 Tromso Wind lront.
01.12 21 :10:09 Trams"
C4.12 21:10:10 Trornsa Current shears.
Oi".12 21:10:10 Tromso Weak current shears.

Table 2. Overview of available NORCSEX'91 SAR data

Near surface current of order 1 m/s was observed in the
Norwegian Coastal Current flowing northeastward along
the coast. The sea surface temperature changed from about
9°C in this current to about 8°C in the North Atlantic
Norwegian Current located further offshore. On the other
hand the current shear across this relatively weak
temperature front was of the order of 10 -4 s -1. Throughout
the first 18-20 days of the field campaign unstable
stratification on the average of about -3°C was encountered
in the atmospheric boundary layer. Passages of several
storms were encountered with 10 minutes average wind
speed exceeding 20 m/s sometimes accompanied by
significant waveheights of about 8-10 m. Between these
storms the winds occasionally dropped to less than 2-3
m/s. The corresponding upper ocean and lower atmospheric
interaction provided a variety of sea surface conditions that
are martifested in the series of collected SAR images. We
will address some of these image manifestations in more
details in the next section.

3. SAR Image expressions

The vertical polarization C-band SAR instrument
primarily senses the spatial distribution of the 0.07 m
short gravity waves on the ocean surface at a resolution of
about 30 m through a resonant Bragg backscattering
mechanism (Ref. 1). The illuminated area (swath width) on
ground is 100 km, and is displaced about 200 km off the
satellite sub-track corresponding to a center radar incidence
angle of 23°. The Bragg scattering waves are developed in

response to the wind stress. These short waves are in tum
modulated by longer gravity wind waves and swell (Ref. 2).
However, as demonstrated in Seasat SAR and numerous
airborne SAR images, the spatial distribution of these short
gravity waves is also correlated with a number of
significant larger scale processes including local wind field
variations, mesoscale circulation patterns and internal
waves (Refs. 3-6). Among the most frequently reported
circulation features detected in SAR images arc mesoscale
and sub-mesoscale eddies, in particular in the Gulf Stream,
along the marginal ice zones and in shelf and coastal
currents. In addition, the presence of pollutant oil spill and
natural slicks at the sea surface can be expressed as dark
features in SAR images, through damping of the Bragg
waves (Refs. 7, 8).
The motivation behind the study reported here is to
document that wind, current and internal wave modulated
frontal structures can be distinguished and classified in SAR
imagery. This is schematically illustrated in Figure 2 where
the SAR manifests the surface roughness change due to
wind shift as a steplike transition zone from low to high
backscatter intensity induced by the change in wind speed
and direction. On the other hand the backscatter modulation
induced by wave-current interaction along a current front or
eddy can be expressed as a narrow, bright or dark curving
signature. These fronts are again distinguished from
internal waves since they are expressed as a chain of
regularly spaced bright and dark backscatter zones.

WindFront
(bimodal histogram)

Current Front InternalWava

Stei>-Llke
Beckscatter
Change

Peek-Like
Backscatter
Chenga

Crest/Trough
Backscatter
Change

WindShift
Wlndlncr.aM Current Shear InternalWave

Train

Figure 2. Proposed SAR image classification system.

SAR DETECTED FRONTS: In Figure 1 the labels A, B
and C mark the specific geographical locations within the
first 100 Km • 100 Km ascending SAR scene after the
crossing of the land-ocean border. They respectively
represent the sites where expressions of current boundaries,
internal waves and a cyclonic eddy are repeatedly identified
in SAR images (see also Table 2). In general the Norwegian
Coastal Current in region A is steered northeastward
between the bank and the coast, while a weak anticyclonic
flow of mostly Atlantic water usually appears to be trapped
on the bank. In turn a current front with cyclonic current
shear is formed at the boundary between the two
characteristic currents (Ref. 9). This is documented in the
temporal variations of the near surface current as obtained
at the two current meter moorings located on each side of
the front (Figure 3a), and in the spatial changes of the
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upper ocean current across the front as obtained from the
ship mounted AOCP (Figure 3b) during NORCSEX'91. The
maximum current exceeds 1.2 m/s in the NCC while the
current shear across the front reaches up to 0.5*10-3 s-1.
The average semidiurnal tidal current in the region was
estimated from the moorings to be about 0.10 m/s.
In the SAR image obtained on 26 October an expression of
a meandering frontal boundary is seen extending across the
image from near to far range (Figure 4). A few places the
front splits into several meandering fronts, and narrow
zones are expressed by either elongated high or low
backscatter return. We interpret these expressions to be the
manifestation of the above mentioned current front
including meanders and eddies. The interaction of the
shearing current along the front and the surface waves can
lead to changes in the surface roughness which are detected
by the SAR. The apparant shifts from high to low
backscatter may be caused by effects of imaging geometry.
The largest spectral perturbations, or departures from
equilibrium spectra with the local wind, typically occur at
wavelengths of the order of 1 m (Ref. 10). Both at longer
wavelengths where the group velocity becomes much larger
than the current speed, and at shorter wavelengths where the
relaxation effects play a predominant role, this spectral
perturbation decreases. This is supported by a comparison
of a collection of multispectral SAR images obtained with
the NASA DC-8 C-, L- and P-band SAR flight of the
Norwegian Coastal Current last summer where the P-band
(0.68 m) is clearly most sensitive to surface roughness
variations induced by current fronts.

CM!
t----t 25 cm/s/cm

Clll4

B

t--t 1mis/cm

Figure 3. a) Comparison of temporal variations in the
current at 25 m depth below surface at CM3 and CM4; b)

spatial variations in the current at 15 m depth between CM3
and the coast.

From the sequence of 19 SAR scenes regularly collected
between 20 October and 7 December evidence of frontal
expressions assumed to be modulated by the wave-current
interaction along the shearing frontal boundary are clearly
identified in 6 images (see Table 2). During all these SAR

Figure 4. 100 km* 100 km SAR image obtained on 26
October. Expression of several frontal boundaries are

clearly identified. Resolution is 100 m. Directions of range
and azimuth are marked.

Further analyses of the SAR detection capabilities of
current boundaries will be done by employing the SAR
image simulation model discussed in Ref. 10.

SAR DETECTED INTERNAL WAVES: The SAR
expressions of internal waves identified in region B are
located close to a shallow topographic plateau extending
northeastwards from the island of Freya. We assume that
they are generated by tidal interaction with the steep slope
along this plateau. From the SAR image we estimate that
the internal waves have a wavelength of about 3 km and
they extends westwards from the generation region near the
plateau. That means that they are propagating in a
direction opposing the strong northeastward NCC.
The oceanographic conditions across the internal wave
train were sampled with towed Seasoar and ADCP. The
spatial variations in the temperature- and salinity profiles
reflect the shape of the internal wave with an amplitude of
about 5 m centered at the mean pycnocline depth of 20 m.
The wavelength of about 34 km agrees with that estimated
from the SAR image. Regular variations in the upper ocean
currents of about 0.10-0.20 m/s furthermore reflect the
circulation pattern in the upper mixed layer induced by the
propagating internal wave train.
Detailed analyses of the near surface wind stress variations
and the complementary surface roughness changes obtained
from the scatterometer measurements will provide
opportunities to study the behavior of the surface layer
across this internal wave train.

SAR DETECTED EDDY: The 5 km cyclonic eddy in
region C (Figure 1) was depicted in the first SAR image
received at Trornse Satellite Station at 21:10 UTC on 21
August 1991 (Figure 5). The SAR image manifests the
existence of the eddy by the dark low backscattering lines
(with a width of 200 m to 500 m) outlining a cyclonic
spiral with an approximate diameter of 5 km. Apart from
standard weather observations along the coast reporting
southwesterly wind between 3-5 m/s, no surface data are
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available to offer sufficient analysis of the physical (and
biochemical) conditions in the eddy, in particular along the
dark spiraling lines. In spite of this we interpret the low
backscattering lines to be expressions of small scale
turbulence aligned in the direction of the larger scale eddy
orbital motion. This turbulence leads to convective motion
in the water that can bring organic material present in the
upper layer to the surface where it can remain as a
microlayer of natural surface film (Refs. 8, 11). As the
concentration of this surface film (surfactant molecules)
increases due to for example converging currents, it can
reach sufficient pressure to inhibit growth of capillary and
short gravity waves at C-band. This damping of the small
scale surface roughness prevents the radar echos from the
surface to maintain its strength leading to manifestation of
dark features or surface slicks. This imaging mechanism is
characteristically different from that suggested to be
dominant for the frontal boundary expressions reported
above. Again these expressions of dark spiral lines are
expected to disappear at higher winds (10 m/s) since wind
induced mixing in the upper layer will redistribute the
surface slicks and prevent such damping.

1·:prr;~>k··.1::··...u~r:;r

We lack a sequence of SAR images to study the temporal
characteristics of this eddy, i.e. is it forming, fully
developed or decaying. In turn we cannot precisely
determine if the 5 km in diameter spatial dimension
represents the fully developed size of the eddy. Despite this
the synoptic SAR image manifestations of surface
convergence in the eddy and its rotational direction are
clearly of importance for studies of mesoscale coastal
circulation. The combination of such SAR detected
mesoscale eddies and results of numerical ocean circulation
models is shown to be a powerfull technique in coastal
ocean studies (Ref. 12).

WIND FRONTS: In Table 2 it is also commented that
several SAR images manifest the presence of wind fronts.
As schematically illustrated in Figure 2 they have a distinct
"steplike" backscatter expression. In Figure 6 the SAR
obtained on 20 November indeed shows this characteristic
expression. Comparison to analyzed wind fields from this
day are in good agreement. The center of the low pressure is
located to the northeast of the SAR image, and the wind
direction in the scene is almost parallel to the frontal
orientation as indicated by the streak pattern in near range.

The analyzed map shows that the wind changes gradually
from 15 m/s to 10 m/s while the SAR image indicates that
the wind speed undergoes a series of steplike decrease
across the scene from near to far range.

RANGE

I

Figure 6. SAR image obtained on 20 November showing
the steplike change in radar cross-section in

correspondance with the rapid change in wind speed.

On 13 November another wind front was imaged by the SAR
and this time it was crossed with the ship. A blowup of the
SAR scene with the backscatter profile superimposed is
shown in Figure 7a, and the corresponding wind speed
measurements across the front from the ship is shown in
Figure 7b indicating that the wind speed varied between 2-6
m/s.
Further discussion of different characteristic mesoscale
wind field variations in this coastal region will be provided
during the presentation.

'RANG

Figure 7. a) SAR image obtained on 13 November with
the backscatter profile averaged within the "white box"

superimposed.
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INTERPRETATION OF ERS-1 SCATTEROMETER DATA
OVER SEA ICE

Alain Cavanie, Francis Gohin

Centre IFREMERde Brest, FRANCE

ABSTRACT
ERS-1's three-beam scatterometer is designed for, and dedi­
cated to, the measurement of winds at sea. But since it
directly measures backscattering coefficients over its
500km-wide swath, it also offers new possibilities for
remote sensing of sea ice on regional or polar cap scales;
full use of this potential will be possible only after sufficient
data is collected and analyzed to evaluate the importance of
seasonal variations in backscattering coefficientson regional
scales. At present, we have already developed tools, based
on the isotropic return and the incidence angle dependence
determined over smooth first year ice, which can serve in
the automatic detection of ice covered areas, avoiding
erroneous computations of winds over such regions. Much
work still remains ahead, but the scatterometer data appears
to offer a useful complement to passive microwave data
such as that furnished by the SSM/I, since it varies as a
functionof the ice surface's roughness.

INTRODUCTION
ERS-1's scatterometer was designed as an instrument dedi­
cated to the measurement of surface winds over oceanic
areas. This required that the backscattering coefficients
obtained from this three-beam instrument be highly accu­
rate, since they vary almost linearly with wind speed. The
50kmx50km footprint of the instrument was chosen small
enough to correctly sample regional scale variations of the
windfields. Since ERS-1 is yaw-steered, forward and rear
beams, separated by 90 degrees in azimuth, have the same
incidence angles to better than 0.1 degre.es. Consecutive
19x19 point products, covering an area of about
500kmx500km, completely cover the earth's surface from
60 degrees of latitude to the poles over a thre.e-dayperiod,
taking into account separately the northward or southward
passes.
These aspects are all rather positive for the monitoring of
seasonal and interannual behaviour of sea ice on regional or
polar cap scales, which we are interested in. Certainly,
SSM/I and previous passive microwave sensors have fur­
nished a major contribution to this field, but active
microwave data should somehow be complementary since it
is strongly modulated by the ice surface roughness, The
objective of this paper is certainly not to give conclusive
evidence confirming this idea but to show, by the presenta­
tion of selected data, that it is not completely unfounded.

DATA AT POINT OR PRODUCT LEVELS
The scatterplot (Fig.I) of backscattering coefficients of the
forward and rear beams, S(l) and S(3) respectively, taken
over the Weddell sea during mid-november 1991, shows
that isotropy of the radar return is generally quite well
respected, although a few points may be influencedby prox­
imity to the land masses of Antarctica. The fact that ERS-1
is yaw-steered allowed all points across the track to be
included in this scatterplot, since incidence angles are prac­
tically the same for forward and rear beams.
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Figure 1: Scatterplot of backscattering coefficients of the
forward and rear beams over Weddell sea first-year ice

Data of a product of which roughly half is over open water
and half over Weddell sea first year ice is presented in Fig­
ure 2. Backscattering coefficients of the three antennas
(Fig.2a) show a rapid decrease of radar return as a function
of incidence angle both over water and over sea ice; of
course they are different from each other at same incidence
angles over water, since backscattering over wind waves is
strongly anisotropic. The S(l) versus S(3) plot (Fig,2b)
clearly shows the straight line behaviour of points over sea
ice, well separated from points over water. This difference
in behaviour is enhanced when the parameter of anisotropy,
defined as (S(l)-S(3))/(S(l)+S(3)) is plotted (Fig.2c) as a
function of the mean backscattering coefficient
(S(l)+S(3))/2.
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Data of the next product along the scatterometer swath is
entirely over Weddell sea first year ice (Fig.3) and it is
instructive to compare the two datasets. Clearly the back­
scattering coefficients are much smaller over ice than over
water, but decrease more slowly as a function of incidence
angle and are the same for all three antennas, which could
be expected because of isotropy, if the region is suitably
uniform(Figures 2a and 3a). The wind-over-water points of
Fig.2b have disappeared in Fig.3b where all points lie neatly
close to the S(l)=S(3) line. Finally, data of Fig.3c, because
of a change in vertical scale, appears at first sight quite
noisy compared to that of Fig.2c. In fact, it must be remem­
bered that the measured backscattering coefficients have a
standard error of approximately six percent, mainly due to
speckle, which largely accounts for the vertical extension of
the cloud of points.
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Figure 4: lsolines of the parameter of anisotropy around the
ice edge

Isolines of the parameter of anisotropy for the product
which straddles the marginal ice zone are plotted in Figure
4, which covers the 475kmx475km area of the product. A
strong gradient of this parameter is observed at the ice­
water boundary, very small values of the parameter occuring
over sea ice. A similar plot, not shown, over the area of the
following product, shows values of the parameter close to
zero and no significant gradient, as might be expected over
smooth first-yearice.

DATA AT REGIONAL OR POLAR CAP LEVELS
Because, as previously noted, normalized backscattering
coefficientsover sea ice are strongly incidence-angledepen­
dent, scatterometer data cannot be used directly in its total­
ity to map regional variations, because gradients across the
swath, due to this effect, swamp regional variations in the
properties of the ice. This difficulty can be circumventedby
assuming that backscatter over sea ice is the product of two
functions, of which one depends only on incidence angle
and the other only on the physical properties of the ice. The
incidence-angle dependent function can then be determined
empirically from a sufficient number of points over a region
of homogeneous ice, either from the mean of data points in
small incidence angle bins, or by integrating the logarithmic
derivative of backscattering coefficients, estimated from the
difference between central and side antenna values,
separated in incidence angle by about ten degrees. As might

20

be hoped, both methods, tested over the Weddell sea area,
led to very similar values.
False-colormaps of the backscattering coefficients corrected
for the incidence-angle effect have been produced for both
polar caps, using the scatterometer data collected during
mid-november 1991.The empirical scheme for incidence­
angle compensation efficiently suppressed cross-track gra­
dients and left no visible discontinuities at adjacent swath
limits. Comparisons with ESMR atlases show that strong
backscattering is associated with multi-year ice, weak back­
scattering with first-year ice as reported by the ESMR
monthly maps. An exception to this is the marginal ice
zone, where backscattering coefficients increase, either
because wave action breaks the ice, increasing its rough­
ness, or because much of the zone is still open water which
the wind roughens.

CONCLUSION
ERS-1's scatterometer data over sea-ice offers many
different opportunities for engineering and scientific applica­
tions. Over zones of uniform and isotropic backscatter, such
as the Weddell sea, intercomparisons of the different anten­
nas can be rapidly carried out and a rough check of stan­
dard error on the backscattering coefficientsmade. The mar­
ginal ice zone can be geographically located and its evolu­
tion monitored, present limitations being the rather large
footprints of the antennas. Empirical compensation curves
necessary to reduce the incidence-angle effects over indivi­
dual polar caps are fairly easy to determine and quite
efficient; once applied, they allow the production of regional
maps which can be interpreted as a function of ice rough­
ness.
These conclusions, however promising, are not to deny that
many questions, and therefore much work, still lie ahead.
Can rational explanations be given for the differences in
incidence-anglecompensating functions, and are these func­
tions seasonally varying? In the space of the three antenna
backscattering coefficients, is the ice region separate from
the wind-generated surface, and sufficiently so that
automatic ice detection be possible using a simple and
efficient algorithm? To what extent is active microwave
data, produced by the scatterometer, complementary to pas­
sive microwave data of the SSM/I, and to what extent is it
simply redundant? Answers to these questions seem within
our reach, once sufficient data is acquired, and the wind
model is correctly specified.
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WORKSHOP CONCLUSIONS AND FUTURE PLANS

Evert Auema
ESA/ESTEC

Postbus 229, 2200 AG Noordwijk,
The Netherlands

1. GENERAL CONCLUSIONS
Workshop participants were in broad agreement that
the Geophysical Campaign (RENE-91) had been
very successful, and provided a very valuable dataset
for current and on-going studies.

The data archive, PCS_SPAN, had, and would
continue to provide an excellent mechanism for
central storage and experimenter access to the large
datasets acquired during the RENE-91 campaign.
The archive is still being added to, and would be
maintained by ESA for as long as it serves a useful
purpose.

Reprocessing of ERS-1 wind scatterometer data for
Haltenbanken was taking place currently at ESRIN,
with completion due within a few weeks. The wind
scatterometer ECMWF model was under test at
ESRIN, with work still going on to tune the
model.

The time required to implement software changes
for the scatterometer once an improved model is
agreed should be approximately 3 months. In the
case of the SAR, there is provision for new
software changes every 3 months.

Results presented at the workshop demontrate how
many of the ERS-1 geophysical data products meet
the pre-launch specifications, however there are a
number of problem areas still needing special
attention. The validation status for each
geophysical data product is briefly reviewed under
the following headings.

2. RADAR ALTIMETER DERIVED
WINDS PEED

Results presented by Cotton el. al. and Queffeulou
et al. show high correlations between ERS-1 FD

product windspeed, and both in-situ and model
windspeeds. It was reassuring to hear that the small
adjustment in instrument gain (0.8dB) implemented
in the FD processing algorithm by ESA in
September and November 1991 Jed to
improvements in windspeed measurement accuracy.
Although the results presented are very good, the
number of in-situ datapoints used in the analyses is
rather small. Further extended analysis of altimeter
windspeed data with RENE-91 buoy data is planned
and this could significantly increase the number of
datapoints.

3. RADAR ALTIMETER DERIVED
SIGNIFICANT WAVE HEIGHT

Hansen el al. described how radar altimeter wave
heights were compared with outputs from the
oceanographic WAM model running operationally
at ECMWF. Following some initial minor
modifications to the FD processing algorithms, the
results have been good. However, still there is a
slight tendency for the altimeter measurements to be
low in comparison with the SWH measurements
from the WAM model. Also, there seems to be an
underestimation of high sea states; similar to that
found during Gcosat studies.

Confirmation of the accuracy of ERS-1 derived
SWH measurements has been provided by results
from the in-situ studies described by Cotton el. al.
and Queffeulou el al .. Analysis of measurements
obtained by the James Rennell Centre for Ocean
Circulation, Southampton, showed that ERS-1
SWH was biased 0.5m high in comparison with
wave-rider data. The analysis of collocated buoy and
aircraft measurements made during RENE 91 has
given similar results.
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4. SCATTEROMETER DERIVED
WINDSPEED & DIRECTION

There were 8 different papers presented during
Session II on wind scatterometer models, and
several different validation methods have been
developed for the derivation of ocean surface wind
vectors from the scatterometerdata. Meteorological
model outputshavebeen used in 2 differentways.

Firstly, meteorological model outputs have been
used to simulate sigma nought values using model
windspeeds. These simulations provided useful
inputsfor engineeringcalibration,and also indicated
that the pre-launchwindscatterometermodelneeded
some tuning. After the removal of statisticalbiases
through model tuning, the spread in simulated
sigma nought values still tended to exceed the
instrument design specification. It was shown that
this spread was not caused by scatterometer
measurement errors, but was due to resolution
mismatch and representativity errors of the
meteorological model output for this type of
analysis. Subsequent analysis and model tuning
was undertakenusing the actual satellite data rather
than satellite-modelcollocations.

Secondly, meteorologicalmodel outputs have been
used by a number of investigators to evaluate the
wind field data products obtained from the
scatterometer. These indicate that even the pre­
launch wind retrieval models give promising
results, but further analysis is needed once an up­
datewindretrievalmodelhasbeenestablished.

The large RENE-91 dataset has provided an
excellent basis for developing an echo-model. A
number of different models have been proposed as
up-dates of the pre-launch wind retrieval model.
Offiler presented results of a statistical analysis
which show that the new models perform
substancially better than the pre-launch model. A
model proposed by ECMWF (Stoffelen et al.)
performedmarginallybetter than its competitorsand
was therefore implemented in the ESA FD
processing system. With this model the wind
scatterometer data products satisfy the design
accuracy of 2 m/s for windspeed and 20° for wind
direction. Analysis is continuing to study model
differences. Eventually, this will lead to further
model up-datesand wind scauerometerperformance
enhancement

Another outcome of the model tuning activity is
that the in-orbit observed radar signature of the
ocean makes it more difficult to estimate wind
direction unambiguouslythan expectedon the basis
of the pre-launch model. A revised algorithm has
been developed which uses meteorologicalforecast
modelsto resolvewind directionambiguity.

S. DIRECTIONAL OCEAN WAVE
SPECTRA

To-date, the validation results for the derivation of
wave spectra from SAR images arc mainly from
dedicated campaigns. The use of global wave
models has also commenced,but extensive analysis
is awaiting software up-dating of the ERS-1 SAR
wavemodegroundprocessor.

Results were presented from both the RENE
campaign using the Haltenbanken test site (Ziemer
et al., Kleijweg et al.•Hauser et al., Bruning et al.,
Johnsen et al., and Rosenthal et al.), and from the
Grand Banks validation campaign (Vachon et al.)..
Preliminary conclusions are all based on the
analysis of the ERS-1 SAR image mode, and
indicate that swell (wavelengths > 200m) is well
imaged,but shorter azimuth travelling waves suffer
from linear and non-linear distortion introducedby
the SAR imaging mechanism. Non-linear
inversion methods to overcome these are being
developed(Bruning et al.).

6. FUTURE ACTIVITIES
Although the period of intense activity has now
been completed, scientific analysis will continue
and some experimenters have plans for extending
their work with new ship data collection
programmes.

Clearly, more time is needed to digest fully the
results presented on wind scatterometer models
during the workshop. Three different datasets have
been used; the Global dataset, the Haltenbanken
dataset, and a subset of the Haltenbankcn dataset.
Results from the 3 datasets seem to be consistent,
but there is a need to check this.

ESTEC, ECMWF and other groups will continue
with efforts to improve models. The plan is to
continuewith experimenter teams, but to reviewthe
membershipand combine teams into one group.

In recognition of the processing delays and special
difficultiesbeing experiencedwith the validationof
ocean wave spectra, ESA proposes to form a small
sub-group of experimenters to specifically look at
SARand thederivationof wavespectra

As far as futurework is concerned,opportunitiesfor
checking results against new ground data will be
more limited. However, it was noted that there are
plans within the meteorological/oceanographic
community for future experiments, and efforts will
be made to have ESA participation in order to gain
access to some new measurements. It was
mentioned that GKSS have plans for more
measurements in the Haltenbanken area in
November. Also, in autumn 1993 there are plans
for a major French experiment (SEMAPHORE),
whichwill includesomeaircraftmeasurements.
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