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Foreword

In the framework of the Committee on Earth Observation Satellites (CEOS) Working Group on Calibration
and Validation, a SAR Workshop jointly organised by ESA and CNES was held at the ATRIA Mercure
hotel, in Toulouse from 261" to 29111 October 1999.The meeting was hosted by the Radar Systems Department
of CNES "Centre Spatial de Toulouse".

The workshop, attended by 180 participants (17 countries were represented) was organised in the form of
plenary sessions allowing 20 minutes for presentations and 5 minutes for questions. For the first time, a
poster session was also organised. The programme content and preparation was supported by an International
Technical committee composed of 36 experts representing the various disciplines.

A web site was also prepared for the workshop and papers are available on-line at URL:

http://www.estec.esa.nl/CONFANNOUN/99b02.

120 presentations (65 orals and 55 posters) were given during the CEOS'99 meeting

Each workshop session was followed by a round table in order to allow further discussions on 'seed
questions' prepared by the session chairmen and rapporteurs, and on specific issues raised during the
presentations. On the last day of the workshop, a session was organised to summarise the different sessions
of the workshop and to draft recommendations for the CEOS WGCV.

This volume brings together the results presented at the workshop in the full length papers, the seed
questions prepared for the round tables, the summary reports of the 8 sessions and finally the
recommendations brought up to the CEOS WGCV. A synthesis of the discussions related to suggestions on
the workshop format can be also be found at the end of the proceedings.

The CEOS SAR workshop was more than ever the forum for interchange at the highest level of the SAR
Systems Engineering field. We were able to discuss in depth key technical problems and to help to better
define future SAR instruments and their performances. These discussions confirmed that various technical
issues remain to be solved and the SAR subgroup will continue to meet every year in order to address them.
As a measure of the success of this workshop, three space agencies have already proposed to host the next
meeting : NASDA (Japan), DLR (Germany) and CSA (Canada).

We would like to take this opportunity to thank all attendees for their effort in attending, presenting and
contributing to the workshop. We should also thank also the organising committee, the scientific committee,
the session chairmen and rapporteurs and the staff from the CNES and ESA conference bureaus who
contributed to the success of this event. We look forward to seeing all of you at the next CEOS SAR
workshop.

Yves-Louis Desnos (Chair CEOS SAR Subgroup)

Jean-Claude Souyris (Workshop Local Organiser)
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Introduction

S. Briggs, Head Earth Observation Applications Department (ESA/ESRIN)
J-L. Fellous, Earth Science and Applications, CNES Programme Directorate

International collaboration on calibration and validation through the CalNal Working Group has been one of the
signal successes of the CEOS organisation. The Working Group has created a mechanism for the sharing of
effort in CALN AL between cooperating agencies, for the management of coherent programmes and campaigns
and for the pooling of engineering and scientific information about the process of Earth observation through a
variety of techniques. The success of the meeting of the SAR subgroup reported here is further evidence of the
success of the coordinated approach adopted through CEOS.

The location of the meeting in Toulouse is also evidence of the interest and historical support for SAR work in
Europe. SAR was central to the mission of the first two ESA EO satellites, ERS-1 and ERS-2, and the Advanced
SAR (ASAR) on board ENVISAT will be a further step forward in technology and in the exploitation of SAR
data. In addition, there have been significant European contributions to joint missions with NASA, culminating
in the recent marvellously successful SRTM topographic mapping mission, developing interferometric
techniques first demonstrated in space with the ERS missions. Recent developments in differential
interferometry reported here are particularly exciting and are leading both to a better understanding of the
geophysics of the Earth's crust and, of immediate practical benefit, to methods of monitoring and even perhaps
predicting surface deformations caused by natural disasters such as earthquakes and landslides, as well as
anthropogenic subsidence. Coherence mapping is also showing very encouraging results in other aspects of
disaster monitoring.

The volume of business at this meeting shows the world-wide interest in SAR CalNal. Over 180 participants
attended from 17 countries, with over 120 papers being presented. A particularly important and useful
contribution came from the Round Table sessions, where the practical details of cooperative programmes and
campaigns were discussed. Over 10hours of Round Table talks were held during the course of the meeting.

Conclusions of the workshop will be presented to the next WGCV Plenary meeting in India and formal
recommendations made to the CEOS Plenary in Sao Paulo in late 2000, for implementation through member
space agencies.

We are very pleased that ESA has agreed to publish the proceedings as a volume in the ESA Special Publication
Series; this will ensure that the workshop will have the widest possible impact.

We would like to congratulate the organisers on the outstanding success of the workshop and the quality of the
subsequent publication.
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Application of Polarimetric SAR data processing to Snow Cover Remote Sensing.
Validation using Optical images and Ground data.
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ABSTRACT

In this paper is introduced a polarimetric approach to
snow cover remote sensing based on techniques derived
from polarimetric decomposition theorems dedicated to
the analysis of natural media SAR images. Discriminant
parameters are interpreted by the mean of polarimetric
image comparison. The analysis of the changes from one
image to the other are realized by construction of a
unitary variation operator or through the classification of
polarimetric representations gathering information from
both images.
Results are compared to remotely sensed optical images,
ground measurements and meteorological simulations.

INTRODUCTION

Scattering from snow is function of many physical
parameters of the snow pack itself such as depth,
density, temperature, grain shape, but also of the
underlying soil (roughness, moisture, ...). Backscattering
may also vary in a significant way according to the
frequency and the incidence angle at which the
measurements are done.
Numerous studies have been done using both mono- and
multi-polarized data.
In the case of single polarization data, the snow water
equivalent of dry snow can be derived from the power
ratio between summer and winter images [I]. This
method requires the data to be accurately calibrated and
geo-corrected.
Other approaches take into account several
polarizations, giving rise to additional interpretation of
the backscattering behavior of the snow pack. They are
based on a model fitting strategy, or on the splitting of
the scattering coefficients into a sum of contributions
from the different regions of the snow layer [2].
These studies require the use ofpolarimetric coefficients
but do not take into account the whole polarimetric
information, the main reason being that the remaining
coefficients do not contain useful information for target
classification in these conditions [3].

5

SAR data for snow remote sensing is generally pre
processed in order to remove the effects of the scene
topography. This correction consists in a slant range to
ground range sampling and projection on an artificial flat
surface, or on a Digital Elevation Model (DEM). The
scattering coefficients are then weighted by a function
depending on their local incidence angle with respect to
the observing radar in order to attenuate differences due
to orientation variations from one pixel to the other [4].

In this paper, we apply polarimetric techniques on SAR
data in order to classify dry snow in mountain regions.
This work is based on the use of a polarimetric
decomposition theorem [5], and in order to preserve the
validity of the information and its interpretation, all the
polarimetric incoherent terms must be considered.
Data sampling and correction imply operations that may
corrupt the polarimetric information and modify the
geographical location of the pixels. Such techniques are
not very well adapted to full polarimetric data processing
which is highly sensitive to power and phase sharing
between the polarization channels.

The analysis of several images of a given scene
significantly improves the observed medium
characterization, and provides parameter variations
strongly related to its physical properties.
In this paper, we propose several methods for
polarimetric image comparison.
We first define the polarimetric variation from one pixel
to the other using a special unitary operator
parameterized by 8 real coefficients. We propose to
extract these parameters by a least square optimization
procedure.
We present the H/A/a decomposition used to initialize
an unsupervised polarimetric Wishart classifier which
permits to adapt the decision boundaries to data
distribution. Images are classified sequentially and the
pixel to pixel distance from one image to the other is
used to give an interpretation of the changes in the

Proceedings of the CEOS SAR Workshop, Toulouse-;20-29 October 1999, ESA SP-450, March 2000
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scattering phenomenon.
We introduce a polarimetric representation containing
the information from both images. We then set up a
unsupervised algorithm which directly classifies data
according to their characteristics in both images and to
the correlation of the polarimetric features between the
images.
Finally, these classifications are applied on polarimetric
data that was collected during two of the space shuttle
missions in 1994, by the Jet Propulsion Laboratory SIR
C sensor over the French Alps during April and October
at both L and C bands.

UNITARY OPERATORS

In a monostatic configuration, the 3 by 3 hermitian
coherency matrix [T] of a target is defined from the
elements of the scattering matrix [S] as follows:

[T] = lsls*7 with

Is = ~ [sHH+ Svv SHH-Svv 2Sm] (I)

where Is is the target vector. The target is said to be pure
if the 9 real coefficients used to parameterize [T] verify
the 4 target equations as explained in [6]. In this case the
matrix results in 5 degrees of freedom and its rank is 1.
A pure matrix can be decomposed into its eigenvector
basis in the following way

-I ll 0 Oj[T] = A.[V][:E0][V] with [:E0] = o o o
0 0 0

(2)

A. is the single eigenvalue different from zero and the
eigenvector matrix [V] is special unitary, i.e. it verifies
the conditions enounced in (3).

-I T[V] = [V]* and det([V]) =+I (3)
Two pure matrices [Ti] and [T2] are linked by the way
of a special unitary transformation defined from their
eigenvector matrices, respectively [V1] and [V2].

Defining [U] = [V2][V1r1, we obtain
A.

[T2] = A.I[U][Ti)[ U]-1 <:::> ls2 = JA.1/f..2[U]!sl (4)
2

A 3 by 3 special unitary matrix is made of2*9 = 18 real
elements. Its 3 column vectors are mutually orthogonal,
it has a unitary norm and its determinant equals I. The
number of real parameters needed to determine a special
unitary operator is then 18-6-3-1 = 8. By projection on
the 8 Gell-Mann hermitian matrix set, this special
unitary operator is parameterized in terms of complex
matrix exponentials as expressed in (5) [7].

[U] = ex/j.± ro;[f3;1ll,=] )
with [J3J the ith Gell-Mann matrix and roi its real scalar
weighting coefficient. These 8 parameters fully describe
the change in polarization from [Ti] to [T2].
It can be easily shown that the eigenvector matrices used
to built [U] are not unique, leading to an infinite
number of Gell-Mann parameters verifying (4). The
right hand side of(4) is an under-determined set with 8
unknowns and 5 equations since a target vector is an
incoherent representation and does not depend on the
absolute phase.
A solution is to increase the number of equations by
assuming that a pixel and one of its neighbors undergo a
similar polarimetric transformation from one image to
the other. We then deal with an over-determined set with
8 unknowns and I0 equations, which can be resolved
through a least square approximation procedure. The 8
Gell-Mann coefficients of [U] are the ones that

(5)

minimize the scalar
2 2 2

E = l!s2-[U]!s1I +l!s4-[U]!s3I (6)

In (6), k1 and k3 are the target vectors of neighbor

pixels in the first image, !s2 and k4 their respective
corresponding target vectors in the second image.

THE H/Ala DECOMPOSITION AND THE
UNSUPERVISED WISHART CLASSIFIER

The application of the Gell-Mann decomposition
procedure limits the polarimetric comparison to the case
of pure images. In order to reduce the speckle, data are
generally averaged and the resulting mean matrix
( [T]) , which represents a distributed target, has its rank
superior to I. ( [T]) cannot be related to a single
scattering matrix [S] and has to be decomposed in order
to identify the global mean scattering mechanism.
In [5] is enounced a polarimetric decomposition theorem
based on the eigenvalue/eigenvector decomposition of a
distributed coherency matrix.
( [T]) is decomposed into a weighted sum of three
orthogonal unitary matrices representing each a pure
scattering mechanism.

3
T

([T]) = L A;f):~;* = 'A1[Ti)+ 'A2[T2]+ A3[T3]
i= I

(7)
with A; the ith eigenvalue of ( [T]) and f; its related
eigenvector.
The unitary eigenvectors are parameterized using 4



angular variables leading to an interpretation of the
scattering phenomenon.

_ [ 6 . Jr- • } I • • JY,f; cosa; sma;cos~;e sma;sm~;e (8)

A statistical analysis of the eigenvector based
decomposition theorem is used in order to extract the
mean global scattering mechanism.
Each one of the three scattering mechanisms described
in (7) is weighted by its pseudo-probability P;
corresponding to its relative power with respect to the
total power.
The mean decomposition parameters are calculated
according to (9).

(a,~.o, y) =
3 A·L, P;(a;, ~i' O;, Y;)withP; = -3-'- (9)

L Aji = 1

j = 1

The three main parameters of this decomposition are
- a the indicator of the mean scattering mechanism. A
value close to 0 relates surface reflection, for dipole

scattering a equals ~ , and reaches ~ when the target

consists in metallic dihedral scatter.
- The entropy H, an indicator of the random behavior of
the global scattering.
- The anisotropy A which represents the relative
importance of the two less significant terms.
H and A define the matrix probability spectrum.
The H-a classification is achieved by projecting the
pixels of an image onto a plane according to their (H,a)
coordinates. The anisotropy allows to distinguish
between pixels belonging to the same class in the (H, ii)
plane depicted in Fig. 1.
The decision borders in this classification plane have
been chosen arbitrarily. The H axis is split into three
zones depicting almost deterministic, moderately
random and highly random scattering. The a regions
have been set so as to contain slight variations around
canonical limit behaviors.
The main advantage of this classification is to provide an
interpretation of the global scattering that is refined
enough to roughly characterize scenes made of targets
with distinct scattering behaviors like the San-Francisco
bay AirSAR image at L band which contains sea, urban
and forest target types.
For complex scenes presenting more various and less
spatially segmented behaviors, theH-a approach fails to
accurately classify the different media types.

7
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Fig. I: H-a classification plane.

This is mainly due to the use of linear arbitrarily fixed
decision borders. Pixels from the same type of natural
media may form a cluster in the H-a plane belonging to
two or more different classes. The classified data set is
then noisy and may lead to misinterpretation.
Furthermore, two or more natural clusters, for instance
single bounce reflection on surfaces with different
dielectric constants, may be contained within a single
class, class number 9 in this example. This drawback is
an important limitation in the case of snow remote
sensing over slightly rough surfaces, since the slight
modification of the backscattering due to the presence of
snow is not detected.

In [8] is presented an unsupervised classification which
adapts its decision to the distribution of the polarimetric
data.
Under some conditions the coherency matrices of an
image are shown to follow a Wishart distribution leading
to the definition of a distance between a pixel coherency
matrix and the center of the mth class.

d(([Tm]), [T]) = lnj([Tml>j + Tr(([Tm]f1[T]) (10)

where ([Tm1>is the mth class center coherency matrix
resulting of the averaging of all the coherency matrices
belonging to the class m, and [T] is the matrix of the
pixel to be classified.
A pixel belongs to the ith class if

d(([T;]), [T]) < d(([T1]), [T]) Vj * i (11)
One can remark the indirect use of information related to
the scattering degree of randomness in (10). The term
\([T ml)j is indeed the product of the eigenvalues of

( [Tm]) and is then closely related to the class center
matrix entropy. Since this matrix results from the
averaging of a large number of matrices, the class center
has in general all its eigenvalues different from 0,
involving that the distance from the class center to itself
is not equal to the minimal value of 3 and depends on the
resemblance of the whole class matrices.
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Both (10) and (11) are used to perform an iterative k
mean classification with an initialization of the class
centers using the H-a segmented plane.
The algorithm is:
Step I: Classify each pixel in one of the 8 classes Ci

of the H-a plane
Step 2: Calculate the mean matrix for each class

1([Ti]) = - ~)TJ e Ci.
n;

Step 3: For each pixel, apply (9) and (IO) to find the
nearest class CJ, and associate the pixel to
this class. If a termination criterion is met go
to Step 4, otherwise go to Step 2.

Step 4: End.
The number of classes is fixed to 8 due to the use of the
H-a segmented plane. The critical point when
classifying with a k-mean procedure concerns the
initialization step, which determines the quality of the
whole classification. This algorithm was tested on many
data sets, and gave satisfying results due to the relevance
of the Hand a initializing parameters. An estimation of
the stability of the pixel distribution acts as a termination
criterion. The process is stopped ifthe stability reaches a
fixed threshold.

DIRECT UNSUPERVISED CLASSIFICATION OF
TWO POLARIMETRIC IMAGES

The classification procedure mentioned above deals with
one image at a time. When comparing polarimetric
images, one has to classify each image, and then analyze
differences by a class to class migration observation
from one image to the other [6).
In order to directly perform the comparison, we build a
polarimetric incoherent representation gathering
information from both images.
From (1), we construct a 6 element target vector Is by
superposing two target vectors, Is1 and ls2 , belonging to
the different images.

(12)

The corresponding hermitian 6 by 6 coherency matrix,
[T]6, summarizes the information from both images and
has the following structure.

[T]6 = lsls*T = r[Ti) (Q)J ' (Q) = Is Is *T (13)
lrnJ*r [TzJ ' z

[Ti] and [T2] are the standard 3 by 3 hermitian

coherency matrices for separate images. [Q) is a 3 by 3

complex matrix which contains information about the
correlation of their polarimetric characteristics.
By construction, [T]6 is pure matrix with only one of its
6 eigenvalues different from 0.
After averaging, its entropy depends on the entropies of
both [Ti) and [T2] but also on the correlation between

the target vectors ls1 and ls2•

Similarly to the 3 by 3 matrix case, the 6 by 6 matrix
image is classified by the way of an unsupervised
Wishart classifier.
The classes are initialized with the results of the Wishart
classification over the separate images which constitute
stable segmentations adapted to the data distribution
within each image. The resulting number of classes is
then 64, involving the use of a class merging procedure
to be able to interpret and visually represent the
classified information.
Considering the whole class set, the clusters to be
merged are the ones presenting the lowest degree of
separability.
Two classes can be distinguished if they are compact and
ifthe mean distance between their elements is high. We
define the separability between classes i andj as the ratio
of their between-class distance to their within-class
dispersion .
The within-class dispersion for class Ci is defined as the
mean distance from its elements to the class center
<CT;]) as described in (14)

n;

wi = .!. L: d( ([T;J), [T];) (14)n.
Ip= I

where [T] i stands for [T] E Ci .

Applying (10) in (14), we find
wi = Inl([T;J>I +Tr([!])= ln(l(fT;1>1)+6 (15)

The distance between class Ci and class CJ is the mean
distance from the element of each class to the center of
the other class.

BiJ = ~((d(([T)), [Tl;))+ (d(([T;]), [T]J))) (16)

B = W;+WJ+Tr(([T;])-1([T))+([T))-1([T;]))
lj 2

(17)
Consequently, two classes are to be merged if they
present a low separability

SpiJ = B/(W; + W) (18)
Data sets are classified according to the algorithm
described in the preceding section, and the number of
classes is decreased using (18) till a fixed number of
classes is reached.



APPLICATIONS TO POLSAR DATA

We apply the classification procedures introduced in this
paper to the polarimetric SAR images of Izoard test site
in the southern Alps. Data has been collected at both
April and October periods, which respectively
correspond to snow and snow free conditions.
The target generators color coded image describing the
test scene in Fig. 2, is built from the diagonal elements
of the coherence matrices.

Fig. 2: Target generators color coded image oflzoard at
L band, October 1994.

We first apply the H-a classification on the snow
covered image at C band.

Fig. 3: April 1994 lzoard. Classified C band image using
the H-a classification.

The classes corresponding to low and medium entropy
single bounce scattering, coded dark and light blue,
occupy a huge proportion of the classified image.
The other main classes are double bounce scattering and
scattering on anisotropic elements, respectively coded
red and green. The noisy aspect of the classified image,
and the concentration of the pixels in a small number of
classes are due to the fact that the linear arbitrarily fixed

9

boundaries do not fit the pixels distribution.

Fig. 4: October 1994, Izoard. Classified C band image
using the Wishart classifier with anisotropy.

In Fig. 4 and Fig. 5 are shown the C band classification
results obtained with the Wishart classifier including the
anisotropy for both observation dates.
This classification shows a lotmore details and permits a
refined analysis of the mean scattering phenomenon.
Since this classifier adapts its decision borders to the
polarimetric information distribution, the features of the
class centers vary during the iterative process.

In order to characterize the nature of each class, we need
to plot their spatial distribution and their occurrence in
the H-a plane as shown in Fig. 6. Other indicators such
as power or the distance for each pixel to its class center
may also be used.

Fig. 5: April 1994, Izoard. Classified C band image
using the Wishart classifier with anisotropy.
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Fig. 6: Characteristics of the 8 first clusters from the
classified image in Fig. 5. Each class spatial distribution
(left) and occurrence (right) are plotted in a H-a plane.

Fig. 7 represents the classified image obtained with the
direct Wishart classifier applied to 6 element target
vectors made of C band polarimetric elements from both
October and April data sets.
The results show more accuracy due to information
given by the between image correlation term [O].

Fig. 7: C band, Izoard. Classified image using the direct
Wishart classifier applied on 6 by 6 coherency matrices
built from both April and October images.

CONCLUSION

In this paper we presented several approaches to
polarimetric image comparison. We first defined 8 real
parameters which characterize the polarimetric
variations between two pure matrices. We presented the
unsupervised Wishart classifier which greatly improves
the quality of the classification due to its adaptive nature.
Finally, we developed a direct Wishart classifier which

merges information from both images to be compared
and take into account the correlation between their
polarimetric characteristics.
During the oral session, we will show detailed results
and interpretations which will be compared to optical
images from Landsat Thematic Mapper, and illustrated
by meteorological snow conditions generated by the
CROCUS simulator fromMeteo-France.
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ABSTRACT

This paper address the snow mapping capabilities of
SAR instruments by presenting results from analysis of
Polarimetric SAR (EMISAR), ERS and RADARSAT
data acquired from two campaign.

Polarimetric SAR and ERS data were acquired as part of
the Snow and Ice experiment within the European Multi
sensor Airborne Campaign (EMAC'95). The test area is
the Kongsfjellet area, located in Norway, 66° N, 14° E.
Fully polarimetric C- and L-band SAR data from
EMISAR, an airborne instrument operated by the Danish
Centre for Remote Sensing (DCR), were acquired in
March, May, and July 1995. In addition, several ERS
SAR, airborne photos, field, and auxiliary data were
acquired. The difference in mean backscattering coeffi
cient between wet snow and ground in July was found to
be 4.5 - 6.5 dB and 7-11 dB for ERS SAR and EMISAR
C-VV data, respectively. For EMISAR, higher differ
ence was found at large incidence angle (55°) than at
lower incidence angle (45°).

In another campaign, a total of 21 RADARSAT SLC
data from Heimdalen area Norway (61° N, 9° E) during
snowmelt in 1997 have been geocoded and recalibrated
and analysed for temporal and incidence angle depen
dencies. The study area is 128Km2 catchment area cov
ering altitudes from 1053 to 1853 m, where most of the
area is above the treeline.

The difference between wet snow and bare ground was
found to be 13 dB for RADARSAT Standard Beam
Mode (S) S7, while the difference in S2 data the day
after was 6 dB. The increase contrast confirmed the air
borne observations and is explained by the difference in
incidence angle. This increased contrast between wet
snow and bare ground for higher incidence angle are
supported by surface scattering model results.

Backscattering from dry snow is found to be 2-3 dB
lower than for bare ground.

Temporal backscattering behaviour correspond to snow
temperature measurements and demonstrates the capa
bility of detecting the snowmelt onset.

KEY WORDS: SAR, snow, angular dependency, back
scattering

INTRODUCTION

Synthetic Aperture Radar (SAR) has demonstrated the
capability to detect the extent of wet snow cover. The
contrast between wet snow and bare ground has been
found to be in the order of 3 dB [1], [2] and [3].

Backscattering Theory

Backscattering from a snow covered terrain depends on
1) sensor parameters which includes frequency, polariza
tion and viewing geometry, and 2) snowpack and ground
parameters which includes snow density, liquid water
content, ice particle size and shape, surface roughness
parameters, stratification aso. Scattering from a snow
cover is the sum of the scattering from the snow surface,
the snow volume and the scattering from the underlying
ground and is given by:

a0(0) = a0ss(6) + P(8)2[a0sv(0') +a0sg(6')L-2(6')]

where cr055(0) = snow surface backscattering coefficient,
'lf(0) = transmissivity of the snow pack, cr05v(0') =back
scattering coefficient of the snow volume, cr0 5g(0') = the
backscattering coefficient of the underlying ground, and
L(0') the one way propagation loss in the snow volume.

In wet snow, the absorption loss is high and the scatter
ing from the snow ground interface may be neglected.
Thus, the scattering from wet snow is a combination of
surface and volume scattering, and the relative strength
between the two components depends on the snow prop
erties- liquid water content, density ice particle size, and
shape and surface roughness [4]. For a dry snow cover
the backscattering from the snow surface may be
neglected and the backscattering is a combination of vol
ume scattering from snow and surface scattering from
the ground.

EMISAR and ERS for snow parameter estimation

The Norwegian part of the European Multi-sensor Air
borne Campaign (EMAC'95) Snow and Ice experiment
test area is located at Kongsfjellet and at the Okstindan
glacier, Norway, 66° N, 14° E. In this area snow is an
important part of the annual precipitation. The snow test
field cover altitudes from about 400 m to 1100m and the
size of the area is approximately 60 km2. Vegetation
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types varies from sparsely forested peat land, forested
areas to exposed rock.

Three combined remote sensing and ground data acqui
sition campaigns were conducted at March 22-23, May
1-3 and July S-6 where fully polarimetric C- and L-band
EMISAR airborne data were acquired. The EMISAR
measurements were supported with 4 ERS-1 data. The
area was completely covered with snow in March. At
400 m altitude the snow was wet while at 1000 m the
snow was nearly dry. The depth of the snow range from
1 meter up to more than 4 meters. In May the area was
completely covered with wet snow and in July the area
was partly covered with wet snow. The EMISAR pola
rimeter data are one look slant range complex data
(SLC) focused to a resolution of 2 x 2 m2. The data is
motion compensated, imbalance compensated, and abso
lute calibrated to a flat earth [].The calibration is stable.

Nominal operation height is 1200 m with a swath width
of 12 km resulting in incidence angle varying from 3S0
to 60° at the near and far range, respectively. The
EMISAR data have been georeferenced to a UTM zone
33 WGS 84 map projection with Sm x Sm pixel size,
using a high resolution DEM [SJ. Figure 1 presents the
EMISAR C-vv backscattering image from July acquisi
tion, where the area is partly covered with wet snow, giv
ing a low backscattering. The positions of the in-situ
measurement stations is also shown.

In situ
Station

Comer ,.d
reflector
i----t
!Km

Figure 1. EmisarC-vv backscatter image from Kongsfjellet,
July 1995.

Figure 2 presents the EMISAR C-VV mean backscatter
ing coefficient with respect to local incidence angle,
Probability Distribution Function (PDF) for local inci
dence angle and the PDF of the EMISAR backscattering
coefficient for the data presented above, for Areal and
Area2, both for snow and bare ground, respectively. The
angular dependencies for bare ground in Area 1 and
Area 2 are similar, for the snow in Area 2 only small
variations are shows. This weak angular dependency for
snow at high incidence angles is an indication of volume
scattering being the dominating scattering mechanism.
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Figure 2. EMISAR C-VV statistics for Areal and Area2.
Left) mean backscattering coefficient vs local incidence angle,
middle) local incidence angle PDF and right) backscattering
PDF.

An increased difference between the mean backscatter
ing value for snow and bare ground was observed when
going from Area 1 (-7.8 dB) to Area 2 (- 11.2).

Figure 3 presents the backscattering coefficient for snow
derived from EMISAR C-VV July and ERS 11July data,
surface and volume scattering model for wet snow. The
volume scattering have been modelled using Rayleigh
scattering from a volume of ice particles with complex
dielectric constant of 3.0, 0.1, and radius of Imm. The
surface scattering have been modelled using Kirchhoff
stationary phase approximation with slope parameter m
= 0.22. At high local incidence angle the EMISAR back
scattering correspond to volume scattering while at low
local incidence angle the data correspond more to sur
face scattering.
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Figure 3. Scattering model overlaid snow data from ERS
l Uuly (square), ERS 12 July (triangle), and EMISAR 6 July
C-VV (diamond and plus) from Areal and Area2.



RADARSAT EXPERIMENT

The Heimdalen area, Norway (61° N, 9°E) is a 128 Km2

subcatchment to Vinstra river and cover altitudes from
1053 to 1853 m. The area has moderate topography.
More than 64% of the area have slopes less 10°. Less
than 8 % of the area is affected by slopes more than 20°
and, 28% have slopes between 10-200.The main study
area is above the treeline, which is approximately at
1200meter elevations, consists of mostly sparsely vege
tated areas (bare rocks and grass heaths) [4]. Three in
situ measurements campaign were carried out close in
time to the RADARSAT overflights where measure
ments of snow temperature, snow density, snow grain
size, and snow liquid water content were measured at
more than 50 locations within the catchment. Mean
snow depth, air temperature, and surface roughness were
also measured. Air temperature data from meteorologi
cal stations within the study area at 1060 meters have
been available. At several locations temperature loggers
were deployed for measurement of snow temperature
during the snow melt period.
The field was covered with dry snow in March 15,with a
depth of the snow cover in the range 1-4 meters. Snow
melt starts in mid May and the snow starts to become
wet in the lower parts of the area. During the field cam
paign in mid May the area was cover with partly wet
snow. In June the field was partly snow covered with wet
snow. Fig. 4 presents the geocoded and recalibrated
Radarsat backscattering image from 11June. We clearly
see the difference between wet snow (dark) and bare
ground. The positions of some of the field sites are also
shown.

ANALYSIS

The RADARSAT data have been georeferenced to a
U1M zone 32 WGS 84 map projection with lOm x 10m
pixel size, using a high resolution DEM and inhouse
developed geocoding software [6]. The geometric accu
racy of the geocoded RADARSAT data have been
checked by correlation analysis between SAR image and
arial photo. The rms difference in range and azimuth
position was found to be approximately 10m and the 16
m, respectively. To reduce the speckle level a 5x5
median filter was applied to the geocoded and recali
brated RADARSAT backscattering coefficient image in
dB.

The backscattering statistics was calculated for several
small areas within the study site. The result from Area 1
(UL 492590, 6804735 UTM sone32) with an area of
approximately 30 x 30. Fig. 5 presents the snow temper
ature and backscattering as a function of time. The snow
temperature measurements are from station 5, 8 and 14
see Fig. 4. The backscattering coefficient is derived from
Area 1using all available S6 and S7 ascending pass data.
From the snow temperature measurements at station 5 at
1200 meter altitude, we observe that the snow tempera-
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Figure 4. Geocoded Radarsat SLC backscattering image fon
Heimdalen 11 June, 1997 in UTM zone 32 map projection.
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Figure 5. Backscattering as funtion of time for different
elevations.

ture reach 0 °C in mid May, while at station 14 at 1700
meter altitude the snow temperature reach 0 °C approxi
mately 14 day later. From the data, we observe that some
snow melt takes place in end of April and beginning of
May. From the temperature data and the field measure
ments we find that the snow is wet in mid May and June.
Thus, at these times surface scattering is the main scat
tering component from the snow. For bare ground sur
face scattering is assumed to be the main scattering
source.We observe a decrease in backscattering corre
sponding to the melt onset as observed by the snow tem
perature loggers. At 1100meters a significant decrease is
taking place between 24 April and 8 May, at 1300 the
decrease in backscattering coefficient takes place
between 8May and 18May.
In 11 June Radarsat Standard Beam Mode (S) S7 data
the difference between wet snow and bare ground was
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Figure 6. Backscattering vs local incidence angle.

found to be 13 dB, while the difference in S2 data one
day later was 6 dB. Figure 6 presents the backscattering
coefficient as function of local incidence angle derived
from Area 1 using 18 Radarsat data. Surface scattering
model data using Kirchhoff stationary phase approxima
tion with slope parameter m = 0.48 and 0,38, respec
tively are also shown. The bare ground data are from 23
August (S2) and 29 August (S7), respectively, while the
dry snow data are obtained using Radarsat data from
March and April. We also observe that a reduction in
surface roughness increase the incidence angle depen
dency. The effect on the backscattering coefficient for a
wet snow covering the ground is a effective smoothing
of the surface roughness in addition to having a lower
reflection coefficient. We observe that the backscattering
of wet snow show a stronger incidence angle depen
dency than bare ground. The difference in backscattering
between bare ground and wet snow is 5 dB and 12 dB at
25 ° and 45°, respectively. Thus the difference between
bare ground and wet snow is increased with 7 dB when
observed with S7 instead of S2. The S2 beam mode cor
respond to the ERS SAR nominal incidence angle (23°
at mid swath).
We observe a difference between dry snow and bare
ground of approximately 2 dB. An increase difference is
observed for higher incidence angle. Theoretically the
power reflection coefficient between dry snow and bare
ground is smaller than the reflection coefficient of an air
ground interface. In March and April when the snow is
dry, the snow depth in the areas is 1-3meters (site 5-8 in
March). The ground is frozen and thus the lower ground
reflection may cause this change.
An increased difference between the mean backscatter
ing value for snow and bare ground was observed when
going from june 12data to june 11data.

Since the contrast depend on the ground and snow prop
erties, wet snow will show higher contrast to ground
with high (rough surface) backscattering.

CONCLUSIONS

Both from analysis of airborne SAR and Radarsat SLC
data the difference in backscattering coefficient between
snow and bare ground was found to be higher at large

incidence angle S7 (45°) than at lower incidence angle
S2 (24°). The incidence angle dependency of the back
scattering from bare ground and wet snow corresponded
to surface scattering model. Thus, SAR images acquired
with large incidence angle gives better separability
between wet snow and bare ground. Thus previous pro
posed classification algorithms [l]
A difference of approximately 2-3 dB between bare
ground, and dry snow is also observed in the RADAR
SAT data. A frozen ground and thus a lower ground
reflection may explain this change.
The extent of wet snow cover is clearly observed in the
SAR data. The temporal change in the extent of wet
snow is also seen. The melt zone and its temporal devel
opment can also be seen in RADARSATdata.
These result documents the capabilities for using Radar
sat and ENVISATASAR data in operational snow cover
mapping for hydropower production planning and flood
prediction.
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Abstract
Stable natural reflectors (Permanent Scatterers) can
be identified from long temporal series of interfero
metric SAR images even with baselines larger than
the decorrelation one. We discuss the use of PS in
urban areas, like Pomona (California) showing sub
sidence and absidence effects. An estimation of the
Atmospheric Phase Screen (APS) superimposed on
each image and the displacement field in the area of
interest is carried out. New solutions are presented in
order to cope with non-linear motion of the targets.

1 Introduction
One of the main difficulties encountered in DlnSAR
applications is due to temporal and geometric decor
relation. The main goal of our research was the
identification of single pixels (to be called Permanent
Scatterers - PS) coherent over long time intervals and
for wide look-angle variations [1]. This allows one to
use all ERS acquisitions relative to an area of inter
est. In fact when the dimension of the PS is smaller
than the resolution cell, the coherence is good (the
speckle is the same) even for image pairs taken with
baselines larger than the decorrelation one. Then, on
those pixels, sub-meter DEM accuracy and millimet
ric terrain motion detection can be achieved, even if
the coherence is low in the surrounding areas. Re
liable elevation and deformation measurements can
then be obtained on this subset of image pixels that
can be used as a "natural" GPS network.

2 Method
The mathematical framework for this kind of esti
mation is rather simple. Let us suppose that N + 1
ERS SAR images of the area of interest are avail
able. Data are first coregistered on a unique master
and a DEM of the area is estimated starting from
low temporal baseline pairs [3]. Then, N differen
tial interferograms between all SAR images and the

master are computed. After DEM compensation, the
residual phase of interferogram i is [1J:

47r
'Pi = ;:rri + O:i + ni + Etopo_i (1)

where Ais the system wavelength, O:i the atmospheric
phase contribution, ti, the decorrelation noise, Etopo_i
the phase contribution due to possible errors in the
DEM (proportional to the normal baseline of each
image Bn_i) and rr, is the possible target motion in
the direction of the satellite line-of-sight (LOS).

The first term in Eq. (1) can then be written as
follows:

47r 47r
;:rr; = ):' ·Vr · T; + µNLi = Cvi · V + µNLi (2)

where v is the unknown component of the mean tar
get velocity in the direction of LOS, µNL is the phase
term due to a possible non-linear target motion and
T; is the temporal baseline between the master ac
quisition and the generic i-th slave image.

Since we have N differential interferograms of the
same area with different temporal and geometric
baselines, we finally write, for each pixel, a linear
system of N equations and 2 unknowns (e,, vr):

'Pi= Czi · Ez + Cvi · V i = 1... N (3)

where Cz is the DEM error and czi is proportional
to Bn_i·

The problem would be linear if we knew the un
wrapped phase values. Anyway, using a simple pe
riodogram (albeit with an irregular sampling of the
two dimensions: baselines and time) we can estimate
both the residual elevation and the mean LOS ve
locity, provided that the signal-to-noise ratio is high
enough.

Actually phase residues (wi) are the sum of
three contributions: atmospheric components (At
mospheric Phase Screen - APS) of the master and
the slave acquisitions, noise, and non linear motion:

ui; ='Pi - Czi. e, - Cvi. Vr = µNLi +a;+ n; (4)
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Since µNL , et and n are independent random vari
ates, the residual phase variance IT~ is the sum of
three contributions too. As a matter of fact, a proper
estimation of target motion and elevation is possible
only if IT~ is low. To this end, the analysis is carried
out in two steps. First a subset of image pixels is
selected using the coherence maps of the area of in
terest: only locations of highly coherent targets are
retained (low IT;). If now we consider a couple of tar
gets not too far apart (distance less than, say, 1 km),
it is usually possible to estimate ~v (relative mean
velocity) and ~Ez (relative elevation error) with a
high degree of accuracy. In fact, low distance im
plies low variance of the atmospheric component: for
points less than 1 km apart, values of IT;_ less than
0.1 rad? are common [4]. Moreover, the motion of
neighboring pixels is usually correlated. If this hy
pothesis is verified, IT~. should be low as well. Es
timation of (v, E z) is then obtained integrating the
values of (~v, ~Ez) previously estimated from cou
ples of neighbor pixels [2].

Once the differential phase values 'Pi have been
compensated for Ez and v (i.e. data have been de
trended for the estimated DEM errors and the mean
velocity field), we can start looking at their tempo
ral evolution, to check for subsidence leakage. The
low pass component of the phase residues should be
considered as an estimation of the non-linear motion
contribution µNL, since atmospheric components are
highly correlated in space but uncorrelated in time.
APS estimation is then carried out smoothing spa
tially the high-pass filtered time series of the phase
residues uu, As described in [l] and [2], after esti
mation and removal of all the APS superimposed on
the data, we can finally estimate the motion of each
pixel in the image and identify more PS's.

3 Results
An interesting case of subsidence, already studied us
ing differential interferometry and other techniques,
is found in Pomona [5]. 41 ERS images were avail
able (Track: 170. Frame: 2925). All were resampled
on the same master acquisition (ERS2 - April 6th,
1996) and 40 interferograms were obtained. In Fig. 1
the incoherent average of all the data (close up of Los
Serranos area) is reported: due to the high number
of looks, the radiometric quality of this image is com
parable to that of an optical one. Using 4 Tandem
pairs, we also determined a reference DEM (about
10 m accuracy, also limited by building effects) of
the area of interest using the wavelet approach [3],
and the correspondent phase was removed from each
single image.
After the initial selection of the PS set (about 3

PS/km2 were identified), phase increments between

rn

'i5z

Figure 1: Geocoded multi-image reflectivity map of
the test site (close up of Los Serranos area). The
high radiometric quality is due to the incoherent data
average.

each PS and all the others less than 1 km apart were
estimated using the periodogram technique. To bet
ter illustrate this kind of approach, in Fig. 2 we show
the temporal distribution of the takes together with
their normal baselines, referred to the master image.
The range of normal baselines is about +/- llOO m,
while the maximum temporal baseline is more than
6 years. If a PS had a LOS velocity of, say, 2 cm/yr
and a residual elevation difference of 5 m with respect
to a neighboring scatterer, considered as a reference,
its phase variations as a function of time and base
line would be a 2D sinusoid, also represented in the
Fig. 2. If now we accept, temporarily, the hypothesis
of constant LOS velocity of each pixel, then using a
periodogram we can estimate both the residual ele
vation and the LOS velocity difference of the pixels.
As already mentioned, this operation was carried out
for all PS pairs less than 1 km apart, thus removing
the effects of the residual elevation with respect to
the average DEM and of the LOS velocity and esti
mating the unwrapped phase values [2].
After estimation of both elevation and mean veloc

ity of the targets, time series analysis of the phase
residues in correspondence of each PS was carried
out. The target is to identify possible non-linear mo
tion contributions. As discussed previously, for each
PS we carried out a temporal smoothing using a tri
angular filter (300 days long) and we removed the low
pass component. Phase residuals were then spatially
filtered using a moving average on a 2x 2 km win
dow. APS's were then interpolated on the original
regular grid and removed from each datum. It should
be noted that each APS is actually the difference of
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Figure 2: Space-Time distribution of the available
data. The bidimemensional sinusoid represent the
phase contribution for a LOS velocity of 2 crn/yr
and a DEM error of 5 rn (see text).

the atmospheric component of the slave image and
the APS of the master acquisition. Averaging the
40 APS's it was possible to get an estimation of the
master contribution and then of each single contri
bution. An example of estimated APS is reported in
Fig. 3.
After APS removal it is possible to estimate not

only the mean velocity field of the area but a dis
placement field as a function of time, possibly inter
polating the displacement maps on a regular tempo
ral grid. Here we report a sequence of 4 spatial maps
corresponding to 4 equally spaced time instants (Fig.
4, 5, 6 and 7). The non-linear motion behavior
reflects into the change of shape of the contour lines.
A perspective view of the displacement field of Fig. is
also reported in Fig. 8. Maximum positive and neg
ative displacements are +6 and -20 cm, respectively.
Of course, computer animation procedures can pro
vide an improved visualization of the phenomenon
under study. Two animations relative to the esti
mated displacement field in Pomona since June 1992
will be soon available on our web site (http://www
dsp.elet.polimi.it ).

4 Conclusions

We have shown that in urban areas Permanent Scat
terers exist that allow to generate interferograms on a
sparse grid, even if the time lapse between the takes
is many years long. The spatial dimensions of the
scatterers can be selected to be small with respect
to range resolution so that baselines longer than the
critical one can be used. The density of those PS's,
small enough to have sufficient phase stability with
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Figure 3: Example of APS estimated for April 6th,
1996. The APS has been superimposed on the multi
image reflectivity map of the area. APS standard
deviation is 0.86 rad.

Figure 4: Pomona: estimated displacement field in
crn relative to the time interval June 1992- February
1994. Contour lines step: 2.5 crn.

Figure 5: Pomona: estimated displacement field in
crn relative to the time interval June 1992 - Septem
ber 1995.
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Figure 6: Pomona: estimated displacement field in
cm. relative to the time interval June 1992 - May
1997.

Figure 7: Pomona: estimated displacement field in
c:m relative to the time interval June 1992 - January
1999. Color scale has been satured for visualization
purposes(+/- 12 cm).

Figure 8: Perspective view of the displacement field
relative to June 1992 - January 1999. Minimum neg
ative value: -20 cm. Maximum positive displace
ment: +6 cm.

respect to the baseline, was seen to be sufficient (at
least in urban areas) to be able to estimate the at
mospheric disturbance (the APS) with a sufficient
spatial resolution. Then, the estimated APS can be
removed from the interferometric phase, improving
the DEM estimates and improving the estimate of
the pixel motion.
The long time lapse observations made available

by this technique allow to estimate long term pixel
motion with an accuracy that was previously attain
able using optical techniques only. Sure enough, the
density of the PS's may prove to be too low in veg
etated areas, so that artificial PS's, namely corner
reflectors, will have to be added in some locations.
However, first tests indicate that rather small CR's,
say with 1500 m2 cross section, should suffice.

Several questions remain to be studied like: i) the
distribution of PS's in different types of terrain, ii)
the possibility of reducing the threshold coherence
level to extend their number, iii) the physical nature
of the PS's in towns and on rocky terrain, etc. iv)
the quality of the APS estimates and their statistics.
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ABSTRACT

In the frame of the EC Environment and Climate Program
project, SIBERIA, an extensive forest map for a part of
Siberia will be produced using state-of-the art satellite
data and remote sensing techniques. Among other sensors
the JERS SAR will be used. In this contribution important
steps in the JERS processing will be discussed, including
radiometric calibration, geocoding, and final products.

INTRODUCTION

The main objective of the EC Environment and Climate
Programme project "SAR Imaging for Boreal Ecology
and RADAR Interferometry Applications" (SIBERIA) is
the production of an extensive forest map for a part of
Siberia using state-of-the art satellite data and remote
sensing techniques. The proposed forest map will serve as
a unique planning and monitoring tool for the sustainable
management of the natural resources of Siberia, for its
socio-economic development and for a better
understanding of the role of boreal forest in climate

change.
One of the sensors used for the production of the forest
map is the L-band SAR on the JERS-1 satellite. JERS
data over Siberia are available either from the onboard
data recorder or by direct link-down at the mobile
German receiving station, which was set up in Ulan Bator
in 1997 and 1998. The JERS SAR data are of particular
interest because of the sensitivity of the L-band
backscatter to forest biomass. This permits a relatively
good separation of forested and unforested areas. Also of
high interest are interferometric terrain height estimates
and the degree of coherence.
In the following the processing chain set up at Gamma
Remote Sensing for the required pre-operational JERS
SAR and INSAR processing, radiometric calibration, and
geocoding will be presented. Special attention is given to
the radiometric calibration and to the geocoding. The
radiometric calibration is important for the quantitative
interpretation of the backscattering coefficients.
Geocoding is required not only for the geographic
reference of the results but also to facilitate the
combination with ERS SAR based products and available

Fig 1:Map of the Siberia test area. The dark boxes indicate JERS tracks with even RSP (track) number.
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in-situ data. In the second part we show some products
that demonstrate the high potential of the JERS SAR data
for boreal forest mapping.

RADIOMETRIC CALIBRATION

The calibration factor required for the absolute
radiometric calibration of JERS SAR processing was
determined based on active calibrator data made available
by M. Shimada (NASDA), and validated by cross
comparison with NASDA processed data over a tropical
forest site (Figure 2). Good agreement was found.
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Figure 2: Averaged calibrated backscattering coefficients
cr0 of image segments across JERS image processed by
Gamma MSP versus corresponding value extracted from
data processed by NASDA. The linear regression shown
is y = 0.775 + l .0007x.

JERS PROCESSING

Figure 3 shows the JERS data processing chain. Data are
processed track by track as indicated in Figure 1.
Interferometric pairs are processed together.

Raw Data:

For the Siberia project the JERS data requirements are a)
global coverage of the test area (see Figure I for a map),
b) INSAR coverage of selected sites, and c) multi
temporal coverage of selected test sites.
From the signal-interpretation point of view important
criteria were:

No melt-freeze or snowfall events in the data.
Complete coverage of the test-area within one
season.
Small temporal baseline between in-situ observation
and SAR data acquisition.

Additionally for interferometry:
A spatial baseline of less than about 2 km.
Succeeding orbits (44 days).

JERS data are available either from the NASDA JERS
archive (up to summer 1997) or from the special mission

of the DLR receiving station in Ulan Bator (autumn 1997
to summer 1998). The Ulan Bator data were received and
synchronized by DLR and processed to level 0 format by
NASDA. In the Siberia project the Ulan Bator data are
preferred for its almost complete coverage in spring and
summer 1998. But also archive data have been processed
to investigate temporal changes and because at the
beginning of the project no Ulan Bator data were
available.

01JERS raw data

SA~ Processing (MSP)

•

Estimation of multilook
backscattering coefficients
and texture.

I
In~ferometric SAR Processing (ISP)- Coherence estimation

TeAain corrected geocoding•I Backscatter, coherence, and texture
images in UTM geometry

Figure 3: JERS data processing chain.

SAR processing, radiometric calibration, and fine
registration:

The SAR processing with Gamma's Modular SAR
Processor (MSP) [1] includes radio frequency
interference (RFI) filtering. The radiometric calibration
accounts for JERS sensitivity gain control (STC), and
automatic gain control (AGC). In addition it corrects for
JERS range antenna pattern. Gain saturation correction
was not applied. A MSP calibration constant of 22.I dB
was used as derived in the calibration experiment.
Multitemporal SLC are registered to a common slant
range geometry. For the backscattering images 4 looks in
slant range and 12 looks in azimuth are taken. To
investigate the information content of the texture for
forest applications, a texture image is generated.

Interferometric SAR Processing:

The INSAR Processing is done with Gamma's
Interferometric SAR Processor (ISP). Common band
filtering is applied. As expected from the large temporal
baseline of 44 days, the coherence is generally low. In



spite of the low coherence, we succeeded to generate
INSAR DEM's for a few test areas.

Terrain corrected geocoding:

Geocoding is used for the registration of the JERS with
the ERS images and the available in-situ data. During the
map production phase geocoding will be an important
step of the mosaicing process.
For the geocoding the GAMMA Differential
Interferometry and Geocoding Software (DIFF&GEO)
was used. The global DEM "gtopo30" was used as
geometric reference. Quadratic spline interpolation
algorithms were used for the data interpolation necessary
in the single resampling step. The effective number of
looks, determined with the method of moments, is about
25. An error of 200m in height in the "gtopo30" DEM
results in an error of 220m (far range) to 270m (near
range) in localization.

PRODUCTS

The final JERS data products are in UTM coordinates
with pixel spacing of 50m in easting and northing. To
keep the image files at a reasonable size, the data strips
were cut into tiles of 1OOkm x 1OOkm. The products
include backscatter coefficients, coherence maps, texture
images and the interpolated "gtopo30" DEM (see Table
1). Figures 4 to 7 show the JERS data products for a
subsection near Krasnoyarsk (RSP 148, June 18 and
August 1, 1998). The backscatter images of June 18
(Figure 4) and August l (Figure 5) show detailed
information about the ground state. The low
backscattering indicates the agricultural areas at the
bottom and on the right side of the image. Some fields
change the backscattering due to farming activity. On the
left side and in the center of the image the area is forested.
Different forest types can be distinguished from the
different backscatter levels. The classification of different
forest types is one of the key issues of the Siberia project.
Looking at the coherence image, presented in Figure 6,
we find some relief dependence. The coherence is often
low in the valleys. Forested area often exhibit higher
coherence than open fields. Agricultural areas show a
higher dynamic range due to the different crop types and
growth stages. The texture image given in Figure 7
indicates the boundaries of large spatial backscatter
changes. The borders of the river and the edges of the
fields are indicated by high texture values.
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CONCLUSIONS AND OUTLOOK

The JERS data processing chain in the Siberia project was
presented. Geocoded and calibrated backscatter, texture,
and coherence images in UTM geometry at 50m pixel
spacing are generated.
Preliminary results confirm the expected potential of the
JERS data with respect to forest/non-forest classification.
Next steps of the project will be a more thorough
investigation of the ERS and JERS signatures with
available ground-truth, the definition of a robust
classification algorithm, and the operational application of
the entire processing chain from the raw data to the forest
map for large parts of Siberia.
Additional data sets such as ERS Tandem coherence
maps, and backscatter ratio images will be available for
the landuse classification.

f final JERS d d----- -· - ____ ....., ___ ----- 0--

Backscatter images:
Backscattering coefficient cr0 in short integer format.
cr0= l.e-06*SOR(value)

Coherence images:
Adaptive estimates of degree of coherence in unsigned
character format.
coherence= value/255.0

Texture images:
The texture is obtained from 5 x 15 sections using
llog<I> - <log I>l, where I IS the backscattering
coefficient. Images are stored in unsigned character
format.
texture= l.e-02*SQR(value)

DEM:
The interpolated global DEM is in short integer format.
height [m] = value
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Figure 4: JERS backscatter image of 18. June 1998 near Krasnoyarsk. The imag~;iie is 6S x 40 km2.

Figure 5: JERS backscatter image of 1.August 1998 near Krasnoyarsk.



Figure 6: Estimate of coherence between June 18, 1998 and August l, 1998. The geometric baseline is 650m.

Figure 7: Texture image of 18. June 1998 near Krasnoyarsk.
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ABSTRACT

This paper presents the first results concerning the use
of ERS Tandem coherence time series for monitoring
the dynamics of a mixed temperate forest ecosystem.
The spatial and temporal sources of decorrelation are
analyzed and we propose a preliminary explanation of
the observed variation of coherence over the
Fontainebleau forest.

INTRODUCTION

Recent studies, based on measurements of atmospheric
C02 concentrations and on the use of atmospheric
transport model, have suggested that temperate
ecosystems, particularly forests, might presently act as
major carbon sinks. This would mainly results from a
human-induced effect of C02 fertilization on forest
growth (l ]. However, large uncertainties still exist for
determining whether carbon sink or source occurs in
temperate deciduous forests [2].
In this context, the potentialities of space-borne
Synthetic Aperture Radars (SARs) for monitoring forest
ecosystems must be investigated. Particularly, data
acquired by existing C-band systems must be evaluated.
Today, few studies are concerning with temperate
deciduous forests. In addition, they all suffer from a
lack of experimental data both in radar time series and
in associated relevant ground data [3]-[5]. However,
most of these studies demonstrate the potentialities of
coherence information, especially for forest - non-forest
classification [5]. They also point out the need of a
better understanding of interferometric signatures over
forests [6]-[7].

The present study aims to evaluate the relevance of
ERS-1/2 SAR instruments for monitoring temporal and
structural changes in a mixed temperate forest
ecosystem. Emphasis is put on the capability of InSar
time series for detecting the leafy cycle of a deciduous
forest. Firstly, we want to examine the different factors
of decorrelation including system noise, spatial and
temporal effects. Secondly, we investigate the
possibility to relate the coherence variations to the
structural and seasonal forest dynamics.

SITE DESCRIPTION AND DATA COLLECTION

The Fontainebleau forest

The Fontainebleau forest, located 70 kilometers
southeast of Paris, is a managed mixed deciduous
coniferous forest extending over 17 000 ha. Dominant
species consist of oak, beech and Scots pine. Co
dominant species are hornbeam and birch.
This forest was used as a test site during several
airborne and space-borne campaigns such as EMAC-94
(http://www.estec.esa.nl/vrwww/emac/). Within the
frame of these campaigns, we have developed a large
database dedicated to remote sensing studies and model
validation. A detailed description of the forest and the
associated ground data can be found elsewhere in [8]
and [9].

Ground data collection

Besides the inventory measurements aimed at
determining the structural parameters of about 55 test
stands, intensive measurements were performed during
each overpass of ERS-1/2 satellites [9]. They consisted
of measurements of ephemeral biological forest
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parameters like the PAI or the leaf water content on
three representative test stands (oaks: C08, beeches:
HI 3; pine trees: P08). As an illustration, Fig. I shows
the seasonal variation of the Plant Area Index (sum of
Leaf Area Index and Wood Area Index) measured
during the 96-growing season for oak, beech and pine
trees, respectively. Throughout the year, deciduous trees
exhibit a well pronounced seasonality, characterized by
the leaf-on in April and the leaf-off in November.

Sr======;-~~~~~~~~~,
<> Oakso Beeches

7 H /::;,. Pine trees

6

o
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Fig. I: Seasonal variation of PAI for oaks, beeches and pine
trees.

On the whole, maximum Leaf Area Index (LAI) is
reached 4-6 weeks after leaf-on and ranges from about I
to 8, depending on stand development. For coniferous
trees, LAI shows minimum values in winter and
maximum values in July, ranging from I to 7.

Meteorological data

It includes semi-hourly air temperature, precipitation
and wind speed, parameters measured by the
meteorological station of Fontainebleau.

INTERFEROMETRIC PROCESSING

Data

We have focused on I-day time interval acquisinons
provided by all the ERS Tandem pairs available on the
Fontainebleau forest. The resulting dataset includes 9
Tandem images acquired in descending orbits from
August I995 to July I996 and covers the critical
phenological stages of vegetation development (Table
I). The Fontainebleau test site is totally imaged with a
range of variation of the incidence angle of about 2
degrees around two mean incidence angles of 22.75°
and 26.5°. The perpendicular components of all tandem
baselines range from 27 m to 256 m.

Pair Phenological ERS-1 Incidence Baseline
State date angle(°) (m)

1 Max. LAJ 06Aug. 95 22.75 83
2 LAJ -:::,i 15 Oct. 95 22.75 256
3 19Nov. 95 22.75 168
4 LAI= 0 24 Dec. 95 22.75 185
5 03 Mar. 96 22.75 35
6 19Mar. 96 26.5 27
7 Bud burst 23 AQr.96 26.5 82
8 LAI 71 28 Ma}'.96 26.5 103
9 Max. LAI 02 Jul. 96 26.5 70

Table I: Acquisition parameters for the 9 Tandem pairs.

Coherence estimation

Interferometric processing of SLC data is achieved with
the DIAPASON software developed at the Radar
Department of CNES. The processing combines two
SLC images into an interferogram including a
coherence image. The interferometric coherence y is
calculated as:

(I)

where g1 and g2 are the complex pixel values of the
ERS-1 image and ERS-2 image, respectively and

1 N
(g)=-I.gi

N i=I

(2)

indicates the spatial expectation over an N pixels
window. Here, an optimal window size of 25 (azimuth)
by 5 pixels is retained, insuring unbiased expectation of
coherence values (Fig.2). According to [10], the
estimated coherence bias is then negligible for y > 0.4
and below this threshold, the coherence values of
forested areas can be also accurately estimated with
uncertainty of about 0.08 for a 25x5 window as
mentioned in [6].
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Fig 2 : Variation of the estimated coherence y versus different
window size (December 1996).



Analysis of decorrelation factors

To compare the coherence estimates on forested areas
within a time-series, a normalization process has to be
carried out [l l]-[13]. In a first step, the various non
forest sources of decorrelation are analyzed. The
coherence values can be divided into three factors [13]:

lrl= lrlnoise ·lrlspatial ·lrltemporal (2)

where lrl . is related to the processor and the thermalnoise
noise decorrelation, which are normally negligible for
reasonably high signal levels (y>. SIN > ), lrl . isspatial

the spatial decorrelation factor which includes
decorrelation due to acquisition geometry, site
topography and volume scattering within the forest

medium. The third factor lrl can be decomposedtemporal

into one term related to meteorological effects and one
term related to temporal changes in vegetation.

ANALYSISOF THE SPATIAL
DECORRELATION

Influence of SAR acquisition geometry

Common band filtering of the azimuth and range spectra
is applied in order to eliminate the non-common parts of
spectra and to optimize the interferometric correlation.
The baseline decorrelation is then compensated by
normalizing the tandem coherences values with the
theoretical profile given in (13J. For the largest baseline
(256 m), the correction applied on the Tandem
coherences values is about 0.08. The decorrelation
effect due to different viewing angles is quite difficult to
evaluate here since the 2 used incidence angles differ
from only 4° (Table I). Consequently, the effect is
assumed to be negligible in this study, but will be
analyzed in detail using a coherent model [14].

Influence of site topography

As well, the slope effect, which is expected to induce a
coherence loss in the case of radar-oriented slopes, can
be neglected here (flat area), except for pine trees stands
generally located on hilly terrain. A simulated
interferogram is generated by correlation with a DEM.
The Fontainebleau forest of about 15xl5 km2 is a small
enough area to accurately coregister DEM in Lambert II
co-ordinate system with the slant-range-azimuth domain
of the interferogram.

Influence of forest structure

Fig. 3 shows the vanauon of the coherence y versus
total aboveground biomass (expressed in tons of dry
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matter per hectare) of deciduous and coniferous stands.
Overall, there is a negative relationship between the
coherence y and total biomass. The statistical correlation
coefficients of the different logarithmic relationships
between y and total biomass are smaller than 0.5 and 0.8
for deciduous and coniferous stands, respectively.

Deciduous
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Fig. 3 : Decorrelation versus total biomass for deciduous trees
and conifers. The mean trends are given for the 4 seasons.
Only experimental data of wintertime are plotted (DJ.

Furthermore, it is observed a seasonal dependence of
the relationships between coherence and biomass. For
deciduous species, y is a decreasing function of biomass
in winter and autumn whereas it is almost independent
of biomass in spring and summer. The leaf number,
increasing volume scattering, is certainly one of the
main driving factors of decorrelation. The absence of
leaf therefore explains the highest coherence values
observed during the winter season and the presence of
leaves explains the lowest and stable coherence profile
during summertime (where the number of leaves is
maximal). At this time, these results are not fully
understood and need to be interpreted by sensitivity
analysis using a coherent model [14].
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For coniferous species, the trends are all decreasing but
compared to deciduous trees, the slopes are higher,
especially in autumn. The increase of volume scattering
as a function of biomass can certainly explain the y
decreasing profiles because the seasonality of LAI for
conifers is not as marked as deciduous trees and needles
are present at any season (Fig. I). The observed
seasonal variations need to be understood by taking into
account other temporal changes occurring in the forests
(e.g. in soil moisture).

TEMPORAL DECORRELATION

Influence of meteorological events

Random dislocation and dielectric changes of
individual scatterers occurring during the time interval
of the ERS-1/ERS-2 repeat pass tend to lower the
interferometric correlation. Depending on the type of
forest structure, effects of wind, temperature and rain
will be more or less severe [11]. For a difference in
wind speed smaller than 15 km/h, there is a slightly
decrease of coherence as a function of wind difference
for urban areas and for forested areas. The coherence
values remains low and stable for water areas (Fig. 4).
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Fig. 4: Variation of coherence versus differences of wind
speed between ERS-1 and ERS-2 acquisitions for urban,
forested and water areas.

As well, there is no clear indication of an effect of
temperature and rainfall on coherence. Because more
than 9 tandem pairs are needed for a statistical analysis,
it appears difficult to conclude now on the influence of a
meteorological event on the decorrelation.

Influence of seasonal changes in forests

Deciduous species

Fig. 5 shows the seasonal variation of coherence for 3
different deciduous stands corresponding to different

total biomass of 30 (thickets), 120 (pole stands) and 310
t DM ha-' (mature stands), respectively. On the whole,
seasonal variation of coherence is well pronounced. The
highest coherence values are observed in winter when
leaves are absent whereas low and constant values of
about 0.2-0.25 are found in spring and summer after leaf
emergence. The decrease of coherence occurs during the
period of leaf-on in March-April and an increase in
coherence values is found again in autumn during leaf
fall. Furthermore, the seasonal variation of coherence
strongly depends on stand development. They dynamic
range is high for the youngest stands with low biomass
whereas mature stands with high biomass exhibit a
smaller dynamic range. This mainly results from the
winter coherence values which decrease as biomass
increases. Besides, the summer values are almost
identical at about 0.2, indicating no correlation at all.
Indeed, this value corresponds to minimal ERS system
signal to noise ratio.
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Fig. 5: Seasonal decorrelation observed over deciduous trees
for different stand development. The corresponding mean
biomass for the thickets and the tendency lines are also
indicated.

Coniferous species

The seasonal variation of coherence for conifers is
compared to that of deciduous trees (Fig. 6).
Surprisingly, the seasonal variation is quite the same for
both tree types. However, the same interpretation does
not hold since conifers as evergreen trees do not exhibit
large phenological variation throughout the year (see
Fig. I). Other factors of decorrelation including
dielectric changes in canopy and soil must therefore be
analyzed.
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over deciduous trees and conifers.

Influence of soil contribution

Observed coherence over bare soils are always high (see
Fig. 2). As for backscattering coefficients, the
importance of soil contribution to the scene coherence is
a function of both the moisture status of the soil surface
and the attenuation by the vegetation layer. This was
demonstrated for cr0 on the Fontainebleau test site using
multitemporal ERS data combined with a backscattering
model [9]. For a beech stand, the analysis of the
different contributions shows that the decrease in
backscattering from January to March is mainly due to
the drying of the soil surface (Fig. 7).
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Fig. 7: Comparison between simulated 0° and ERS-1 /2 data
for the H13 beech reference stand (from [9]).

Leaf emergence leads to an increase of about 2 dB
during a short period when leaves contain a high
percentage of water. Meanwhile, the contribution of the
soil drops down due to the high attenuation by the
foliage. As well, the seasonal profile of coherence
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results from the contribution of each forest component
at a given season. In winter, high values of coherence
can be related to the high moisture content of the soil
surface and low coherence values can be related to both
the presence of leaves and the small contribution of the
dry soil surface.
For conifers, the seasonal variation of backscattering
was not yet simulated. However, one can observe
similar temporal profiles between coherence and soil
water content. The higher the soil humidity is, the
higher the coherence value. The soil contribution is
expected to be more important than for deciduous
because the canopy structure of the P08 stand is more
opened than that of the H 13 stand.

Influence of foliage water content

The variation of mean summer coherence values as a
function of foliage water content (expressed in t H20
/ha) is plotted on Fig. 8. As expected, y is a decreasing
function of the foliage water content. However, the
sensitivity of coherence is weak, of the order of 0.025/ t
H20/ha·'.
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Fig. 8: Variation of coherence versus foliage water content
(proportional to leaf biomass) during summertime.

PRELIMINARY INTERPRETATION

From the above observations and following [7], the
degree of coherence y can be decomposed as a function
of the contribution of each forest component as :

I Ia o ground er o wood I Ia" foliagelrl= r ground a + Irwood 1--0--+ r foliage --o=, o-, er,
where Yground• Ywood and Yro1iage• then o"ground- cr0wood and
CT0roiiage represent the forest ground, wood and foliage
coherences and backscattering coefficients, respectively.
Each coherence term is weighted by its effective
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contrihution related to the total backscattering of the
forest CT01.

In winter, the third term is null and the forest coherence
is due to the strong contribution of the wet surface.
From spring to autumn, the soil contrihution decreases
because of the drying conditions and of foliage
attenuation. During summertime, the foliage as the main
contributor in total backscattering, leads to small
coherence values.

CONCLUSION

The objective of the present paper was to analyze the
potentialities of coherence time-series for monitoring
the structural and temporal changes of a mixed
temperate forest. Firstly, the decorrelation analysis
points out some different results. Decorrelation factors
like those due to SAR acquisition geometry can be
taken into account and corrected whereas those due to
meteorological effects are not obviously understood.
Secondly, the analysis of decorrelation due to forest
parameters shows very interesting experimental results,
which need to be interpreted with an appropriate model.

Generally speaking, the results obtained over the
Fontainebleau forest agree with previous observations
and conclusions made for boreal forests [6]-[7].
Additionally, we also need to follow on with an
experimental-theoretical approach aimed at interpreting
the variation of coherence over forest covers. In this
way, the Fontainebleau forest is a a test site of particular
interest.
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ABSTRACT

Synthetic Aperture Radar (SAR) exhibits the
combined advantages of fine resolution and all weather
capability without serious degradation by atmosphere.
Thus, the sensor has tremendous potential for agricultural
surveillance. A large amount of data will be available by
a number of SAR sensors in the coming years.
Automated techniques for quick analysis of images are
needed for timely use of such data in the field of
agriculture surveillance. Three points need special
attention in order to enhance the timeliness and accuracy
of SAR image analysis, viz., accuracy of image location,
image congruency of multi-date data and absolute
calibration of SAR data. In SAR data, identification of
ground control points both with reference to map to image
registration and image to image registration are very
difficult. Crop discrimination studies require precise
location of fields used as reference ground truth for image
analysis, which require precise geometric correction.
Multi-temporal data set is essential for such studies. This
requires precise image to image registration as that of
multi-spectral optical data. Data calibrated in the absolute
domain is essential as one uses data across the season,
year and of different sensors for in-depth scientific
investigations. Some of these aspects were put to test
using RADARSAT ScanSAR data. ScanSAR is of
particular interest for large area rice monitoring due to its
large swath and shallow angle. 48 scenes ofRADARSAT
ScanSAR scenes were analysed during 1998-99season to
monitor rice crop in four states of eastern India. Four-date
data acquired with 24-day repeat cyclewere used to make
multiple forecasts of crop acreage and condition as the
crop season progressed. Use of satellite orbit and attitude
informationprovided in the data header facilitated map to
image correction. GCPs for image to image registration
was scarce in most of the cases. RMSE error of with in
0.5 pixel was achieved. This is considerably high to that
provided by multi-spectral data set of optical sensors. The
experience showed that maximum time was spent in data
set preparation. Calibration accuracy within 2 dB was
observed within the image and 4 dB between images of
same pass. This facilitated development of generalised
decision rules to classify the rice fields and apply it to the
whole area with minor modifications. This paper
highlights some of these issues which are found critical
for such studies and will facilitate developing automated

procedures for crop surveillance. It is essential that these
points are taken care at the data generation level to
improve the format and nature of standard products to
make it more user friendlyand for near real time analysis.

INTRODUCTION

Satellite remote sensing based crop production
forecasting is one of the reliable methods towards large
area crop production forecasting. The technical precision
of such procedures has improved through years and at
present is accepted to meet the requirement of routine
gathering of timely information on crop prospects. In
India, Crop Acreage and Production Estimation (CAPE)
is an on-going project which uses optical remote sensing
data to forecast production of major cereals, oilseeds, and
fibre crops (SAC, 1995 [7]). However, data availability
from optical sensors caused by cloud cover is the
limitation of such studies particularly for crops like rice.
It is observed that there are very few cloud-free images
available during July to October, the entire 120 day
growth period of the crop, with virtually no available
images during the early vegetative stage (Currey et. al.,
1987 [3]). Synthetic Aperture Radar (SAR) has a crucial
role in operational crop surveillance. SAR exhibits the
combined advantages of fine resolution and all weather
capability without serious degradation by atmosphere.
SAR data fromERS-1 and 2 had shown promising results
for rice crop detection (ESA, 1995 [4], Patel et. al., 1995
[6], Panigrahy et al., 1997 [5], Chakraborty et al, 1997
[2]). The scope of utilising SAR data widened with the
launch ofRADARSAT in 1995. RADARSAT offers a
wide range of data both in terms of incidence angle and
resolution (RSI, 1995). Of these, ScanSAR Narrow data
with its large swath andmedium resolution is of particular
interest for largearea crop inventory.ScanSARNarrow B
(SNB) having a swath width of 300 km had shown
promising results for large area rice crop monitoring. In
near future a large amount of data will be available by a
number of SAR sensors like RADARSAT 2, ENVISAT
etc. Thus, the prospect of operationaluse of SAR for large
area cropmonitoringbrightens. Automatedtechniques for
quick analysisof images will be needed for timely use of
such data in the field of agriculture surveillance.
However, certain issues related to the preprocessing of
data sets needs to be addressed to realise operational use
by the users. This paper highlights some of these aspects
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based on an experience of state level rice crop monitoring
carried out using multi-date Scan SAR data during 1998-
99 season in India ..

ORJECTIVES

Early acreage estimation of rice at state level using
multi-date ScanSAR (SNB) data.
Multiple pre-harvest estimation as the crop growth
progressed.
To monitor the progress of crop sowing and assess
the crop condition.
To identify the parameters which needs further
improvement for operational use of such data for
crop surveillance.

STUDY AREA AND DATA USED

Four states in India - Assam, Orissa, West Bengal
and Tamil Nadu were selected as study area. All these
four states belong to the traditional rice growing regions
of eastern India, where rice is the dominant crop. Wetland
rice practice prevails in these areas. The total geographic
extent of the study area was around 35 million hectares.

RADARSA T ScanSAR Narrow Beam B data were
used for analysis. Reasons for selection of this data were:
(I) large swath with moderate spatial resolution (with
lesser volume of data) and shallow incidence angle.
ScanSAR SNB data is generated by combining the beams
W2, SS and S6 as given in Table- I.

Three and four-date data acquired at 24 day repeat
cycle were used in the study as shown in Table-2. A total
number of 48 images were used in this study. Data were
acquired keeping in view the rice crop calendar of each
state. The first-date data was acquired just before the
transplanting operation.

METHODOLOGY

The first two-date data were used to obtain an early
estimate of area based on the signature of puddled I
freshly transplanted fields .. The estimates were further
updated using third and fourth-date data .. A specific
software called 'SARCROPS' was developed for semi
automatic processing of SAR data using PCI EASI/PACE
software on IBM workstation.

Broadly the steps of analysis were:
(i) ScanSAR SNB Image data downloading (requires
east-west reversal of data for descending mode). All
header parameters including satellite orbit information are
loaded.
(ii) Data smoothening - spatial filtering to suppress
speckle.
(iii) Data calibration - conversion of digital numbers to

backscattering coefficient (dB). The header information
was used to compute the backscattering coefficient from
the digital number value by computing the radar
brightness and incidence angle for each pixel and to create
the dB image.
(iv). Dividing the image into four overlapping quadrants.
This was carried out to keep the data volume manageable
and achieve higher map to image and image to image
accuracy.
(v). Image to Map registration - the first-date data was
treated as base or master image. Image to map registration
was carried out in this data.:

From the orbit information contained in the header
file of the full ScanSAR data, latitude/longitude values of
first, middle and last pixels of each scan line of data are
generated. At least four appropriate bounding lat/long.
coordinates are transferred into each quadrant image as
header GCP segment. Few additional GCPs (obtained
using GPS or from I :50,000 scale maps) are used to
validate the accuracy of the header GCPs. The GCPs are
edited if required to develop the image to map fitting
equation.
(vi). Multi-date data registration:

Since, the approach was to use multi-date data as
one data set for classification of rice crop, it was essential
to create a registered data set before the classification.
Thus the second and subsequent date data were registered
to the first-date data using image to image registration
procedure. A first-order affine transformation is used to
create multi-date registered data set using cubic
convolution resampling.
(vii). Classification

A decision rule based classification was used to
classify rice fields in temporal SAR data. The details of
the procedure is as given by Chakraborty and Panigrahy,
1996 [1]. This classifier essentially uses the temporal
backscatter to model the rice growth in three and four date
data. The rules were developed using the statistics of
ground truth sites for rice in the scene. Thus, specific
rules for crops sown in different dates, different vigour
and different field and soil status were developed.
Working in the calibrated domain was essential for this.

RESULTS AND DISCUSSION

Rice signature

RADA RSAT ScanSAR Narrow -SNB data having
an incidence angle of 31-46 degree was found to give
distinct signature to lowland rice crop. The temporal
behaviour was similar to that reported using ERS SAR
data (Chakraborty et al., 1997). The freshly transplanted
fields with standing water were characterised by low
backscatter due to specular forward scattering surface of
water. As the crop growth progressed (tillering stage),



backscatter increased due to volume scattering from the
crop canopy. This separated rice fields from water bodies,
forest areas, fallow fields and fields with other crops. The
two-dimensional scatter-plots of the pixels belonging to
various classes showed high separability of rice fields
from water, homestead/forest classes in any combination
of two-date data that includes the first-date. This
indicates that acquisition of SAR data during the early
growth stage is very essential for rice crop identification.

Decision rule classifiers performed well in the
calibrated data sets and provided a meaningful
classification of rice fields. It was also well suited to
handle the large variability in the multi-date SAR
signature. Hence, it was feasible to separate rice sub
classes based on its growth stages and associated crop
rotation practice using this classifier.Area estimates were
obtained well in advance of the harvest of the crop.
Estimatesobtained with two-date data were used to assess
the prospects of crop acreage. For example, in case of
Orissa, a predominantly rainfed area, analysis of two-date
data indicated subnormal crop prospects in the state. This
agreed well with the reported deficit in rainfall in the
region. The total acreage estimated was 3.9 million
hectare out of which 3.5 million ha area indicated normal
crop growth. This was much lower than the average4.2 m
ha in normal years.

Map to image transformation accuracy

Accuratemap to imagetransformationis one of the
critical requirement of such studies. Unlike optical
sensors, it is difficult to identify well-defined GCPs in
SAR data due to the presence of speckles and lack of
contrast. Use of satellite header informationwas useful in
minimising the required GCPs. In all cases the header
informationaugmented with an average of I0 map GCPs
collected in each quadrant, one could achieve the
following RMS error using a second-order polynomial
model:

(i) Average residual RMS error less than S pixels
(ii) Maximum residual RMS error less than 10
pixels

It can be mentioned that the four bounding
GCPs obtained from the header was found to be essential
to keep the overall error within these bounds throughout
the image. The specified maximum absolute error of
image to map location in RADARSAT data is 750metres.
Our observation for absolute error for ScanSAR data
(satellite header informationonly) was within 500 metres.
With the help of image to map GCPs, we could bring it
down to 250 metres. The accuracy mentioned is for
relatively flat terrains, which characterise the agricultural
area (not valid for hilly regions). Table-3 shows map to
imageGCP fit obtained for one of the quadrant in Orissa.

Identification of map GCPs was the most time
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consuming step in the study. Still one could not achieve
the desirable target of maximum absolute error of SO
meter,with an averageerror of25 metre required for such
studies. Thus, it essential that such accuracy using the
satellite ephemeris is obtained in order to meet the
timeliness target of such studies.

Image to image registration accuracy

Multi-date SAR data was used as one combined
data set similar to the multi-spectraldata in optical sensor.
Thus, it requires very accurate image to image
registration. Lack of well-defined GCPs in SAR data
coupledwith their inconsistencyin different dates was the
major constraint to achieve this. We could achieve the
following RMS error for each quadrant using on an
average of 15GCPs.

(i) Average residual RMS error less than 0.5 pixel
(ii)Maximumresidual RMS error not exceeding l
pixel
Exampleof imageto imageregistrationaccuracy

for one of the quadrant image is given in Table-4. It can
be mentioned that the desirable error is less than 0.25
pixels (as in case of band to band registration of multi
spectraloptical sensors). This needs to be addressed at the
software level using self-similarity detection algorithms
(and other automated image to image fitting software).
Also, the internal distortions of the images must be less
than half a pixel (12.Smetres for ScanSARNarrow). This
has to be ensured at the data acquisition and subsequent
data generation stage.

Shifts in multi-date images

ft was observed that there is a shift of at least 8-
10km. between two multi-date acquisitions of ScanSAR
Narrow B data of the same scene. This was observed both
in the path (East-West) and row (North-South) direction.
This resulted in loss of usable data around the perimeter
of the scene leading to gaps in area coverage. The loss in
row direction can be totally eliminated at the data
processing level itself. The shift in the path, due to the
instability of the satellite orbit, must also be reduced.
There is a possibility of minimising this shift by beam
angle adjustmentand subsequent data processing. Though
this can be avoided by taking overlapping scenes, it may
be mentionedthat RADARSAT ScanSARNarrow data is
available with 33% sidelap. This results in a large 33%
increase in data cost and not preferred for operational
studies. It is desirable to have at most 10% overlap for
large area coverage with minimum increase in cost.

Data calibration
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SAR data being an active sensor has the
advantage of retrieving calibrated multi-temporal target
property, which is essential for multi-date studies. This
could be used for knowledge-based classification of the
crops, modelling of the crop growth parameters and crop
conditions. Thus it calls for high relative and absolute
calibration. We observed a relative accuracy of± 4 dB
within a time period of 80 days. This may be reduced to
2-3 dB and needs to be maintained over the mission
period for crop surveillance studies. Absolute calibration
is required to compare data from different sensors.
Originally ScanSAR data was not planned to be calibrated
in absolute domain. However, as it showed promising
result for quantitative study, steps had been taken to
calibrate the data. Reported absolute accuracy of SNB is
± 2 dB.

CONCLUSION

Rice crop was separable from most of the other
land cover classes in two and three date data. ScanSAR
Narrow B data was found to be cost effective for large
area rice crop monitoring. This is of particular interest in
the Indian context where rice is grown over 30 million
hectares, often in large contiguous area as a single most
dominant crop during the rainy season. This study showed
the strong possibility ofusing ScanSAR Narrow B data to
estimate total rice area, very early in the season, as well as
assess the progress in sowing and crop growth as the
season progressed.

However, since timeliness is the critical
requirement for agricultural monitoring, certain issues
need to be addressed for effective use of SAR data in
regular crop surveillance. These issues are related to
minimising the time taken for pre-classification data set
preparation. It was observed that image to map and image
to image registrations were the most time consuming steps
in the whole procedure. Satellite header information has
been found to be very useful, often essential in this
direction. However, this needs to be further improved to
enable the user to achieve better map accuracy with out
supplementary GCPs. Similar efforts are needed to
facilitate image to image data registration. This is of great
importance, as use of SAR data requires either multi-date
or multi-parameter data as one data set. High accuracy of
relative calibration of data during the crop growth period
was also essential to develop knowledge based crop
discrimination classifier. High absolute accuracy will be
essential to enable a user to compare multi sensor and
ground based studies.

In addition to this, certain other aspects like
temporal resolution needs to be addressed. Use of
temporal SAR data essentially uses the temporal changes
in growth for crop identification. In case of rice, the
practice of growing rice in water filled puddled fields,

which gives an unique temporal SAR signature is used for
identification of the crop. Ttshowed that acquisition date
has a strong bearing on the accuracy of crop identification.
The 80 to 100 day crop calendar of rice require at least
temporal resolution of 7-10 days which will give
flexibility to select desirable dates of data acquisition
suited to an area than the currently available 24-day cycle.

A number of SAR sensors with similar
configuration will be available in near future. This
brightens the prospects of taking up operational
programmes based on SAR data for rice crop surveillance.
However, it should be realised that the success of such
programmes depend upon the relative ease with which an
user can handle the data set and minimising the time taken
for data set preparation. Thus, it is time to address some of
these issues.
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Pass details
Period Mode Local Time
July-October Descending 0630 Hrs
Satellite beam specification
Incidence Angle (Degree) 31-46
Beam Mode Combinations W2 SS S6
Resolution (Range*Azimuth)m 55.1*71.1 50.1*71.9 45.7*78.8
Nominal Swath (Km) 145-440
Processing image specification
Nominal Image Size (Km) 300 * 300
Pixel Spacing (M) 25 * 25
Number of Looks (Range"Azimuth) 2*2
Digital file specifications
Data Product Path Image
File Size (Mb) 144
File Size (Pixel* Line) 12,000 * 12,000
Bits/Pixel 8

Table-I. Specification of ScanSAR Narrow-2 data used.

STATE No. of Data Acquisition period
Scenes

ASSAM 3*4 July 01 to September 22, 1998
ORISSA 4*4 July 12 to October 02, 1998
WEST BENGAL 3*4 July 01 to September 22,1998
TAMILNADU 2*4 September 11 to November.22, 1998.

Table-2. Details of the data acquired

Model Parameters FX FY
1 CONS -.329825E+06 .167508E+06
2 x .405548E+04 -.800893E+03
3 y -.863466E+03 -.433709E+04

GCP's are ordered from worst to best residuals.
GCP Set 2 GCP's Set 1 GCP's Residual Distance
No.

LONG/LAT EOIO PIXEL PIXEL
11 86 53'19"E 21 33'04"N 3948.8 4443.2 7.05 -6.39 9.52
6 86 45'20"E 21 15'27"N 3662.5 5830.5 6.53 1.36 6.67
10 86 45'49"E 21 58'31"N 3074.2 2706.8 5.31 -3.37 6.29
16 87 01'51"E 21 39'18"N 4423.8 3887 .8 -5.13 3.40 6.16
9 86 46'46"E 21 53'55"N 3194.2 3033.8 -4.57 3.42 5.71
17 87 14'09"E 21 40'58"N 5231.2 3597.8 -4.45 -2.44 5.08
12 87 02'54"E 21 28'28"N 4651.8 4650.2 -3.30 -3.79 5.03
8 86 47'22"E 21 50'20"N 3286.8 3278.8 -4.29 -2.53 4.98
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Table-4. Example of Image to Image fit for a quadrant image in Orissa.
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7 86 56'01"E 21 31'12"N 4146.5 4547.5 -4.37 -1.09 4.51
14 87 08'IO"E 21 47'33"N 4733.5 3206.5 -3.73 2.47 4.47
5 86 19'03"E 21 14'2l"N 1891.5 6261.5 -3.69 2.07 4.23
18 87 20'47"E 21 37'27"N 5736.5 3769.5 1.96 3.41 3.93
15 87 14'16"E 21 51'10"N 5093.8 286 2.2 -3.13 .70 3.21
13 87 19'06"E 21 56'19"N 5349.2 2421.2 -.79 -2.72 2.83

Table-3. Example of Map to Image fit in one of the scenes in Eastern Orissa

Model Parameters FX FY
I CONS -.315365£+02 -.405802E+02
2 x .999793E+OO .25311IE-03
3 y .154226£-04 .I0001OE+OI
GCP's are ordered from worst to best residuals.
GCPNo. Set 2 GCP's Set 1 GCP's Residual Distance

PIXEL PIXEL PIXEL
15 1155.8 4070.2 1123.2 4029.8 -0.79 -0.62 1.00
9 803.9 6110.1 773.1 6069.9 .86 -.48 0.98
1 5536.8 3493.8 5503.2 3455.2 -.87 .33 0.93

21 4529.2 2608.2 4497.2 2568.2 .43 -.83 0.93
2 1420.2 366.8 1388.8 325.8 .32 -.82 0.88
3 1098.2 6507.8 1065.8 6468.2 -.84 .16 0.85
4 4504.1 508.1 4471.1 469.4 -.54 .64 0.84
14 2942.8 713.8 2910.8 674.8 .13 .76 0.78
19 413.8 5151.8 382.8 5112.2 .54 .46 0.71
11 2302.8 3377.2 2271.2 3337.2 .46 -.34 0.57
5 4987.8 1538.2 4955.8 1499.2 .54 .17 0.57

22 428.5 649.5 396.5 609.5 -.38 .41 0.56
12 3259.5 2461.5 3227.5 2421.5 .17 -.49 0.52
17 2663.8 1695.2 2631.2 1655.8 -.44 .24 0.50
13 5701.8 770.8 5669.2 731.2 .20 -.44 0.48
18 2884.5 4342.5 2852.5 4303.5 .07 .42 0.42
16 3855.5 3518.5 3823.5 3479.5 .28 .26 0.38
23 735.5 3518.5 703.5 3478.5 -.37 .04 0.37
7 2327.1 5269.2 2295.1 5230.1 -.06 .34 0.35
8 3825.1 1636.9 3792.9 1597.1 .05 -.30 0.31
6 4254.8 4688.1 4222.2 4649.1 -.28 .04 0.28

20 4009.2 6268.8 3977.2 6229.8 .27 -.06 0.28
10 1066.8 2173.2 1035.2 2133.2 .22 .09 0.24
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A.BSTRACT
A global dataset of complex synthetic aperture
(SAR) images processed from wave mode raw data
acquired by the ERS-2 satellite is used to measure
ocean waves.
Cross spectra of two looks extracted from the az
imuth spectrum of wave mode imagettes are used to
derive ocean wave propagation directions on a global
basis. Energy, propagation direction and phase de
rived from wave mode cross spectra are compared
with EC:MWF ocean wave model data.
A new inversion scheme for the retrieval of two di
mensional wave spectra from SAR cross spectra is
presented. The algorithm is based on a maximum
a posteriori estimation which combines the informa
tion from SAR measurements with a priori knowl
edge on short ocean waves. A new regularization
approach is used to impose smoothness constraints
on the retrieved wave spectra.

INTRODUCTION

ERS-1/2 ENVISAT
radar frequency 5.300 GHz 5.331 GHz
polarization vv HH orVV
sampling every 200 km every 100 km
coverage ~ 10x5 km 6x5 km-10x5 km
daily coverage ~ 1100 imag. ~ 2200 imag.
incidence angle 19.3 / 23.5 14.1 - 42.3
R/V 110 s / 112 s 108 s - 142 s

Table 1: Comparison of different ENVISAT ASAR
and ERS SAR wave mode parameters

Since the launch of the ERS-1 and ERS-2 satellites
in 1991 and 1995, synthetic aperture radar (SAR)
images have been acquired over the oceans on a con
tinuous basis. Full swath scenes of 100 x 100 km
size are taken where receiving stations are in line of
sight (image mode), whereas 6 x 10 km images (im
agettes) are acquired every 200 km along the orbit
(wave mode). Due to their all weather capability and
high resolution, SAR systems have become a valuable
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Figure 1: 10 x 6 km ERS-2 SAR imagette acquired on
June 1, 1997, 05:00 UTC. The corresponding com
plex data were processed with the or.;R processor
BSAR
measurement tool for wind speed and ocean waves (1]
(2], [3].
It is clear, that SAR imaging of the sea surface is
a complex mechanism, influenced by many different
processes, e.g. wave motion, wind, currents, slicks or
rain. The basic imaging mechanisms are quite well
understood by now (2], (4], (5], (3], (6], (7].
Quite a few studies were published about the use
of ERS wave mode data for wind and wave measure
ments. These are mostly concerned with the analysis
of UWA spectra which are the standard ESA product
(1], (8], [9]. UWA spectra are coarsely gridded image
power spectra derived from imagettes with a direc
tional resolution of 15 degrees and 10 wavenumber
bins logarithmically spaced between 66 m and 660 m
(recently changed from 100 m to 1000 m) [10]. The
complex imagettes themselves are so far not avail
able from ESA as a standard product. However an
analysis of intensity imagettes has been performed
by Kerbaol [11].
Recently new algorithms were developed to derive
wind speed and ocean wave spectra from complex
SAR images [12],making use of the additional phase
information contained in these data. Up to now these
algorithms were only tested using image mode data
(13],which are not suited for global statistical analy
sis as they can be acquired over the open ocean only
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Figure 2: SAR image variance calculated for a global
dataset of complex imagettes acquired on June 1/2,
1997 (speckle contribution removed with multilook
technique)

when in line of sight of antenna station.
This study is a preparation for the new data prod
ucts available from the ASAR (advanced SAR) of
the ENVISAT satellite to be launched in the year
2000. As the ERS SAR, the ASAR will operate at
C-band and collect data in image mode and wave
mode. The ENVISAT ASAR wave mode will have
some advanced features as shown in table 1.
To prepare for ENVISAT data, ERS-2 wave mode
raw data were processed to single look complex im
agettes using the BSAR processor developed at the
German Remote Sensing Data Center (DFD). An
example of an imagette quicklook from this dataset
showing ocean waves is given in figure 1.
In this study cross spectra computed from complex
ERS-2 wave mode data are analyzed and a new method
to retrieve two dimensional wave spectra is presented.

Data analysis
The analyzed ERS-2 wave mode data set consists
of about 1000 complex imagettes acquired on June
1, 1997. Figure 2 shows a global map with the re
spective imagette locations. The color coding corre
sponds to the observed coefficient of variation deter
mined for the imagettes (speckle removed by multi
look technique). Collocated wave spectra were kindly
provided by ECMWF with time gap less than 3 hours
and spatial distance less than 100 km. Figure 3
shows a scatterplot between squared coefficient of
variation (speckle included) and ECMWF significant
wave heights. It can be seen that there is consider
able correlation between the variation observed in
the imagettes and the ECMWF wave height. How
ever as shown later, a proper wave height retrieval
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Figure 3: Scatterplot of coefficient of variation
(squared) computed for ERS-2 imagettes acquired
on June 1, 1997 versus collocated ECMWF wave
heights.
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Figure 'l: (A) Complex part of cross spectrum com
puted from complex ERS-2 imagette acquired on
June 1, 1997 06:27 UTC at lat -8.8 lon 56.51 (B)
ECMWF ocean wave spectrum with 2.6 m signifi
cant wave height computed for June 1, 1997 06:00,
-9 lat 56.63 lon
requires more sophisticated techniques, taking into
account the complex SAR imaging process.
Complex SAR data allow to apply multilook tech
niques, which can be used to study the time evo
lution of the sea surface cross section during SAR
integration time. The idea of the method is to use
subintervals of the integration time to process two
images with a time offset of about O.'l s in the case
of ERS-2. These looks have a lower azimuthal res
olution and can be used to detect the ocean wave
phase shift taking place between look acquisitions.
An example of a look cross spectrum observed over
the ocean is shown in figure 'l. Figure 'l (A) shows
the imaginary part of the azimuth look cross spec
trum derived from an ERS-2 imagette acquired on
June 1, 1997, 06:27 UTC indicating a wave system
of about 200 m length propagating to the right. In
Figure 'l (B) the collocated ECMWF wave spectrum
with 2.6 m significant wave height is plotted, con
firming the SAR observation.
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Figure 5: (A) Average ocean wave spectrum derived
from n= 1089 imagette collocated ECMWF spectra.
(B) Average Cross Spectrum energy derived from
n=1089 ERS-2 imagettes

The imagette cross spectra Pm1m2 were analyzed on
a statistical basis using all imagettes with collocated
ECMWF ocean wave spectra (n=1089). Figure 5 (A)
shows the average cross spectrum energy computed
as

«» = ~ L IP!n1m2(k)I (1)
im(pi (k))>O

An azimuthal low pass filtering of the cross spectra
caused by wave motion [4] is clearly visible. In ad
dition the average spectrum is nearly symmetric in
dicating wave systems of about 300 m wavelength
propagating in approximate range direction. The
corresponding average ECMWF ocean wave spec
trum is given in figure 5 (B), showing remarkable
agreement with the observed cross spectra.
To study the phase of the measured cross spectrum
the energy distribution over the interval [O, 2 11"] was
analyzed. To avoid distortions caused by velocity
bunching effects the analysis is concentrated on the
phase observed along the range axis of the cross spec
trum. Figure 7 shows the distribution of the cross
spectrum energy l4>m1m2 I in the range wavenumber
- phase plane. The dashed lines represent the phase
expected for ocean waves propagating in very deep
water. The phases scatter considerably, showing four
week local maxima at a wavenumber of +/-0.025
rad/m and phase values of +/-1 rad and +/-0.8 rad
respectively. The location of the local maxima with
respect to the dashed line shows, that the phase shift
of range waves derived from the ERS imagettes tends
to be smaller than predicted by the deep water dis
persion relation.
This leads to the question, whether despite of the
strong scattering in the phase of the cross spectrum
phase, a reasonable resolution of wave propagation
ambiguity can be achieved. The problem is ana
lyzed by studying the cross correlation of the cross
spectrum imaginary part (> 0) and the collocated
ECMWF spectrum from the WAM model [14]. Only
one dimensional spectra obtained by averaging over
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range and azimuth respectively are considered. Fig
ure 6 shows the analysis of the cross spectrum for
one day of complex data. Figure 6 (A) shows a con
tour plot of the cross correlation between the range
cross spectrum imaginary part (> O) and the corre
sponding range wave spectrum. It can be seen that
the highest correlations are found along the diago
nal plotted in dashed, while negative correlations are
found in the upper left and bottom right quarter. Al
though the absolute correlation values are relatively
small, showing a maximum of about 0.6, this pattern
indicates a reasonable propagation direction ambigu
ity resolution for waves travelling in range direction.
For the azimuth case figure 6 (B) shows a similar
behavior, although the correlation pattern is more
stretched in the azimuth direction of the ECMWF
wave spectrum. This is due to the velocity bunching
mechanism, which causes short wave systems travel
ling in the azimuth direction to be shifted towards
lower azimuth wavenumbers in the SAR spectrum.

Cross spectra forward model

Retrieval of ocean wave information from SAR cross
spectra requires a good understanding of the phys
ical processes involved in the imaging process. The
forward model used for the inversion algorithm pre
sented in this study is mainly based on an integral
transform developed by Engen and Johnson [12]. Some
simplifications were made to keep consistent with the
forward model for SAR image power spectra used in
the MPI scheme [15).
Let the modulation of two looks I1, I2 extracted from
the SAR azimuth spectrum with time separation 6.t
be denoted by mi, m2

u-.« I,>m·-----,- <I1> i = 1,2 (2)

R can then be shown [12] that the cross spectrum
Pm1,m2 of m1 and m2 is connected to the ocean wave
spectrum F by the following integral transform:

1
= 411"2

exp(-k~732 ]"(O))

exp(-i k x)exp(k~732 ]"(x)) · (1 + ]R(x)

(]R"(x) - 7R11(-x)) (3)
(7R11(x) - 7R"(O))(]Rt1(-x) - ]R"(O))

ldx

Here 73 is the slant range to platform velocity ra
tio and ka: is the azimuth wavenumber component.
The autocovariance and cross covariance functions
I", 7R11and JR are defined as follows.
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Figure 6: (A) Cross Correlation in range direction
between cross spectrum imaginary part (> 0) and
collocated ECMWF ocean wave spectrum. (B) Cross
Correlation in azimuth direction between cross spec
trum imaginary part (> 0) and collocated ECMWF
ocean wave spectrum.

+ F(-k) IT:ikl2exp(-iw~t)) exp(i k x)

7Rv(x) = 0.5 / dx (F(k) TfTk exp{iw~t) (5)

+F(-k) Tf-T~k exp(-iw~t)) exp(i k x)

r(x) = 0.5Idx (F(k) IT:12 exp(iw~t) (6)

+ F(-k) IT~kl2exp(-iw~t)) exp(i k x)

Here TR and T" are transfer functions for the real
aperture modulation and the orbital velocity and w
is the ocean wave frequency. To simplify eq. 4 the
integral part in eq. 4 can be expanded in a Taylor
series with respect to the wave spectrum F. Keeping
only the linear term yields the following simple quasi
linear transform

P!~.m2(k) ~ exp{-k~712 r(o))
(IT~ARl2 exp(iw~t)Fk (7)
+IT:tRl2 exp(-iw~t)F-k)
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Figure 7: Distribution of energy of the cross spec
trum in the range wavenumber/phase plane. The
dashed lines represent the theoretical phase for ocean
waves propagating in deep water

with transfer function TSAR. The quasilinear trans
form reveals the basic nature of the SAR ocean wave
imaging process, which is an azimuthal low pass fil
tering of the SAR spectrum.

Inversion problem

As shown in the data analysis of the second section
(fig. 5), information is lost on short waves propa
gating in Hight direction. The retrieval of two di
mensional ocean wave spectra from SAR data there
fore requires some sort of a priori information to fill
this gap. The question then is how the measurement
and the a priori knowledge are combined to yield a
wave spectrum which makes optimal use of all the
available information. One approach to solve this
problem is based on the so called maximum a pos
teriori estimation. The goal in this approach is to
find an ocean wave spectrum F such that the con
ditional probability P(Fjp) of F given a measured
cross spectrum p is maximized. According to the
Bayes formula this propability can be written as

P(Flp) = P(plF) P(F)
P(p) (8)

with P(pjF) describing the measurement error and
P(F) and P(p) being the a priori probabilies of the
wave spectrum and the observation respectively. As
P(Fjp) is regarded as a function of F, maximizing
the probability P(Fjp) is equivalent to minimizing
the cost function:

J(F) = -loy(P(pjF)) - loy(P(F)) (9)

Following other studies [4] a Gaussian probability



distribution with uncoupled wave components is as
sumed for the measurement error.

P(plF) = c2 IIexp(-IP1e(F)- 1'1e12/2cr~J (10)
k

Here p(F) represents the forwardmodel to simulate
cross spectra from given wave spectra F (eq.4) and
p is the observed cross spectrum.
For the a priori distribution a new approach is taken,
which introduces a coupling between wave compo
nents to achievea more realistic representation of the
prior knowledgethan approaches taken so far (4],(3].
The idea is to regularizeonly the shape of the spec
trum rather than the spectral energies. Tomake the
optimization problemgivenby eq.9 feasablefrom the
numerical point of view, the inversion is performed
on a polar grid with m angles9 and n wavenumbers
k, The used polar grids have a resolution compa
rable to the grids used in ocean wave models like
WAM(e.g. m=12, n=24). Let the wavespectrum F
be given as

The a priori distribution can then be written as

P(F) = c3 exp(-(F- fr)T G (F - F)) (12)

with inverse covariancematrice G and a priori wave
spectrum F. The matrice G was chosen such that
deviations between the derivatives of F and F are
penalized. Denoting the derivative operators acting
in 9 and k direction with L+ and L1e respectively,
this can be achievedby setting

(13)

The side condition F ~ 0 was taken into account by
using a transformation

F ~ exp(F) (14)

This transformation alsocausesinvarianceofthe prob
ability given by eq.12with respect to rescaling., e.g.
a rescaled version of the a priori spectrum F has
the same a priori probability as F itself. This is in
accordance with the primary objective of the inver
sionschemeto regularizeonly spectral shape and not
spectral energy.
Figure 8 shows two examples of inverted wavespec
tra (A),(C) and a priori wave spectra (B) and (D).
R can be seen that the wave height and direction
is slightly changed by the SAR observation in both
cases. The secondexample in addition showsa weak
wave system propagating in the opposite direction
of the original wave. This is an artifact caused by
a mismatch between the observed and the theoreti
cal cross spectrum phase, which can be avoided by
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modifying the a priori probability distribution (eq.
12).

CONCLUSIONS
In the present study a first statistical analysis of
ERS-2 wave mode cross spectra is given. R was
shown that the ocean wave propagations directions
derived from cross spectra are in reasonable good
agreement with ECMWF data. Howeverconsider
able scattering was observed of the cross spectrum
phase showingpoor agreement with theoretical pre
dictions.
A new inversionschemewas presented, whichuses a
priori information on the spectral shape of the high
frequency part of the wave spectrum. Ocean wave
spectra retrievals using ERS-2 cross spectra and a
priori information from the ECMWF wave model
were presented.
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ABSTRACT

The high resolution and large coverage of satellite borne
synthetic aperture radars (SAR) offer an unique oppor
tunity to derive mesoscale wind fields over the ocean
surface. For this purpose, several algorithms have been
developed and tested using SAR images form the Eu
ropean remote sensing satellites ERS-1 and ERS-2 and
from the Canadian satellite RADARSAT.For retrieving
wind speeds from SAR images empirical C-band mod
els that give the relation of the local wind to the nor
malized radar cross section (NRCS) can be used. An
other method is based on the measure of the azimuthal
smearing which is related to wind speed. The methods
are applied to ERS-2 SAR imagettes and RADARSAT
ScanSAR images. The results of SAR retrieved wind
measurements are compared to winds retrieved from ERS-
2 scatterometer (SCAT) and in case of the Scan SAR also
to the atmospheric high resolution limited area model
(HIRLAM) operated at the Danish Meteorological Insti
tute (DMI). Furthermore the vertical to horizontal po
larization ratio is studied using RADARSAT ScanSAR
images together with the ERS-2 SCAT data. Finally the
different sources of errors using the wind retrieval meth
ods are discussed and estimated considering resolution
and polarization of the SAR.

INTRODUCTION

Since the launch of the European remote sensing satel
lites ERS-1 and ERS-2, and the Canadian satellite RADAR
SAT, synthetic aperture radar (SAR) images have been
acquired over the oceans on a continues basis. Their
all-weather capability and independence on daylight to
gether with their high resolution and large spatial cover
age make them to a valuable tool for measuring geophys
ical parameters like ocean surface winds. In the past few
years much effort has been undertaken to develop algo
rithms for derivation of wind vectors from SAR images.
Wind direction is estimated by measuring the orientation
of wind induced streaks visible in most SAR images [1]
[2] [3]. For retrieval of wind speed, two main approaches
are pursued. In the first, wind speed is estimated from
the measured normalized radar cross section (NRCS), in-

cidence angle of radar beam and wind direction [4] [5]
[6] [7]. For this purpose the NRCS has to be accurately
calibrated and a model function is required that relates
the ocean surface wind speed to the NRCS. In the second
method wind speed is estimated from the spectral width
of the the image spectrum in azimuth [8]. For this method
a model is needed that describes the relationship between
the spectral width of the azimuth spectrum, the ocean
wave spectrum and the wind speed. The latter method has
been applied to SAR intensity images of the European re
mote sensing satellites ERS-1 and ERS-2 [9] [10].
In the first part of this paper the investigated data sets are
introduced followed by a short description of the applied
SAR wind retrieval methods. Thereafter comparisons of
different SAR data to scatterometer (SCAT) data and re
sults of the atmospheric high resolution limited area model
(HIRLAM) are performed using ERS-2 SAR imagettes
and RADARSAT ScanSAR images. Finally the main
sources of errors using the wind retrieval methods are
discussed and estimated considering resolution and po
larization of the SAR.

INVESTIGATED DATA SETS

ERS-2 SAR Single Look Complex Imagettes

The C-band VY-polarized SAR aboard ERS-2 can ac
quire full swath scenes of 100 x 100 km size if a re
ceiving station is in line of sight (imaging mode) or 6 x
10 km images (imagettes) every 200 km along the en
tire orbit (wave mode), which results in ,.....,llOO global
distributed imagettes per day. The later are up to day dis
tributed as coarsely gridded image power spectra (UWA)
derived from the intensity imagettes [11]. Single look
complex imagettes themselves are so far not available
from the European space agency (ESA) as a standard
product, but will be available as a product of the ASAR
aboard the ENVISAT satellite to be launched in the year
2000. To prepare for the ENVISAT wave mode data,
ERS-2 SAR wave mode raw data were processed to sin
gle look complex (SLC) imagettes using the BSAR pro
cessor [12] [13] developed at the German remote sensing
data center. These SAR SLC imagettes have a resolution
of approximately 10 x 10 m and are nearly equivalent to
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the ENVISAT ASAR wave mode product and therefore
offer an ideal opportunity to test ENVISATASAR algo
rithms on a global scale.

RADARSATScanSAR Images

The SAR aboard the Canadian satellite RADARSATcan
operate in various different acquisition modes. For this
study, the HH polarized C-band SAR acquired images in
the ScanSAR wide swath mode having the largest possi
ble range of incidence angles between 20° and 50° per
pendicular to flight direction. All ScanSAR data were
processed by Gatineau Processing Facility in Canada into
calibrated ScanSAR images. A ScanSAR wide swath
comprises four beams (WI, W2, W3, and S7) which cover
four areas in range with sequential scans. Each processed
image covers an area of approximately 500 x 500 km
with a pixel size of 50 m. The resolution of the four
beams differs from 86.5 to 146.8 m in range and 93.1 to
117.5m in azimuth. Since February 1999 the RADARSAT
ScanSAR beams processed at Gatineau have been cali
brated, with a nominal radiometric accuracy of± 1.35dB
[14], although in specific areas with occurrence of scal
loping, an effect caused by a too high variation in the
satellite yaw angle, calibration may degrade further. The
geometric accuracy of the ScanSAR data are in the or
der of approximately 100m. The RADARSATScanSAR
data were transformed to NRCS with a calibration scheme
proposed by Shepherd [15], which compensates for scal
ing performed during processing and incidence angle de
pendencies.

ERS-2 SCATData

In addition to a SAR, ERS-2 is equipped with a scat
terometer (SCAT)operating at the same wave length and
polarization. The SCAT transmits and receives the sig
nal at three antennae orientated at 45° forward, perpen
dicular, and 45° backwards with respect to the satellite
flight track. The SCATcovers incidence angles between
18° and 59° illuminating a swath of 500 km. The spatial
resolution is .....,45km and each data area is viewed from
the three directions with different incidence angles. The
SCATdata are processed by the European Space Agency
(ESA) to wind fields using the C-band model CMOD4
[16]. The resulting wind field is available on a grid of 25
x 25 km covering a 500 km wide swath along the orbit.

HIRLAMModel Results

HIRLAM is a mesoscale atmospheric model which is in
operational use at the Danish Meteorological Institute.
It is a semi-implicit model, with Eulerian advection and
leap frog time stepping (details are provided by [17] and
[18)). For the Greenland area it was set up with a time
step of 240 s and a horizontal resolution of 0.45°. The
analysis of the model is performed every six hours using

the optimum interpolation method, which is a statistical
procedure to minimize the difference between observa
tions and first guess from the model. The lateral boundary
values for the model are obtained from the global Euro
pean center for medium range weather forecast (ECMWF)
model.

WIND RETRIEVAL FROM SAR

Wind Direction from SAR

The wind direction can be derived from the orientation
of wind-induced streaks, such as boundary layer rolls in
the atmosphere [4], visible in most SAR images. There
fore SAR subimages are transformed into the wavenum
ber domain, where the wind direction corresponds to the
direction perpendicular to the line connecting the max
imum of spectral energy. A spectral filter is applied for
wave lengths between 500 and 1500m to distinguish wind
induced stripes from ocean waves and from larger-scale
atmospheric structures such as atmospheric gravity waves.
Due to the symmetry of the spectrum, the wind direction
can only be computed with a 180° ambiguity. The al
gorithm shows good results applied to ERS-1 and ERS-2
SAR images [3] [19].

Wind Speed Retrieval using the Cross Correlation Algo
rithm

The wind speed can be estimated from the spectral width
of the image spectrum in azimuth with the cross corre
lation algorithm (CCA) [8] [9]. The CCA is based on
the azimuthal low pass character of the SAR ocean wave
imaging process, which is caused by sea surface motion.
The basic mechanism is an azimuthal shift and smearing
of SAR image points due to slant range velocity and ac
celeration components of the backscattering facettes. To
remove the speckle peak in the CCA and to obtain a bet
ter performance of the fit procedure it was proposed in
[9] to use the cross correlation between different looks
having uncorrelated speckle noise. However in contrast
to the proposed method which uses azimuth multilook
ing, looks extracted from the range chirp spectrum are
preferred [IO]. This approach has the major advantages
that the azimuth resolution is not degraded, and the cross
correlation function is not distorted by the phase shift of
long azimuth ocean waves.

Wind Speed Retrieval using C-band Models

Another method for retrieving wind speeds from SAR
is based on a model function relating the NRCS of the
ocean surface to wind speed u and wind direction versus
antenna look direction ¢> according to

17~01= a u1 (1+ b cos ¢> + c COS 2 </>), (l)

where a, b, c, and r are coefficients that in general de
pend on radar frequency, polarization, and incidence an-
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Figure 1: The incidence angles are plotted versus the
C-band polarization ratio according to some theoretical
models. Crosses and squares indicate polarization ratios
retrieved from the normalized radar cross section (NRCS)
from the HR-polarized RADARSAT ScanSAR images
and the NRCS from the VY-polarizedERS-2 SCATdata.

gle. These coefficients were determined empirically in
case of the model functions CMOD4 and CMODJ:FR2
which where developed for theVY-polarizedC-band SCAT
aboard ERS-1 [16] [20]. Both models have been applied
successfully to ERS-1 and ERS-2 SAR images [6] [2]
[l] [7] [3]. So far there are no similarly well-developed
and validated C-band models for HH polarization avail
able. For that reason a hybrid model function has to
be applied to RADARSATScanSAR data, consisting of
the CMOD4 model and the C-band polarization ratio.
The C-band polarization ratio has been measured with a
SCAT by Unal et al. [21] for incidence angles of 20°,
30°, and 45° for wind speeds from 2 to 14ms-1. Their
work shows that the ratio, defined as VV/HH hereafter,
is mainly dependent on incidence angles. However for
wind speeds below 6 ms:' the authors also observed a
wind speed dependency. Thompson et al. [22] proposed a
polarization ratio model independent on wind speed and
fitted the model to the data of [21]. The model has the
following form:

aHH = (1 +a tan2 0): a';fV (u, ¢, 0), (2)
0

(1+2tan20)

here a!fH is the HH polarized NRCS, a';/V is the VV
polarized NRCS, 0 is the incidence angle and a is a con
stant which was set to 0.6 fitting the data of Unal et al.
[21] quite well. Changing a in (2) to 0 gives the theoreti
cal polarization ratio for Bragg scattering [23] and setting
a to 1 results in Kirchhoff scattering [24] [25]. The po
larization ratios of (2) are plotted in Fig. 1 together with
an additional model proposed by Elfouhaily [26].
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COMPARISON OF WIND SPEEDS

Comparison of ERS-2 SAR Imagettes to SCAT

Up to now the SLC SAR imagettes are only relatively cal
ibrated and absolute calibration will be difficult to achieve
due to a power loss caused by the saturation of the ana
logue to digital convertor. However for the next genera
tion of data from the ENVISAT satellite, saturation will
be no longer a problem. The upper plot of Fig. 2 shows a
scatterplot of mean intensity (log scale) versus scatterom
eter wind speeds. Triangles indicate imagettes on which
sea ice, slicks or atmospheric effects were found by in
spection. As can be seen these imagettes are character
ized by relatively low intensities. In addition it can be ob
served that most of the corresponding SCATwind speeds
are also on the lower level, suggesting that these mea
surements are disturbed by the phenomena seen on the
imagettes. A revision of the ERS SCAT flagging is thus

6 slicks, sea ice
+ open water

+

104
imagette mean intensity

cross wind
up/down wind ++
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0 5.0·10' 1.0·10~ 1.5·104 2.0·104 2.5·104
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Figure 2: The mean intensity of each ERS-2 complex sin
gle look (SLC) synthetic aperture radar (SAR) imagette
is plotted versus the corresponding ERS-2 scatterometer
(SCAT)wind speed. On the left hand side homogeneous
imagettes are denoted by a + and imagettes affected by
slicks, sea ice or atmospheric phenoma by a 6.. On the
right hand side the + denotes cross wind and the 6. up
and down wind with respect to the SAR antenna.
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Figure 3: The spectral width is retrieved via the cross
correlation algorithm (CCA) and plotted versus colocated
ERS-2 SCATwind speeds.

strongly suggested. The linear regression line (dashed
line) was computed for the remaining homogeneous im
agettes. The corresponding correlation is 0.86. The lower
plot of Fig.2 shows the mean imagette intensity versus
SCATwind speed for cross wind (+) and up/down wind
(L'--) respectively, where wind direction is taken from the
ERS-2 SCAT.Only wind directions with a maximum de
viation of 25° from range and azimuth direction respec
tively, are considered in this plot. As predicted by the
CMOD models, it clearly shows up that the imagette in
tensities are higher for cross wind than up/downwindgiven
the same wind speed. These results strongly suggest that
C-band models applied to the ERS wave mode will yield
a reliable and stable wind speed algorithm.
To analyze the CCA, simultaneous measurements of the
ERS-2 SCAT are used. To check for the homogeneity
of the imagette and the stability of the fit procedure, the
spectral width was not only estimated for the area of the
entire imagette, but also for quarter subimages. Fig.3
shows a scatterplot of the spectral width versus SCAT
wind speed and its regression line (dashed line). Only im
agettes having a standard deviation of the spectral width
below 50 m were considered for the plot. The correlation
of 0.63 indicates a reasonable close relationship. How
ever the CCA method has to be further improved to ob
tain sufficient accuracy. This implies in particular a better
understanding of the shape of the SAR spectrum and its
dependence on wind speed.

Comparison of RADARSAT ScanSAR to ERS-2 SCAT
andHIRLAM

Retrieving wind directions from RADARSAT ScanSAR
images using the method described above failed in most
cases and is due to the inadequate spatial resolution of
the images. Therefore additional use of other information
such as atmospheric models, weather charts, or measure
ments are required when using RADARSAT ScanSAR

images for wind speed retrieval applying the C-bandmod
els. Furthermore the resolution of the ScanSAR is insuf
ficient for applying the CCA.
Howeverwind speeds from ScanSAR can be retrieved us
ing the hybrid C-band model function composed of the
CMOD4 and the C-band polarization ratio [27) [28) [29).
To get an estimate of a suitable polarization ratio, the
NRCS for HH polarization is taken from ScanSAR and
the VV polarization is estimated from SCATdata. There
fore, the NRCS and incidence angles of the RADARSAT
ScanSAR images are averaged over 25 x 25 km on the
grid used by the ERS-2 SCAT.At each point of the grid,
the SCATwind speed and wind direction measurement is
put together with the ScanSAR incidence angle as input
to the CMOD4model, which then gives an estimate of the
VV polarized NRCS. Taking the corresponding NRCS
from the HH polarized ScanSAR data the VV/HH po
larization ratio of each grid cell is derived. In Fig. I the
resulting polarization ratio is plotted versus incidence an
gle, considering 4 ScanSAR scenes and their colocated
SCAT data, which where acquired 4.5 hours later. Stars
represent results of areas were the backscatter is domi
nated by the wind and squares indicate data which were
strongly affected by other features, e.g. sea ice. The de
crease of polarization ratio in near range cannot be ex
plained by the theoretical approaches and is most likely
due to calibration inaccuracies. For higher incidence an
gles the polarization ratio shows the same trend as from
Kirchhoff scattering and the approach of Elfouhaily.
Fig. 4 shows a scatter plot were SCAT wind speeds are
compared to ScanSARwind speeds. Therefore ScanSAR
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RMS error [mis) 2.72

0V ' . ' ' ' . ' .sc~tt~r 1%,1 . ' 28.0 I
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wind speed from SCAT [ms"]

Figure 4: Scatter plot of comparison between wind
speeds from the SCATand from RADARSATScanSAR
using the hybrid model function consisting of the
CMOD4 and the polarization ratio according to Kirch
hoff.



NRCS and incidence angles are used together with the
wind direction from the corresponding SCAT grid cell as
input to the hybrid model function, with the polarization
ratio according to Kirchhoff scattering. The stars repre
sent again results of grid cells which are open water and
dominated by the wind while the squares are associated
to grid cells which are affected by other ocean surface
features. Although the ScanSAR and SCAT data are ac
quired 4.5 hours apart, the results are in fair agreement,
having a correlation of 0.62 with nearly no bias. These
results show the applicability of RADARSAT ScanSAR
for wind speed retrieval, though efforts for better calibra
tion have to be undertaken.
To test the applicability of the hybrid model function for
a large range of wind situations, a comparison was per
formed using a data set of IO ScanSAR scenes all in the
Cape Farewell area. The images were acquired at ap
proximately 2030 UTC and compared to the HIRLAM
forecast of 2 I00 UTC. For this comparison, the ScanSAR
images were averaged to the grid of HIRLAM, resulting
in an average grid cell size of approximately 28 x 55
km. Again wind speeds were retrieved from ScanSAR
using the hybrid model function. The comparison was
performed considering the polarization ratio according to
Kirchhoff scattering and the best fit from ScanSAR and
the corresponding SCAT measurements (Fig. I). For each
grid cell, the wind speeds were derived using the NRCS
and incidence angle from the ScanSAR together with the
wind direction from the HIRLAM model. In Fig.5 wind
speed from HIRLAM is plotted versus wind speed re
trieved from ScanSAR, assuming the polarization ratio
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Figure 5: Scatter plot of comparison between wind
speeds from HIRLAM and from RADARSATScanSAR
using the hybrid model function consisting of the
CMOD4 and the polarization ratio according to Kirch
hoff.
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Figure 6: Scatter plot of comparison between wind
speeds from HIRLAM and from RADARSATScanSAR
using the hybrid model function consisting of the
CMOD4 and the polarization ratio according to the best
fit shown in Fig. I.

according to Kirchhoff scattering. The correlation is 0.75
with a bias of O.OI ms-1. Using the polarization ratio
proposed by Elfouhaily gives very similar results, though
with a bias of -0.8 I ms:". The same scatter plot is shown
in Fig.6 where the polarization ratio resulting from the
best fit (Fig.I) was used for wind speed retrieval. Both
plots look very alike, though the statistics of Fig.6 look
more reasonable. The correlations of the comparison is
for all of the 3 ratios 2: 0.74 and significantly better than
the correlation of 0.62 resulting from the comparison to
SCAT.This is most likely due to changes of the wind situ
ation in the 4.5 hour time difference. However, the results
from both polarization models are quite similar, and we
cannot conclude which model is better.
In a next step, the difference in wind speed retrieved from
ScanSAR and HIRLAM is derived for each ScanSAR im
age at every grid cell. The results are coded in grey levels
and plotted at its location as a square superimposed on the
ScanSAR image. In Fig.7 four typical ScanSAR images
are shown. The grey scale of the image represents the
NRCS. The main differences in wind speed occur in near
range of the image (between 0 and 70 km), in lee of the
coast, and at atmospheric fronts. The first is most likely
due to calibration inaccuracies in near range. However,
the other two phenomena cannot be caused by calibration
errors or a wrong choice of the transfer function. In 8 of
the I0 studied ScanSAR images, the wind speed in near
range was significantly underestimated. In all images dis
tinct differences in wind speed were observed near to the
coast, especially in presence of wind shadowing, which
shows that ScanSAR can significantly improve the infor-
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Figure 7: Four RADARSAT ScanSAR images from the Cape Farewell area. The images represent the NRCS of the
ScanSAR data and the superimposed squares represent the difference in wind speed between ScanSAR and HIRLAM.
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mation on the wind field, especially in such unattainable
areas.

ERROR SOURCES

When computing wind speeds from ScanSAR images with
theC-band hybrid model function the accuracy is strongly
dependent on the input to the algorithm, NRCS, wind
direction, and incidence angle. Main errors are caused
by: the effect of speckle, uncertainty in wind direction,
and calibration accuracy of NRCS. The granular appear
ance of SAR images is the effect of speckle, a small-scale
fluctuating component of the backscatter. In the case of
RADARSATScanSAR images, speckle can be ±3 dB on

a single pixel. Therefore the NRCS of the images have
to be averaged over at least 2 km x 2 km to reduce the
effect of speckle.
More important is the necessity to have information on
wind direction for retrieval of the wind speed. The NRCS
is strongly dependent on wind direction and therefore un
certainties in wind direction can lead to significant errors
in wind speed. The relative error in wind speed is plot
ted in Fig.8 assuming an uncertainty in wind direction
of ±10°. The computations were performed for inci
dence angles of 20°, 35°, and 50°, using the CMOD4
with the Kirchhoff model polarization ratio. The largest
relative errors result from wind directions near to 45° and
135°, respectively, and near to 225° and 315°, due to the



Figure 8: The computed relative error in percentage of
wind speed due to an uncertainty in wind direction of
± 10° for incidence angles of 20°, 35°, and 50°. The er
ror is computed for wind speeds between 2 and 30 ms ",
and wind directions from 0° to 180°.

Figure 9: The computed relative error in percentage of
wind speed due to an uncertainty in NRCS of ±0.5 dB
for incidence angles of 20°, 35°, and 50°. The error was
computed for wind speeds between 2 and 30 rns ", and
wind directions from 0° to 180°.

symmetry of the hybrid model function. With increas
ing incidence angles and for low wind speeds, the error
increases, however for higher wind speeds there is a dis-
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tinct decrease of error with increasing incidence angles.
The error in wind speed due to the accuracy of the NRCS
is strongly dependent on the sensor performance and its
calibration. In Fig.9 the error in wind speed is plotted as
suming an accuracy of ±0.5 dB. The computations were
performed with the same model and the same ranges of
input parameters used for the results of Fig.8. The rel
ative error decreases significantly with increasing wind
speed and is slightly lower for cross wind then for up
and downwind. This behavior also results for increasing
incidence angles, though the error decreases significantly
with increasing incidence angle.

CONCLUSIONS

The derivation of wind speed from SAR data was con
sidered using both ERS-2 SAR globally distributed wave
mode imagettes and RADARSAT ScanSAR data. The
measurements were compared to ERS-2 SCATwind-data
and wind field from an atmospheric model. The tech
nique relating the image intensities to wind speeds show
good results for both data sets. Measurement of wind
direction is still a problem, as the features needed for
the determination of wind direction are sometimes not
present in SAR images.
Overall the investigation of the RADARSAT ScanSAR
images showed the applicability of the hyprid model func
tion for mesoscale wind speed retrieval over the ocean
surface. It was found that the best fitting theoretical polar
ization ratios were according to Kirchhoff scattering and
an extended model proposed by Elfouhaily. However,
there are significant differences between the measured
and the theoretical polarization ratios so that an empirical
ratio was used in addition. Investigation of location of the
largest deviations between ScanSAR and HIRLAM re
sults showed a significant underestimation of the shadow
ing effect of Greenland by the HIRLAM model and cali
bration inaccuracies in the ScanSAR data at near range (0
- 70 km). Due to the inadequate resolution wind direction
cannot be retrieved so far from ScanSAR images. How
ever, the operational use of RADARSATScanSAR wind
maps retrieved using the hybrid model function together
with the wind directions from HIRLAM is planned at the
Danish Meteorological Institute to help improve weather
and especially ice drift forecast in the area around Green
land.
For the next European satellite ENVISAT ASAR radar
measurements of the sea surface are available as well in
wave mode as in ScanSAR mode. The present study is
therefore one preparation step to test the wind algorithms
for the planned operational use of ENVISATASAR data
at meteorological weather centers.
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ABSTRACT

Two SAR ocean surface wind retrieval procedures have
been developed by The Johns Hopkins University
Applied Physics Laboratory (APL procedure) and
ERIM International Inc. (ERIM procedure). The APL
procedure estimates the SAR wind direction from
temporally coincident meteorological model output, and
then a SAR wind speed image is computed from the
SAR radar cross section (RCS) measurements using the
CMOD4 algorithm modified for HH polarization. The
ERIM procedure first estimates the wind direction from
wind-aligned feature in the SAR image and then
estimates the wind speed in a manner similar to the APL
model. The wind vector retrieved from the ERIM model
has 180 degree wind direction ambiguity.

The APL procedure winds were compared with
meteorological model winds, and the RMS error is
about 3.49m/s. The ERIM model winds were compared
with buoy winds and the RMS error in wind direction
was about 31 degrees. The RMS error in wind speed
was about 3.5 m/s.

1. INTRODUCTION

The retrieval of sea surface wind speed from high
resolution, wide-swath SAR images has been a focus of
study in the SAR research community for the past few
years. A research and development program at
NOAA/NESDIS with partners in government,
academia, and industry has endeavored to develop
coastal ocean SAR applications, in particular wind
measurement and hard target detection. These
applications are being prepared for a preoperational
demonstration in Alaska (the Alaska SAR
Demonstration) starting in the fall of 1999. The primary
data source will be quick-look, wide-swath SAR (i.e.,
ScanSAR Wide B) imagery processed at the Alaska
SAR Facility (ASF) located at the University of Alaska,
Fairbanks. Calibration coefficients (available beginning
October 1998) for calculation of normalized radar cross
section (RCS) for RADARSAT ScanSAR imagery, as
well as calibration and mapping techniques and software

have been supplied by the ASF and used in the data
processing.

In support of the Alaska SAR Demonstration project,
two wind retrieval models have been developed by The
Johns Hopkins University Applied Physics Laboratory
(APL procedure) and ERIM International Inc. (ERIM
procedure). The APL model estimates the SAR wind
direction from temporally coincident meteorological
model output, and thus SAR wind direction accuracy
depends directly on model wind accuracy. A SAR wind
speed image is then estimated from the SAR RCS
measurements using the CMOD4 wind speed algorithm
modified for HH polarization. The ERIM procedure
first estimates the wind direction from wind-aligned
features in the SAR image (e.g., wind rows, convective
cells, surfactants, etc.) and then estimates the wind
speed in a manner similar to the APL approach,
although with different radar cross section models. The
wind vector retrieved from the ERIM procedure has 180
degree wind direction ambiguity.

2. RADARSAT SAR CALIBRATION

The retrieval of ocean surface wind from SAR imagery
is dependent upon the knowledge of RCS obtained from
calibrated imagery. Since late 1998, RADARSAT
ScanSAR Wide B SAR imagery processed at the ASF
has been certified as calibrated. Calibrated imagery
provided in the Committee on Earth Observation
Satellites (CEOS) SAR data format is accompanied by a
leader file containing the appropriate coefficients for
converting the digital value in the image into RCS using
the following equation (for data processed at ASF):

(I)

where a/=21947.9, a2 =1.1026 x 10-5, and a3 = 0.00000
are typical values. The quantity d is the digital value in
the image, and n(B) is a noise value represented by a
lookup table that describes the noise floor as a function
of ground range (values are typically in the range 0.0093
< n < 0.2417). The noise floor information in the leader
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file, however, is not correct. The effect of an incorrect
noise floor in the leader file is shown in Figure 1. The
wind speed image in the left panel was derived from
SAR data calibrated to RCS using the leader file
information. Using wind directions obtained from the
NOGAPS model, a wind speed at each pixel location
was computed. The right panel was computed the same
way except that the RCS values came from the ASF
calibrate program, software made available on the ASF
web site (http://www.images.alaska.edu/software.html).
The overall structure and the range of the wind speeds
are the same in the two images. However, at the very
lowest wind speeds, the left image exhibits a rather
unrealistically large region of zero wind speed.

Although the calibration scheme using the leader file
produces reasonable cross sections values, the
difference in the noise floor guarantees systematic
problems, particularly at low wind speeds. For the
Alaska SAR Demonstration, both the APL and ERIM
procedures incorporate the ASF calibration software
rather than using the leader file in order to produce
accurately calibrated images for wind calculation.

Most of the SAR data to be used in the Alaska SAR
Demonstration are ScanSAR data geocoded at the ASF
to polar stereographic projection with a standard latitude
of 70°N and a prime longitude of 45°W. Using Earth
location information found in the map projection data
record of the ASF SAR leader file, latitude and
longitude are calculated for any pixel in the image using
software obtained from ASF and incorporated into the
wind processing modules.

3. SAR DERIVED OCEAN SURFACE WIND

Measurement of ocean surface winds from satellite
scatterometer data is now quasi-operational. Routine
availability of ERS-1/2 C-band scatterometer and the
ADEOS Ku-band scatterometer data have fostered the
development of mature algorithms for derivation of
wind speed and direction from this type of data. But
SAR instruments also have the potential for wind
measurement. Like scatterometers, a SAR instrument
measures variations in radar backscatter from the wind
roughened ocean, variations that are a function of wind
speed and direction. Unlike scatterometers, SAR
instruments only have one azimuth viewing angle, so
wind direction must be obtained using a technique that
differs from the multiple-azimuth measurement
algorithm in use with modem scatterometers. An
independent estimate of local wind direction, either
from model output or from another source, is required
for accurate wind measurement. Under the right

conditions, wind-aligned patterns in the SAR data itself
can be used to infer wind direction with 180-degree
ambiguity [1]. SAR wind measurements have the
advantage of being at very high spatial resolution (in the
range of 300 m to 1 km as opposed to the normal
scatterometer resolution of 25-50 km) and can be made
right up to the coast or in bays and estuaries without
suffering from the land contamination evident in
scatterometers and passive microwave radiometers.
Two SAR wind products are being generated for the
Alaska SAR Demonstration. Both products will be
evaluated as to their utility to operational weather
forecast and analysis activities; and ways of combining
both algorithms to improve the wind product will be
investigated.

3.1 APL WIND ALGORITHM

The APL wind algorithm is based on the CMOD4
algorithm [4,8]. The relationship between wind speed
and direction and RCS is given by the CMOD4
algorithm as:

ad= a(B)f(U)Y[1 +b(B)cos¢+c(B,U)cos2¢f6 (2)

where a; is the vertical RCS, U is the wind speed, Bis
the local incidence angle, and rp is the angle between the
SAR look direction and the local wind direction. This
model was developed for the ERS-1 C-band vertically
polarized scatterometer (C-VV). Since RADARSAT
SAR imagery is acquired at C-band horizontal
polarization (C-HH), the CMOD4 algorithm needs to be
modified for use with RADARSAT. The following
relation between RCS for C-VV and C-HH has been
derived at JHU/APL [5]:

a~ =ad (1+a tan2 B)2
(1+2 tan2 B)2

(3)

where a is a parameter that is still an area of research,
and has been empirically estimated to be 0.6 [2,5]. Note
that for an incidence angle of 0, 8 = 0, a~ = ad .
Figure 1 is an example of the APL wind image product
derived from SAR data using Equations (2) and (3). The
RADARSAT ScanSAR Wide B geocoded polar
stereographic image data are averaged to 400 m pixels
and calibrated to RCS. Wind direction is obtained from
the I0 x 1° latitude/longitude grid NOGAPS (Naval
Operational Global Atmospheric Predication System)
meteorological model analysis or forecast closest in
time to the SAR image. The model wind directions are
interpolated down to the 400 m SAR pixels with a
bilinear



Figure 1. Sample wind image derived from APL wind algorithm. Left image was calibrated with data from leader file.
Right image was calibrated with ASF software. Image is of the Gulf of Alaska with Kodiak Island in the top center of
the image. North is up.

interpolation scheme. Equations (2) and (3) are used to
prepare a lookup table that returns wind speed output
given RCS horizontal polarization input. In Figure 1,
SAR wind speed is shown in the image color value.
Arrows in the wind image are wind vectors from the
NOGAPS model [2].

3.2 ERIMWIND ALGORITHM

The ERIM ocean surface wind product is derived with a
different approach to the problem of measuring winds
from SAR. SAR images over the ocean contain
signatures of atmospheric effects due to the local
changes to surface wind speed and direction. These
signatures are often elongated in the general direction of
the local wind. Examples are wind rows and island
wind shadows [1]. In the ERIM procedure, land is first
masked out of a RADARSAT SAR image using a
coastline map (a 2 km uncertainty is added to take care
of navigation errors). Multiple spatial frequency spectra
are generated within a 48 km region of the SAR image
with Fast Fourier Transforms. These spectra are then
averaged to form a smooth spectrum. Next, the
elongation direction of the spectral energy over large
scales (3-20 km) is calculated with the elongation
direction determined in two ways: (1) by fitting a
quadratic polynomial to the spectrum and calculating
the direction of smallest curvature, and (2) by finding
the spectrum peak value. The wind direction is rotated
90 degrees from this elongation direction. This
procedure is repeated with slightly overlapping regions
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to form a 32 km grid of wind directions with 180-degree
ambiguity. For each 48 km region used to estimate a
wind direction, the average RCS of the region is also
calculated, and then a 3 x 3 smoothing operation is
applied to the wind directions where each direction is
replaced by the weighted average of nine wind
directions surrounding it with the average RCS values
providing the weights. Finally, for each grid location
the wind speed is estimated as follows. Given some
model for the RADARSAT C-HH CT~, wind speeds
from 1 mis to 30 mis every 0.2 mis are put into the
model along with the estimated wind direction to
generate an estimated CT~ • The wind speed that

generated the estimated CT~ closest to the actual CT~ is
chosen as the wind speed for that grid location.
Currently, three RADARSAT C-HH CT~ models are
being evaluated. The first is the same as in Equation (3)
above. The second is similar to Equation (3), but where
the CMOD4 scale factor is a cubic polynomial in tan(())
and the polynomial coefficients are empirically derived
so that

H _ V( 3 2 n (} )a0 -a0 a3tan O;+a2tan v;+a1tan ;+a0 (4)

The third model is a two-scale model with
hydrodynamic effects that is being investigated to obtain
a refined C-HH a~model [3,6,7]. This is defined as
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a0H =ffab(s ,s )[l+s(u)h(s ,s )]p(s .s )ds ds (5)u c u c u c u c

where Su,Scare the wave height slopes in the upwind
and crosswind directions respectively, crb(su,Sc)is the
tilted bragg RCS for an ocean surface with the given
slopes, s(u)h(su,sc)represents a modulation to the bragg
RCS due to hydrodynamic effects (with u representing
wind speed, s(u) a scale factor based on wind speed, and
h(su,Sc)a linearization of the hydrodynamic effects in
upwind and crosswind slopes), and p(su,sc) is the
probability that a facet with slopes Suand Scoccurs on
the ocean surface.

Since the underlying RADARSAT C-HH a~model is
so important to the final wind vector product, a study is
underway to validate the different models and perhaps
combine them into a final version. Figure 2 shows a
plot of each model versus actual RADARSAT C-HH
values calculated from 46 samples where the wind
information came from an in situ buoy and the radar
cross section value came from an average of the
calibrated RADARSAT image over a 1 km square
around the buoy. In Figure 2, the Two-Scale Model
refers to the model in Equation (5), the Empirical
Scaling Model refers to Equation (4), and the bragg
Scaling Model refers to Equation (3). The normalized
root mean square error (NRMSE in the figure)
represents the mean square of the error between the
model and RADARSAT RCS values (calculated in
energy, not dB) normalized by the total energy in the
RADARSAT values. Note that the NRMSE values are
between 0.35 to 0.39 with the two-scale model
performing slightly better than the other two. However
it should be noted that the two-scale model takes much
longer to calculate than the other two models. Work is
ongoing to finalize these models.

Figure 2. Comparison of the various RADARSAT C
HH radar cross section models to RCS values calculated
from calibrated RADARSAT images.
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Figure 3 is an illustration of the ERIM wind product.
The actual product is a text file of wind speed and
direction for each grid point. In Figure 3, the vectors
have been plotted on the SAR image from which they
were derived to visualize the result.

Figure 3. A sample ERIM wind vector product derived
from the SAR image. Image is of the Bering Sea.
Nunivak Island is at the top center of the image. North
is to the lower left portion of the image. SAR image
Copyright, Canadian Space Agency, 1999.

4. VALIDATION OF SAR WIND PRODUCTS

A validation system has been developed such that for
each calibrated SAR image containing a meteorological
buoy, the simultaneous buoy measurements (±30
minutes) for the SAR image are extracted. A SAR wind
image and SAR wind vectors are then processed from
the calibrated SAR image. Finally, the wind
measurements calculated from the SAR image at the
buoy locations are extracted together with the buoy
report to form a matchup file. In addition, the APL
SAR winds are compared with the Navy NOGAPS
meteorological model winds.

4.1 VALIDATION OF APL WIND IMAGES USING
THENAVYNOGAPS NUMERICAL MODEL

As a preliminary validation of the APL wind product, a
comparison is made with the NOGAPS model winds
that provide the directional information for the APL



model. The NOGAPS wind speeds are compared with
the SAR wind speeds to detect any systematic errors.
Figure 4 is a scatter plot of model wind speed derived
from approximately 200 ScanSAR Wide B images
versus SAR wind speed. The RMS difference is 3.49
mis, with the mean of the SAR winds being 0.58 mis
lower than the model winds.

Figure 4. Comparison between the APL wind product
with NOGAPS model wind.
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4.2 VALIDATION OF THE ERIM WIND VECTORS
USING NOAA MOORED METEOROLOGICAL

BUOY DATA

Ten-meter winds measured by NOAA moored buoys are
used as ground truth. The wind vector derived from
RADARSAT SAR using the ERIM algorithms are
compared with co-located buoy data. To date only ten
matchup points have been used for wind direction
comparisons whereas 46 have been used to estimate
wind speed errors; wind direction validation utilizing
the full 46 matches is currently underway. The wind
direction comparison is given in Figure 5. Because of
the 180 degree ambiguity in wind direction generated
from the ERIM procedure, the error between the
estimated and actual wind direction is always defined to
be between ±90 degrees. Thus the dashed lines in
Figure 5 show the region within which the error must be
by definition. One can see that the RMSE of the wind
direction is 44 degrees with the peak algorithm and 33
degrees with the polynomial algorithm. In general we
have found that the polynomial algorithm performs
better than the peak algorithm, and routinely use that
algorithm.
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Figure 5. Comparison between wind direction derived
from RADARSAT SAR using the ERIM algorithm and
co-located NOAA moored buoy data.
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Figure 6 shows the resulting wind speed errors for the
full 46 points where we have assumed an average wind
direction error of 0 degrees and 60 degrees. For an
average direction error of 0 degrees the wind speed
RMSE was 3.41 mis whereas for an average error of 60
degrees (which is much larger than expected) the wind
speed RMSE was 4.85 mis. A full validation for both
wind direction and speed is underway, but we anticipate
that the final wind speed RMSE will be close to 3.5mis.

Figure 6. Wind speed errors for the ERIM procedure for
two different wind direction errors.
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5. SUMMARY

Two wind retrieval procedures have been developed by
The Johns Hopkins University Applied Physics
Laboratory (APL procedure) and ERIM International
Inc. (ERIM procedure) in support of the Alaska SAR
Demonstration project. In this paper we give brief
outlines of these models and some preliminary
validation results. The APL procedure wind speed was
compared with model wind measurements, and the
RMSE in wind speed is about 3.49m/s. The ERIM
model winds were compared with buoy winds and the
RMS error in wind direction was between 31 and 44
degrees. The RMS error in wind speed was around 3.5
mis.
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ABSTRACT

A pre-liminary validation of the ASAR Level lb (cross
spectra) product and the Level 2 (wave spectra retrieval)
algorithm have been conducted using ERS Wave and
Image Mode SLC data collocated with in-situ measure
ments and numerical wave model. The objectives of the
validation have been to optimize the algorithms, the pro
cessing settings and to predict the performance of the
new products and algorithms. New methodologies for
wind retrieval have also be considered and tested against
in-situ observations.

For the Level 1b product, the main focus of the valida
tion test has been on the resolution of the propagation
direction and the establishment of RMS errors (as com
pared to simulated spectra) for the main swell spectral
parameters. The main result is that when ocean swell
system was detected the propagation ambiguity was
resolved in 93% of the cases. The spectral peak wave
length and propagation direction RMS were 50m and
40°, respectively. The mean peak wavelength was for
this data set 265m, and the average azimuth cut-off value
was 256m. We conclude that the cross spectra product of
the ENVISAT Wave Mode is superior to the existing
ERS Wave Mode product in terms of signal-to-clutter
ratio and propagation ambiguity.

For the Level 2 development the pre-liminiary results
shows that a consistent inversion scheme can be formu
lated without using any apriori information or first guess
spectrum. Initial validation results shows that the wave
spectrum within the SAR domain are unambiguously
resolved in 80% of the cases processed. In the remaining
20% of the cases, ocean swell is not present (does not
exist or not detected by the SAR) or directional informa
tions not resolved. The Level 2 development also shows
that wind related informations can be achieved from the
SAR Image Mode SLC data, and new methodologies are
proposed and tested versus in-situ observations.

INTRODUCTION

The ERS global wave spectra measurements will be
extended and improved by the ENVISATmission sched
uled for launch in year 2000. The improvements will be
achieved by better coverage, greater flexibility and new
products. The limitations in the existing ERS Wave
Mode products require the wave retrieval schemes to

extensively rely on in-situ wind and wave informations
[9]. The Envisat ASAR Wave Mode, however, will pro
vide the users with a new wave mode product based on
the cross spectra methodology. This has lead to the pos
sibility of developing an improved Level 2 algorithm
available for the user community.

The main advantages of Level 1products are expected to
be the 180 degree propagation ambiguity, the speckle
bias compensation and improved SNR.The expected
performance of the ENVISATWaveMode cross spectra
product has been set by using more than 70 ERS SLC
images collocated with in-situ data from the North
Atlantic and North Sea, and a limited number of ASAR
Wave Mode Level 1b products generated from ERS
WaveMode data. The data are used to simulate the per
formance of, and to optimize the processing of ENVI
SAT ASAR Wave Mode data. The optimization and
performance test were done by simulating Envisat
ASAR SLC imagettes by means of ERS SLC image
mode data, generation of the cross spectra product, and
inversion. The collocated in-situ wave and wind infor
mations allow us to compute the corresponding synthetic
cross spectra product for comparison. The in-situ data
consist of directional wave spectra and wind vector, and
were provided by either wave models, directional buoys,
platform wave radar or weather ship observations. The
SAR data were acquired under various wind and sea
state conditions ranging from 2 - 20 mis wind speed and
l.2 - 7.8 m significant waveheight. The main focus of the
performance test has been on the resolution of the propa
gation direction and the establishment of RMS errors for
the main swell spectral parameters, and to verify the
Level 2 algorithm.

DATA ANALYSIS

The data used in the analysis are ERS-1/2 Image Mode
and ERS-2 WaveMode SLC data, collocated with wave
model, or buoy or in-situ observations. The ERS data
were provided by ESA and the in-situ data by the Nor
wegian Meteorological Institute, IFREMER, and
Oceanor Ltd. The Image Mode data were collected
mainly in the period 1993-1995, 1997-1999 from the
Norwegian Sea and the North Sea. The WaveMode data
were collected during 1998globally.
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Image Mode Analysis

Procedure for analyzing the Image Mode data:

• simulation of Envisat ASAR SLC imagettes from
ERS SLC Image Mode Data
• processing of cross-spectra from the simulated Envi
sat ASAR SLC imagettes using the ASAR software [l],
[3]
• simulation of cross-spectra from collocated ocean
wave spectra using in-house simulation software [2]
• comparison of observed and simulated cross-spectra
and Level lb processing optimization
• development and testing of Level 2 algorithm and
new wind retrieval methodologies

Wave Mode Data Analysis

• analysis of Envisat ASAR Level Ib product gener
ated from ERS WaveMode data
• spectral and propagation characteristics
The cross spectra processing is illustrated in Figure I
showing the look filters within the azimuth bandwidth.

AzlookFilters
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Figure 1. Optimal look filter selection for ASAR WaveMode
Level Ib processing. Filter bandwidth a = 0.18PRF, and look
separation 6.f = lfb"/ f PRF - (7I 4)al corresponding to 250Hz
and 0.40sec, respectively. Here fbw rs the azimuth bandwidth
and f PRF is pulse-repetion frequency.

RESULTS

Level Ib Validation

Image Mode Data

One example of Envisat ASAR Wave Mode cross spec
tra generated from ERS Image Mode SLC image, and
the corresponding spectra simulated using the wave
model (WINCH) is shown in Figure 2. Such data are
used to establish the performance of the Level Ib pro
cessing that was the basis for generating the ASAR
Level 1b products from the ERS WaveMode data.
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Figure 2. ASAR WaveMode cross spectra processed from
ERS SLC data together with cross spectra simulated using
collocate wave model spectra. Non-directional and directional
spectra are also shown.

In Figure 2 the SAR detects two wave systems while the
wave model predicts only one of them. Results as shown
in Figure 2 are generated from about 70 SLC scenes and
used to establish RMS error and performance statistics
as summarized below:

• Swell system detected, and propagation ambiguity
resolved in 80% of the cases
• Swell system detected, but propagation ambiguity
not resolved in 7% of the cases
• No swell system detected, and no swell predicted in
13%of the cases
• No swell system detected, but predicted in 2% of the
cases
• Input data statistics outside confidence interval in
1.5%of the cases



The clutter values were in the range l .5393E-8 to
l.2153E-7, with an average value of 5.8785E-8. The
imaginary and real peak values were on average 7.0E-5
and 3.5E-4, respectively.

The mean peak wavelength was 265m, and the average
azimuth cut-off value was 256m.

For those data sets where collocated wave spectra are
available, the RMS error of the measured spectral
parameters versus the simulated are as follows:

• Spectral Peak Wavelength RMS = 50m

• Spectral Peak Propagation Direction RMS = 40°

• Spectral Peak Phase Value RMS = 0.10 rad
It is concluded that the overall performance is good.

WaveMode Data

A limited number of ERS Wave Mode data were pro
cessed into ASAR Level 1b product at ESA/ERSRIN
collocated with Scatterometer observations. The results
of the analysis is tabulated in Table 1.

Table 1. Cross spectra parameters of the ASAR_WVI_lb
products generated from ERS WaveMode data

(">-) Amin Amax ( cp) <Pmin <Pmax (Ac)
YMDH m m m deg deg deg m

98030221 113 105 121 267 260 270 242

98030807 137 130 139 268 260 275 361

98030808 110 98 150 101 95 110 240

98039809 227 197 261 242 230 260 200

98030915 129 121 130 265 260 270 335

98031220 96 74 113 269 260 275 297

98031320 250 243 265 230 225 235 220

98031409 361 345 370 219 205 235 262

98031719 224 212 243 98 90 100 306

In Table I (A) = average peak wavelength, Amin =
minimum peak wavelength, Amax = maximum peak
wavelength, (<I>) = average peak wave direction, <Pmin
=minimum peak wave direction, <Pmax =maximum peak
wave direction, and (Ac) = average azimuth cut-off
wavelength, of each of the data sets. Each of the data
sets contained 6 or 5 spectra, separated a distance of
200km along track.
The overall performance of the Wave Mode generated
Level lb products was that in 75% of the cases, wave
systems are detected and propagation direction resolved.
In 18%of the cases no wave systems are detected, and in
7% of the cases wave systems are detected but the prop
agation direction not resolved.
We concluded that the preliminary analysis of the Wave
Mode data shows that the Level 1b products performs
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well in producing unique wave spectral and propagation
characteristics within the SAR imaging domain.

Level 2 Development
WaveRetrieval Algorithm

A retrieval algorithm generally attempts to reconstruct
the ocean wave spectrum by minimizing the difference
between its corresponding theoretical SAR spectrum
(obtained with a forward transformation) and the satel
lite observation. The exact derivative of the nonlinear
transform being to cumbersome to carry out, most of the
inversion schemes partially ignore the complete non lin
ear mapping and mostly use the simplifying gradient of a
so-called optimized SAR quasi-linear transform that best
matches the full non linear transform.

After the first inversion algorithm proposed in 1991[8],
improved and/or alternative methods have been devel
oped [9], [10]. Common to these are that they require an
a priori guess of the wave spectrum. The most recent
inversion algorithm is based on separating the retrieval
scheme into two steps [11]: one for the wind sea part of
the spectrum, the other for the swell contribution. This
algorithm does not require any a priori wave spectrum
but only an estimate of the local wind vector. None of
these algorithms are at present designed for utilizing the
complex cross spectra that will be available from the
Envisat mission, and non of them incorporate backscat
ter models.
The philosophy of the Level 2 development [12] is to
design an wave retrieval algorithm that does not neces
sarily require apriori information. The basic idea is to
separate the retrieval scheme into two steps: one for the
non-linear part of the spectrum, the other for the quasi
linear part. The idea is then to estimate the non-linear
part and then to remove it from the observed cross spec
tra. The remaining part is then the quasi-linear contribu
tion which easily can be solved with respect to the swell
spectrum ifthe RAR MTF is known. The procedure is as
follows step wise:

• remove the window function (any instrumental
effects) of the SLC data, define the look filters, and
extract independent looks (at least two) from the avail
able bandwidth
• compute the various cross covariance functions and
cross spectra
• compute the system transfer function
The cross spectrum is then inverted with respect to the
ocean swell wave spectrum by the following steps:

• provide an estimate of wind field or use the backscat
ter from the image, and compute the RAR MTF
• measure the non-linear azimuth spectral (asymptotic)
width from the cross spectra.
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• estimate the correct quasi-linear azimuth cut-off
(variance of azimuth orbital velocity shift) from a set of
values by fitting the corresponding tabulated non-linear
profiles to the observed cross spectra profile.
• select the tabulated non-linear spectra corresponding
to the estimated quasi-linear azimuth cut-off value and
the measured spectral width.
• express the cross spectrum as a sum of the non-linear
approximation and the well known quasi-linear part
given by the exponential cut-off factor, transfer func
tions and swell spectrum
• remove the non-linear contribution and solve the
quasi-linear part linearly with respect to the swell spec
trum inside the SAR imaging domain
The computation of the non-linear contribution to the
SAR image cross spectrum will be based on pre-com
puted look-up tables. This is done in order to simplify
the algorithm and to decrease the processing load. The
estimation of the non-linear part is the crucial point of
the algorithm. The tabulated non-linear part of spectra is
generated for a wide range of wind sea parameters using
a full non-linear implementation of the SAR transform
using log-polar fourier transform.
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Figure 3. Example of inversion of ERS cross spectrum with
respect to ocean wave spectrum within the SAR imaging
domain. The collocated wave model spectrum is shown for
comparison.

About 40 cross spectra generated from imagettes from
ERS Image Mode SLC data were inverted using the
approach above, and the overall results can be summa
rized as follows:

• The swell spectrum within the SAR domain are
unambiguously resolved in 80% of the cases processed.
In the remaining 20% of the cases, ocean swell is not
present (does not exist or not detected by the SAR) or
directional informations not resolved.
• The important point for correct inversion is the pre
diction/measurement of the non-linear part of the cross
spectra, the non-linear asymptotic spectral width, and
the variance of azimuth orbital velocity shift

Wind Retrieval

Access to well calibrated SAR images i.e. radar cross
section images, has led to an increased research activity
of utilizing the SAR for high-resolution wind field mea
surements. The near surface wind speed may be esti
mated (on scales 1-lOkm) from SAR images using a
scatterometer empirically derived radar cross section
model function (CMOD)[5], provided an estimate of the
wind direction is known. The wind direction is estimated
either by identifying shadowing effects for near shore
scenes or by analyzing very small wavenumber spectral
component orientations. However, investigations show
that wind streaks are only observed in roughly 40% of
the SAR images [6]. Furthermore, these method will
obviously suffer from non-wind low wavenumber spec
tral signature such as in the presence of slicks.

It has also been demonstrated that another source of
spectral information exist to further help to complement
SAR scatterometry-like analysis [7]. This is based on
analysis of the observed spectral azimuth cut-off which
again is caused by the wind generated wave random
motions. However, the SAR cut-off parameter estimates
are also carrying long wave orbital motion information,
and that biases may be caused by the inertia of gravity
waves in the case of fetch limited or relaxation condi
tions, as well as in the presence of large swell systems.

We propose a new look on the SAR wind field retrieval
by considering the time decorrelation and phase spectra
computed from inter-look processing of SLC data. The
methods shown below have been developed using
advanced simulation tools. The results from the real data
are estimated from an area of 16kmx20km.

WindDirection

Assume we have computed the cross spectra, P(ls,, t)
from the single-look complex images. The phase spectra
is then obtained by smoothing the cross spectra and then
computing the ratio as:



{
Im{P(k, t)}}

<l>(k) = atan Re{P(k, t)} (1)

The wind direction will be given as the normal to the
line separating the negative and the positive part of the
phase plane, <I>. The fitting to the phase plane with
respect to the angle cpw is given as:

(2)

a
cpw = atan .-2'.

ax
(3)

The angle, cpw is then proposed to provide an ambiguity
free estimate of the wind direction relative to the positive
range axis. The use of phase spectra requires that the
SAR processing is precisely done since the phase ratio is
used. Example of ERS-2 cross spectra and correspond
ing phase spectra is shown in Figure 4.
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Figure 4. Example of ERS-2 cross spectra (upper plots) and
the corresponding phase spectra (lower plot). The lines in the
phase spectra indicate the SAR and the in-situ measured wind
direction.

Figure 4 shows a successful retrieval of wind speed from
the phase spectra. Note that the extracted wind direction
is not aligned with the direction of the main swell wave
system (white spot) detected by the SAR. Statistics from
comparison with in-situ measurements from the Gullfaks
C platform in the Norwegian Sea is shown in Figure 5.
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Figure 5. Wind direction derived from ERS SAR SLC images
versus in-situ measured wind direction.
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Figure 5 shows a good correlation between SAR and in
situ measured wind direction. The RMS error is around
35 degrees.

WindSpeed

The azimuth cut-off estimator estimate the width of the
ratio of the azimuth cross spectra profiles obtained at
two different look separation times. The idea is that dur
ing the short time separation the difference in azimuth

o 1sspectralwidth can only be caused by the very small
waves, which again are highly correlated to the wind
field. This method actually measure the variability of the
wind field, and is expected to be less dependent of the
wind direction than the backscatter.

The ratio of the spectra is given as:

r(k) = IP(k, 2t)I
IP(k, t)I

(4)

where P(/s, 2t) and P(/s, t) are cross spectra com
puted at two different look separation times, a large and
a small separation.
The spectral ratio can be fitted to theoretical functional
form using the relation:

where

(6)

The fitting to the spectral ratio is done with respect to the
parameter, b , and the wind speed is related to this
parameter. Examples of azimuth cut-off ratio
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(Equation 4) obtained from ERS-2 Image Mode data are
shown in Figure 6 for different wind speeds.
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Figure 6. Azimuth power ratio profiles obtained from ERS
cross spectra (real part) for different wind speeds.

Statistics obtained by fitting such curves to Equation 6 is
plotted in Figure 7 versus in-situ measured wind speed.
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Figure 7. Temporal decorrelation measured versus in-situ
measured wind speed.

Figure 7 shows a good correlation between the time
decorrelation measured using two look separation times
and the in-situ wind speed.

CONCLUSION

TheASAR WaveMode Level 1b cross spectra product is
shown to be superior to the existing ERS Wave Mode
product. The main advantages are achieved for the SNR
and the resolution of the 180 degree propagation ambi
guity. The latter also makes the product well suited for
obtaining a unique solution for the underlying swell

spectrum. In 80% of the cases waves systems are
detected and a unique solution of the wave inversion
problem is achievable without using external informa
tions.

REFERENCES
[l] The EnvisatASAR WaveMode Cross SpectraAlgorithm -

Software Requirements Document, NORUT IT report:
ASAR-D6-NT-Ol, Version 1.3.6,27 June 1997.

[2] G. Engen, H. Johnsen; SAR-Ocean Wave Inversion Using
Image Cross Spectra, IEEE Transc. on Geo. Science and
Remote Sensing, Vol. 33, No. 4, pp. I047-1056, 1995.

[3] Johnsen H.,Engen G., Lauknes I., The EnvisatASAR
WaveMode Cross SpectraAlgorithm, Proc. CEOS SAR
Workshop,WPP-138, ESTEC 3-6 February 1998.

[4] Hasselmann, S., C. Briining, K. Hasselmann, P.Heimbach,
An improved algorithm for the retrieval of ocean wave
spectra from synthetic aperture image spectra.Journal of
Geophysical Research, IOI(C7):16615-16629, 1996.

[5] StoffelenA., Anderson D.L.T. (1993), ERS-1 Scatterome
ter data characteristics and wind retrieval skill,Adv. Space
Res., 13, 553-560.

[6] VachonP.W.,Dobson F.W.,(1996), Validationof wind vec
tor retrieval from ERS-1 SAR images over the ocean, The
Global Atmos. and Ocean Sys., 5, 177-187.

[7] Chapron B., Elfouhaily T., Quilfen Y., (1994), Speckle
wind speed algorithm from the ERS-1 SAR wave mode
imagettes, CERSATNews, CERSAT,BP 70, Plouzane,
France

[8] K. Hasselmann, S. Hasselmann, "On the nonlinear map
ping of an ocean wave spectrum into a synthetic aperture
radar image spectrum and its inversion'', J. Geophys. Res.,
Vol.96,No. C6, pp.10713-10729, 1991

[9] S. Hasselmann, C. Bruning, K. Hasselmann, P.Heimbach,
An improved algorithm for the retrieval of ocean wave
spectra from SAR image spectra. J Geophys. Res., IOI,
16615-16629.

[IO]L.A.Breivik, M. Reistad, H. Schyberg, J. Sunde, H.E.
Krogstad, H. Johnsen, "Assimilation ofERS SAR wave
spectra in an operational wave model", J. Geophys. Res.,
Vol.103,No. C4, pp.7887-7900, 1998

[I I]K. Mastenbroek, "Ocean Wave Spectra from Space-Born
SAR'', to be published, 1998.

[12]EnvisatASAR Level 2 WaveMode Product Algorithm
Specification - Software Requirements Document, Norut
IT Doc. No. IT544/5-98, Ver. 1.0,October 1999.



65

Sea Ice Thickness from Kinematics

R. Kwok and B. Holt
Jet Propulsion Laboratory

California Institute of Technology
MS 300-235

4800 Oak Grove Drive
Pasadena, California 91109

USA
Tel: (818) 354-5614 Fax: (818) 393-3077 email: Ronald.Kwok@jpl.nasa.gov

ABSTRACT

High resolution 3-day surveys of the Arctic Ocean are
currently being obtained using the Canadian
RADARSAT synthetic aperture radar with its wide
swath ScanSAR mode. For the first time, we can
produce basin-scale estimates of sea ice age and
thickness from Lagrangian observations of ice motion
derived from sequential SAR images of the Arctic
Ocean. The deformation of material elements (cells) on
the SAR imagery is computed using strain rates from ice
motion. From the record of deformation of each cell, we
estimate the ice age and thickness. In the winter, open
water and thin ice are created when there is a positive
change in area while negative area changes are
associated with ridging. The deformation of the ice
cover is sampled by cells with an initial area of
approximately 10 km by 10 km. More than 60,000 of
cells are used to cover the entire Arctic Ocean. These
geophysical products can be put to a variety of uses:
analyzing new ice climatologies, testing ice models or
new ideas about sea ice rheology, and for assimilating
into sea ice models.

Thus far, we have produced estimates of sea ice
deformation, thickness and age from five months of
SAR data of the Arctic Ocean (November 1996 through
March 1997). These data products are available on a
web site at the Jet Propulsion Laboratory (http://www
radar.jpl.nasa.gov/rgps). Here, we describe this data
set, their use for studies of the sea ice cover and the
potential of using ENVISA T to extend these
observations into the future.

INTRODUCTION

The scientific goal of remote sensing of the polar
regions is to provide data sets to improve our current
understanding of the impact of sea ice on climate and to
monitor changes in the Arctic Ocean sea ice cover.
Interactions between sea-ice, ocean and atmosphere in
the polar regions strongly affect the Earth's climate. Sea
ice growth, movement and decay affect energy and mass

balance of the polar ocean system. The surface heat and
brine fluxes associated with sea-ice growth contribute
significantly to convection of the ocean and
thermohaline circulation. Snow covered sea-ice reflects
most of the incident solar radiation back into space,
while fresh water fluxes associated with melting ice
serve as stabilizing elements in the circulation of the
North Atlantic waters. Processes along the ice margin
and coastlines participate in water-mass formation,
upwelling, convection sediment transport and other
phenomena.

Global climate models project the largest greenhouse
warming in the polar regions [e.g Kattenberg et al.,
1996]. The high-latitude sensitivity displayed by
existing climate models has been attributed to positive
feedbacks involving surface albedo and reduced sea ice
extent and thickness [Ingram et al., 1989; Rind et al.,
1995].Recent years have seen significant changes in the
sea level pressure in the Arctic (e.g., Walsh et al., 1996).
Correspondingly, buoy data and satellite ice motion data
from the 1990s indicate a weakened Beaufort Gyre and
a migration of the Transpolar Drift Stream [Rigor, per.
comm., 1999;Kwok, 1999] and variability in ice export
that is connected to the North Atlantic Oscillation
[Kwok and Rothrock, 1999]. A decreasing trend in the
Arctic Ocean ice extent is observed in satellite passive
microwave observations [Parkinson et al., 1999].
Hydrographic data from recent submarine and
icebreaker cruises reveal large-scale changes in the
structure of the Arctic upper ocean (e.g., Steele and
Boyd 1998; Morison et al., 1998). In fact, model
simulations show regime shifts in the general surface
ocean circulation [Proshutinsky and Johnson, 1997;
Zhang et al. 1998] and the circulation of river water
[Maslowski, per. comm., 1998]. These changes would
undoubtedly be reflected in the surface heat and mass
balance of the Arctic Ocean. Understanding and
modeling these phenomena require information of sea
ice motion, thickness and concentration.

The remote sensing data set described here addresses the
requirement of ice motion and ice thickness
observations. The technique (described below) utilizes
large volumes sequential SAR imagery. From the
Lagrangian observations of sea ice motion, we derive
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ice age and ice thickness histograms of the thin ice
fraction of the ice cover in the winter. In the summer,
we also estimate the open water fraction. The time of
melt-onset in the spring and freeze-up in the late fall are
estimated from changes in backscatter signature of the
ice cover.

These algorithms are implemented in the RADARSAT
Geophysical Processor System (RGPS) - a system
dedicated to the analysis of SAR data of sea ice
collected by the Canadian RADARSAT satellite.
RADARSAT was launched in November of 1995 into a
24-day repeat cycle. This orbit configuration and the
wide swath (500 km) ScanSAR mode allow the repeat
coverage of the Arctic Ocean every 3 to 7 days. To
support the data needs of the RGPS, we have been using
this mode, termed ScanSAR, to acquire repeat coverage
of the Arctic Ocean since November of 1996. Over a
24-day repeat cycle of the satellite, we have close to
eight observations of the western Arctic Ocean within
the Alaska SAR Facility (ASF) Reception mask in
Fairbanks, Alaska. The repeat coverage of the Eurasian
Basin is less frequent (6-days) due to the additional cost
of RADARSAT data down-linked at the Tromso
Satellite Station in Norway. We expect to continue this
acquisition process over the life of the RADARSAT
mission. The input SAR imagery is processed to a
spatial resolution of approximately 100 m by 100 m,
and is calibrated and archived at ASF.

MOTION, AGE AND THICKNESS

This new method estimates ice age and thickness from
repeated observations of Lagrangian elements or cells of
sea ice in sequential SAR imagery [Kwok et al., 1995].
Fig. 1 shows the time series of observations of one cell
within a matrix of such cells, strain ellipses describing
the deformation, graphs of the history of cell area, and
the thin ice coverage within that cell at the end of a 41-
day period. Line segments connecting the four vertices
of a cell define its boundaries. The drift and deformation
of a cell over time are obtained by tracking the
displacement of its vertices in the SAR imagery. The
motion tracking procedure is described in Kwok et al.
(1995). The underlying deformation of the cell evolved
from a circle on 8 November 1996 through a series of
increasingly eccentric ellipses. The steady evolution of
the ellipse, or equivalently the nearly monotonic nature
of the invariants, are remarkable. This sequence of
observations demonstrates that lead ice controls the
mechanical behavior through its orientation and yield
strength. This orientation dependence gives the ice
cover an anisotropic character.

The age histogram of the ice in a cell is computed from
the temporal record of area changes. An age histogram
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Figure I. The deformation of a 10 km by IO km cell
over a 41-day period. The record of area changes
reflect the opening of the lead running through the
cell. The strain ellipses are computed from strain
rates.

of sea ice specifies the fractional area covered by ice of
different chronological ages. To construct this histogram
from sequential observations, we follow the steps
below. Every time a new observation is available, we
interpret a positive area change as the creation of an area
of open water. New ice is assumed to grow over this
area immediately after opening. The uncertainty of the
ice age occupying this area is dependent on the time
interval between observations. This age range is
recorded as a new age category in the histogram. At the
same time a new category is introduced, existing age
categories are 'aged' by the same time interval. In Fig.
1, this procedure created five ice age categories from the
sequence of positive area changes since Day 335. A
negative change is assumed to have ridged the youngest
ice in the cell, reducing its area. The assumption here is
that once ridging starts, the deformation tends to be
localized in the recently-formed thinner and weaker ice
in leads. This area of ridged ice is tracked as a separate
category in the age histogram.



lee age is converted to ice thickness using an empirical
ice growth formula. We approximate the growth rate as
a function of the number of freezing-degree days (FDD)
associated with each age category using Lebedev's
parameterization (discussed in Maykut, 1986) with H =
1.33 F0·58, where H is thickness and F is the
accumulated freezing-degree days of that category.
Volume is conserved when ice is ridged. We assume
that all ridged ice is five times its original thickness and
occupies a quarter of the area [Parmerter and Coon,
1972].

We start this scheme at fall freeze-up by covering the
entire Arctic Ocean with initial 10 km by 10 km square
elements, except near the ice margins where 25 km by
25 km are used. Complete coverage of the Arctic takes
approximately 70,000 cells. At start up, the ice
age/thickness histograms within the cells are unknown.
In the process described, the ice volume created over a
season is recorded in the thin ice thickness distribution
and the ridge volumes. Since we do not melt ice in our
scheme, the procedures above work only during the
winter ice growth season. The results provide fine
age/thickness resolution of only the young/thin end of
the age/thickness distributions, but this is the crucial
range that produces the most ice growth, the most
turbulent heat flux to the atmosphere and the most salt
flux to the ocean.

The backscatter intensity of each SAR sample is used to
provide an independent estimate of the multiyear (MY)
fraction within each cell. The MY algorithm [Kwok et
al., 1995] uses a maximum likelihood classifier and a
look-up table of expected backscatter characteristics to
assign an image pixel to one of two classes: multiyear
ice and first-year ice. We assume that the area of MY
ice fraction within a cell remains constant throughout
the winter (by definition, no multiyear ice is created).
Any anomaly in the classification process due to the
backscatter variability of other ice types would show up
as transients or spikes. These anomalies are filtered out
in the time series of MY fraction estimates in each cell.

RGPS DATA PRODUCTS

A brief description of the RGPS data product is given
below.

Ice Motion (Lagrangian trajectories). A regular array of
points is defined initially on the first image of a long
time series of SAR images and an ice tracker finds the
positions of those points in all subsequent images of the
series. This product contains a record of the trajectories
or an array of position measurements of the 'ice
particles' that are located on an initial grid which covers
the entire Arctic Ocean. The sampling interval is
determined by the available repeat coverage of these
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thickness ranges within a given region as a function of
time. The ice thickness distribution is estimated from
the ice age distribution using an empirical relationship
between the accumulated freezing-degree days and ice
thickness. The local age distributions are converted to
ice thickness distributions and accumulated over large
areas to provide regional scale products; A sampling
interval of seven days would cause an uncertainty in the
thickness of the thinnest ice of about 23cm (if the air
temperature were -20°C) using Lebedev's
parameterization (in Maykut, 1986) of the dependence
of ice growth on freezing-degree days. Fig. 3 shows the
amount of thin ice in different thickness categories on
December 21, 1996. The evolution of the basin scale
distribution of thin ice thickness and ridged ice can be
seen in the histograms in Fig. 4.

Figure 3. The fractional coverage of thin ice within each grid cell on December 21, 1996.

points by the SAR sensor. The initial grid spacing is 10
km. The accuracy of the position measurements is
typically 300m in areas with moderate deformation with
higher uncertainties in areas with intense deformation.
Ice Deformation. The local deformation of the ice is
computed using the velocity gradients at the vertices of
the cells. Fig. 2 shows a basin-scale view of the
divergence, vorticity, and shear of the ice cover sampled
by the RGPS cells. The deformation fields show linear
kinematic features (LKFs) that characterize the opening,
closing, and shear of the ice cover.

Ice Age Histogram. The ice age distribution of sea ice
specifies the fractional area covered by ice in different
age categories as a function of time. This ice age
distribution is computed from the field of Lagrangian
trajectories described above. The algorithm for
determining ice age works only in the winter: the
assumption is that there is ice growth in all new leads.
It is initialized shortly after fall freeze-up and is
operated till the onset of melt. The resolution of age is
dependent on the sampling interval of the area of
interest. As an example, for a series of images with, say,
seven days between successive images, the age classes
would be: 0-7 days, 7-14 days, 14-21days,21-28 days,
..., first-year ice and multiyear ice. The multiyear ice
fraction is obtained with a backscatter-based ice
classification algorithm. We keep track of the
accumulated freezing-degree days associated with each
age class. The surface air temperatures for computing
the freezing-degree days are extracted from analyzed air
temperature fields. Closings are interpreted as ridging
events and the amount of ice that participates in this
processes is recorded. This product contains records of
local ice age distributions and the accumulated freezing
degree days of each age category within the
distributions, and the ridged ice area.
Ice Thickness Histogram. The ice thickness distribution
specifies the fractional area covered by ice in different
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Figure 4. The distribution of thin ice within different
thickness ranges and the coverage of ridged ice formed
since f>::tv11lt



Open Water Fraction. Summer ice conditions are
characterized by an open water fraction. The summer
open water fraction in a Lagrangian cell (defined by line
segments connecting jthe tiepoints) is estimated from
kinematics and backscatter data

Backscatter Histogram of Lagrangian cells. The
backscatter histograms of the Lagrangian cells are
recorded in this product.

Date of Melt-onset in Spring/ Freeze-up in Fall. There
is a fairly well-defined change in the backscatter of the
snow/ice to the onset of melt and freeze-up. The
analysis algorithm will detect and estimate the date this
seasonal transition using the time series of backscatter
product. Different parts of the Arctic go through these
transitions at different dates and this product would
provide a high spatial resolution of the date of
transition although the temporal resolution is dependent
on the repeat observations of the Lagrangian cells.

RGPSSTATUS

Status and schedule. Currently the RGPS is processing
the winter of 1996/97, which is expected to be
completed by December, 1999. With the
commissioning of a second operational system this
summer, the winter of 1997/98 has been initiated. By
the end of year 2000 we expect to have completed both
of these winters plus analysis of the summers of 1997
and 1998. We expect to continue to obtain RADARSAT
imagery only until November, 2000.

ENVISAT

The RGPS basin-scale products of sea ice age and
thickness are truly unique and we anticipate that these
data products will have important utility for use in
comparisons with climate models and other sensors and
data sets. Also, the Arctic is undergoing measurable
change this decade in several key indicators of climate
warming. The 4-year time record from RADARSAT is
fortuitously timed to also potentially provide indicators
of climate change through ice motion and age/thickness
derivations which are used to determine the surface heat
and mass balance of the Arctic Ocean. It therefore
seems both desirable and justifiable to continue the
unique RGPS derivations over an extended time period.
The ENVISAT ASAR wide swath mode presents an
excellent opportunity for continued acquisition of high
resolution SAR mapping of the Arctic Ocean. Here we
present a brief description of the RGPS requirements
and the utility of the ENVISAT ASAR imagery.
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lo terms of general SAR requirements for the RGPS,
repeat wide-swath SAR surveys of the entire Arctic at
preferably 3-day near repeat sub-cycles are needed to
determine the motion field of the ice cover. Resolution
on the order of 100-200 m will resolve moderate
deformation and opening/closing of important size-scale
of leads. From these, ice age and thickness can be
derived over comparatively short time periods. Relative
radiometric accuracy of 1 dB or less across the swath
provides adequate stability needed for maintaining high
areal correlation of ice features between successive
images. Geometric location of 300 m or better is
needed to reduce feature tracking errors. For frequency,
C-band SAR is preferred due to the high radar contrast
between first-year, multiyear, and wind-roughened open
water, which improves feature tracking. One caveat is
that the Lagrangian tracking approach used to obtain ice
age places high demand on successful and regular
repeating mappings. If an 'ice particle' is not imaged
every 3 or 6 days, a time step uncertainty is imparted
that particularly affects new ice and ridged ice
production. In fact, a time gap of more than 15 days
requires that a grid cell be stopped and not propagated
or reinitializedwith a new grid cell at a later time.

The characteristics of the ENVISAT ASAR wide swath
image mode provides excellent compatibility with the
RGPS input image requirements, including frequency
and resolution. The 400 km swath enables nearly 100%
mapping of the Arctic basin every 3-days or 12
mappings every 35-day orbit repeat cycle. Several key
calibration parameters will be improvements on the
RADARSAT data quality and should likewise improve
the RGPS output quality. These include absolute
location accuracy due to 2 pixels (150 m) and
radiometric error of 0.2 dB. Also, the availability of
strip map will reduce data manipulation requirements
within the RGPS. The RGPS would ingest ASAR Level
I image data and make the output products globally
available. With dedicated and long-term mappings, this
Arctic data would enable monitoring of the climatic
changes of the Arctic sea ice cover.

CONCLUSIONS

From Arctic Ocean SAR mappings provided to date by
the RADARSAT ScanSAR mode, a geophysical
processor system has been developed to make the data
derived estimates of ice age and thickness for the first
time ever. Continuing such mappings with ENVISAT
ASAR wide swath mode would enable these critical
observations of the sea ice cover to continue during a
time of significant climate change that is presently
taking place in the Arctic.
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ABSTRACT

The SAR research activities at the Nansen
Environmental and Remote Sensing Center are focused
on ocean and coastal applications such as mapping of
currents, fronts eddies and wind field retrieval. SAR
has also capability to detect oil spill as well as natural
oil seeps which require discrimination algorithms to
distinguish man-made oil spills and natural film. A
SAR simulation model is used to study the SAR
signatures of various surface processes: wind, waves,
currents, fronts and slick. The simulation model is
useful in the interpretation and classification of SAR
images of sea surfaces. In ice-covered waters SAR has
been developed into an important tool in operational
ice monitoring. Industrial applications of SAR are
under development for the following markets: SAR
derived wind energy maps for the wind mill industry,
mapping of currents and front for deep offshore
drilling and ice service for Arctic operations. In
addition, SAR-derived products for wave forecasting,
oil spill monitoring and ship detection are already
established in operational public monitoring services.

INTRODUCTION

This paper describes the ongoing efforts at the Nansen
Center to develop SAR applications for coastal waters
including integration of SAR-derived information into
operational monitoring systems. The work has been
focused on retrieval of current patterns, mesoscale
eddies, fronts, natural film, oil slicks and high
resolution wind fields. In order to develop retrieval
algorithms and other quantitative SAR products ERS
SAR imagery have obtained along the coast of Norway
since the start of the ERS programme, and images have
been analyzed in conjunction with in situ information,
SAR simulation models and other available remote
sensing data [I].

COASTALCURRENTS IMAGEDBY SAR

It is well known that SAR can image current patterns
such as eddies, fronts and shear zones, but to obtain

quantitative estimates from SAR for these parameters
is difficult. The approach is therefore to combine SAR
data with in situ field observations and backscatter
models of profiles across such fronts. Previous results
[2] based on a one-dimensional smoothed current data
set from ADCP measurements at 20 m depth, when
crossing an ocean front with a shear of 10·4s' (current
variation -50 emfs over a horizontal distance of 5 km),
indicated that the front showed up only weakly in the
modeled backscatter using the old version of
Environmental Research Institute of Michigan (ERIM)
Ocean Model (EOM) [3,4] compared to the SAR
imagery (Fig.I).

Fig. I. ERS SAR scene from 27 September 1995
obtained during the COASTWATCH experiment off
the south coast of Norway. Two ocean fronts were
studied by in situ data from RIV Haken Mosby,
measuring ocean current profiles by ADCP (indicated
by the arrows). The northern front was observed by
the vessel at the same time as the SAR image was
taken. ©ESA/TSS, 1995.

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000
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Model results using a simplified current field indicated
that unrealistic shear rates of nearly I0·2s·•are required
before the shear itself leads to backscatter
enhancement of the same order of magnitude as that
actually observed in the SAR imagery. In an extended
version of the EOM [5], the mean effect of the
hydrodynamic modulation of the Bragg waves by
longer waves (0.5 - 2 m) is included. This will
increase the Bragg wave intensity at places where the
intermediate-scale waves are steep. Due to this
interaction with the intermediate-scale waves, the total
intensity variations of the Bragg waves will become
much larger than the variations that result from direct
interaction between Bragg waves and the current field.
The extended version of EOM [5] has been tested on
some current fronts crossed during the
COASTWATCH'95 experiment.

The modeling was one-dimensional with the axis
directed along the ship track. The subsections of the
ADCP profiles (at 8 m depth) comprising the fronts
were extracted for the each case. These subsections
were the inputs to the hydrodynamic module of EOM.
Grid spacing was set to the average value between
ADCP measurements, i.e. 550 m. The values of
salinity, sea surface temperature and radar incidence
angle were chosen to be the same (typical for the data
set) for all the cases since their variability was small.
Wind speed and direction for the model were taken
from the ship meteorological station at the time of the
satellite passage. Wind and current vectors were
rotated to reflect angles between North, ship track and
radar look direction. These will differ from front to
front.

The output of the hydrodynamic module of EOM,
directional ocean wave spectrum for each grid point,
was given as input of the new extension to EOM. In
turn, it calculated for each point an enhancement factor
for 5 cm waves due to interaction with intermediate
scale waves. This factor is to be multiplied by the
equilibrium wave spectrum and added to the local
spectrum. For this procedure to improve modeling
results (i.e. provide more modulation for the local
spectrum as a function of distance) the factor itself
should vary with distance, significantly and not
randomly. These factor profiles, along with real and
simulated (using old EOM version) NRCS profiles and
currents were calculated for each front. An example of
modeling results is shown in Fig. 2. We observed the
previously documented fact that EOM gives too high
absolute backscatter values compared to SAR [2].
However, more importantly the modulation across the
front is too small. While the change in backscatter
across the front is -1-2 dB in the SAR image, it is 0.4

£aslcu~tveloc'ltycomponent

-~
0 '
• No'lhamn!""°~""'P""'t

" r->: \~
i

-•f- v \ /'-----\ I i..,
0 '

EllM"5<its

~NRCSprofile

J
1

- ~

J 10
EnMnceiitJltfoclorlor5cm1<1YeS

'"'-------~-------~-------~---'
0

Fig. 2. Simulation study of a 16 km long section across
the northern front in Fig. I. The plots from top to
bottom are: current components (east and north
velocity components), EOM old version Normalized
Radar Cross Section (NRCS), SAR NRCS, and the
new enhancement factor.



dB in the EOM result (old version). The variation of
the enhancement factor was found to be in the second
(or sometimes even the third) decimal, and appears
quite random. The result is a modulation across a front
that at best becomes e.g. 0.7 dB instead of 0.4 dB.
Therefore, the enhancement factor does not seem to be
able to sufficiently improve the EOM results for the
fronts presented here and we conclude that the EOM
model needs improvement.

WIND FROM SAR
SCATTEROMETER

COMPARED TO

Wind retrieval from SAR will become more important
since RADARS AT and ENVISA T carry wideswath
SAR can provide wind fields along 500 km wide
swaths, but no wind scatterometer. SAR derived wind
field can be used in operational weather forecasting,
particularly in coastal regions and in the marginal ice
zone, but is yet not implemented. NERSC has also
suggested to use this method to make detailed wind
energy maps for coastal regions to be used in planning
of wind mills along the Norwegian coast as well as
abroad [6].

A systematic analysis has been performed on the
mesoscale coastal wind field conditions expressed in
the SAR imagery obtained during the
COASTW ATCH' 95 experiment [7]. Two different
wind retrieval models, the SAR wind algorithm (SWA)
and the CMOD4, were applied to the data.
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Figure 3. Wind field in the Greenland Sea measured
from ERS- l WSC on Sept. l, l 995. The atmospheric
sea level pressure (indicated by the contours) are
provided by Norwegian Meteorological Institute. The
frames indicate where SAR images were obtained
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about 30 minutes later by ERS-2.
WSC vs SAR. Area=0.2x0.2km. 290 data points
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Fig. 4. Comparison of WSC wind speeds to SAR
CMOD-IF2 wind speeds when these are calculated in
a subimage of 25 x 25 km. The straight dashed line is
the best fit to the data, while the straight solid line
indicates a perfect correlation. An underestimation of
<0.5 mis is found. (Also note the dashed curved lines;
these are the envelopes of all the derived wind speeds
from the SAR sub-images with with 200m resolution,
giving the character of the mesoscale variability).

Comparison of the SWA and CMOD4 results indicates
a wind speed difference less than 2 mis. When
comparing with in situ observations, the SAR
generally underestimated the wind speed.

In one recent study performed at the Nansen Center,
the extracted wind field from SAR precision images
(PRI) has been compared with the Wind Scatterometer
(WSC) wind field product during the ERS-112Tandem
Phase [8]. In this phase the ERS-1 WSC and the ERS-2
SAR covered the same area on the sea surface north of
63° in open ocean with only 30 minutes time lag. Wind
vectors from approximately 290 WSC data points were
compared with the wind speed extracted from
corresponding 25 x 25 km areas in the SAR images
(Fig. 3 and 4). The CMOD IF2 model was used for
both data sets. This model is used operationally on the
WSC data at IFREMER [9]. When using CMOD
models on SAR data the wind direction is needed as
input. Since comparison is done towards the WSC the
wind direction from this instrument is used. A very
good correlation was found. An underestimation by the
SAR of <0.5 mis is unexplained. This offset is
believed to be due to a difference in incidence angles
of the two sensors. If this is the case, it means that the
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C band model used to extract the wind from SAR and
WSC has to be adjusted in its dependence on the
incidence angle. This subject is under investigation.

SAR SURFACE FILM ANDOIL SLICKS

A sea surface slick experiment was also conducted
during COASTWATCH'95, using two microlayer
samplers with teflon drums; the INTERFACE I and II
[10]. The INTERFACE II was also fitted with a GPS
system, temperature probes, an anemometer and a data
logger. In addition, a C-band Doppler scatterometer
was used to acquire shipborne radar backscatter
measurements from the bow of the research vessel RIV
Hakon Mosby.

For one of the verified natural films, surface drifters
and the Doppler radar data showed that a convergence
was responsible for the film accumulation. Another
verified natural film case showed no clear convergence
or shear. In a third case, no samples were obtained for
chemical analysis, but a slick with finger-like
extensions was investigated using the Doppler radar,
and also found in the ERS-1 SAR image 6 hours later
(with prevailing low winds). The slick had totally
disappeared in the ERS-2 SAR image the next day.
During this period the wind speed increased from 2-3
mis to 5-10mis.

Using a supervised slick discrimination algorithm [I I]
estimates of natural film coverage and damping were
found, based on the 71 SAR images covering the
experiment region. The results showed that for
increasing wind speed, the percentage of film coverage
in the SAR scenes expectedly decreases (Fig. 5). The
largest film coverage (40 %) was found for winds near
the detection threshold (2.5 mis), while already at 5-10
mis wind the film coverage had decreased below 5% in
all cases. Increasing wind speeds also lead to
decreasing damping by the natural films. The wide
range of damping values, especially at low wind
speeds, were believed to be due to varying film
composition and thickness. Of the 71 SAR scenes, 27
were classified as containing no natural film. They all
had a wind speed of 5 mis or more.

When comparing the results to a previous experiment
conducted in 1994 in Korsfjord [12] the slicks
investigated during COASTWATCH'95 contained
smaller fatty acid molecules indicating marine
organisms as their source. The fjord slicks were
dominated by terrestrial sources. The
COASTWATCH'95 slicks also had lower
concentration of fatty acids, resulting in slightly lower
damping values in the SAR imagery, 2-1 ldB,
compared to 6-17dB for the fjord cases.
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Fig. 5. Natural film coverage as a function of wind
speed. The percent film coverage values are averaged
at each wind speed, and the error bars indicate I
standard deviation.

SAR imagery are used routinely in combination with
aircraft surveys for pollution monitoring of Norwegian
coastal waters. The SAR imagery are primarily used to
optimize use of the aircraft, especially to scan areas
where the aircraft does not need to fly because there
are no apparent pollution. If a potential pollution is
observed in a SAR image, the aircraft normally flies to
spot to decide if there is a real pollution. Since there
are many signatures in a SAR image which look like
pollution, it is necessary to develop classification
schemes which takes into the shape, size and drift of
the feature in response to winds and currents.

One technique to help in classification of a slick
signature is analysis of the wind history prior to the
SAR observation. Fig. 6 shows an example of such
analysis where a confirmed oil spill in the North Sea
from a platform (bright spot) and the wind history in
the preceding days is indicated in the lower panel. The
shape of the elongated dark feature is characteristic for
a spill which has been exposed to a shift in wind
direction. The wind analysis prior to the SAR image
acquisition is useful to help determin the age of the
slick and to what extent the release of the slick has
been continuous or a short-time event. In addition to
wind history it is also necessary to take into account
the effect of currents, especially tidal currents which in
areas like the north sea can transport a spill several km
during a tidal cycle of about 12hours.



Fig. 6 a ERS SAR image covering 25 by 25 km in the
North Sea, showing an oil spill which drifted in
different directions in response to varying winds. The
wind vectors for the periods TO - Tl and Tl - T2 are
superimposed.
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Fig. 6 b Wind analysis of the period before the SAR
image above was acquired. TO - Tl indicates the
period from beginning of the spill until the wind
changed from northwesterly to southwesterly direction.

OPERALT: SYNERGYBETWEENSAR AND
RADARALTIMETER

In OPERALT, an EU-supported demonstration project
the needs of the offshore industry to obtain ocean
current data from altimetry has been investigated. As
oil exploration and production move from the
continental shelves to deeper waters information about
ocean currents becomes increasingly important, and
altimeter data can provide valuable data on mean
currents and eddy kinetic energy. The spatial and
temporal scales covered by altimetry is insufficient to
map fronts, current shears and eddies which represent
the highest current velocities and are therefore of
particular interest for offshore operations. SAR images
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were collected in the same area as altimeter analysis
was performed, off the west coast of Norway where oil
companies are drilling at depths above I000 m .

Estimates of precise mean sea surface has been
produced from ERS-1/2 and Topex/Poseidon data
which have been merged to produce a continuous, 7
year data set gridded at approximately I0 km and 10
day intervals [xx].

The study shows that altimeter-derived eddy fields can
be recognized in SAR imagery (Fig. 7), but the time
scale between the two data sets must be taken into
account. The altimeter derived velicity field is
averaged over I0 days, whereas the SAR image shows
an instanteneous picture of patterns associated with
fronts and eddies. In order to compare data taken on
similar time scale, geostrophic velocity from one
altimeter profile is plotted across the image, showing
the velocity component perpendicular to the altimeter
track. The altimeter track was taken on the same day
as the SAR image, both showing northward
propagating current on the right side and a southward
propagating current on the left side.

-zs.oo cm/a

Figure 7. ERS-2 SAR image of27.09.97 from the arae
west of Mid-Norwaywhere oil companies are studying
the current conditions for deep sea drilling. The SAR
image is overlaid with an altimeter track of of sea level
anomalies (coloured dots) and corresponding
geostrophic velocity normal to the track, and gridded
velocity field over 10days derived from both ERS-2
and Topex/Poseidondata.
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CONCLUSION
We have presented examples of SAR products that
have been developed and tested for use in ocean and
coastal monitoring systems. Satellite SAR has proven
to be a useful technique for monitoring a number of
sea surface processes such as wind, waves, current
patterns and fronts, oil spill and natural films. In
addition to SAR retrieval algorithms, it is necessary to
include use of in situ data, SAR simulation models and
other available data sources in monitoring systems
With improved temporal and spatial SAR coverage
over ocean areas by RADARSAT and ENVISAT it is
foreseen that SAR-derived products will become
increasingly important in coastal areas. Several
operational applications of SAR are under
development including tailored products for industry
such as wind energy mapping, oil seep detection,
mapping of ocean eddies and fronts.

ACKNOWLEDGEMENTS
The SAR coastal studies have been supported by
Strategic Program for SAR remote sensing at NERSC,
funded by the Research Council of Norway, and EU
projects COASTMON and OPERALT and Norske
Shell a.s. ERS data were obtained under the ESA
ProgramA02.N 108.

REFERENCES

[I] Johannessen, 0. M., et al., COASTWATCH: Using
SAR imagery in an operational system for monitoring
coastal currents, wind, surfactants and oil spills. In
"Operational Oceanography. The Challenge for
European Co-operation" (Editor in Chief: J. H. Stel).
Proceeedings of the First International Conference on
EuroGOOS, 7 -11 October 1996, The Hague, The
Netherlands. Elsevier Oceanography Series, No. 62,
pp. 234-242, 1997.

[2] Jenkins, A. D, et al., Intercomparison and improve
ment of SAR ocean imaging interaction models. ESA
Contract No. l l 969/96!NL/CN. NERSC Technical
Report no. 132. February 1998.

[3] Lyzenga, D. R., and J.R. Bennett, Full spectrum
modeling of SAR internal wave signatures, J.
Geophys. Res. Vol.93 no.C10, 1988.

[4] Tanis, F. J., J.R. Bennett and D.R. Lyzenga, "Physics
ofEOM", Tech. Rep. no.028, ERIM, USA, 1989.

[5] Lyzenga, D.R., Effects of intermediate-scale waves on
radar signatures of ocean fronts and internal waves, J.
Geophys. Res. Vol.103 no.C9, 1998.

[6] Johannessen, 0. M., E. Korsbakken and E. Bjergo.
Determination of wind energy from synthetic aperture
radar for wind mill siting. Proceedings of the 27th
International Symposium on Remote Sensing of
Environment,Tromsa, Norway, pp. 217-220, 1998.

[7] Korsbakken, E., J.A. Johannessen and O.M.
Johannessen, Coastal wind field retrievals from ERS
synthetic aperture radar images. J. Geophys. Res.,
vol.13 no C4, 1998.

[8] Furevik, B. and E. Korsbakken. Wind field retrieval
from Synthetic Aperture Radar compared to
Scatterometer wind field during the ERS Tanem
Phase. Proceedings of the 27th International
Symposium on Remote Sensing of Environment,
Trornse, Norway, pp. 201 - 204, 1998.

[9] Quilfen, Y., et al., Observation of tropical cyclones by
high-resolution scatterometry, J. Geophys. Res.,
vol.I03 no.C4, pp.7767-7786, 1998.

(10] Espedal, H. A. et al, COASTWATCH'95: ERS-1/2
SAR detection of natural film on ocean surface, J.
Geophys. Res., vol.103 no.C11, pp.24969-24982,
1998.

[11] Espedal, H. A., Detection of oil spill and natural film
in the marine environment by spaceborne SAR, PhD.
Thesis, University of Bergen,Norway, 1998.

[12] Espedal, H. A., et al., Satellite detection of natural
film on the ocean surface, Geophys. Res. Letters,
vol.23 no.22, pp.3151-3154, 1996.

[13] http://www.nrsc.no/Operalt



Session 3:Geometry /Radiometry /Calibration





The ERS SAR Performances: An Update

P.J. Meadows', D. Esteban Fernandez/ and P. Mancini"

1Marconi Research Centre,West Hanningfield Road,
Chelmsford, Essex, CM2 8HN, United Kingdom.

Email: peter.meadows@gecm.com

2GAEL Consultant, Cite Descaetes, 18 rue Albert Einstein,
77420 Champs-sur-Marne,France.

3European Space Agency, Directorate of Application Programmes,
ESRIN, 00044 Frascati, Italy.

ABSTRACT

The performance of the ERS-1 and ERS-2 Synthetic
Aperture Radars (SARs) are routinely assessed at the
BSA Product and Archiving Facilities (PAFs) via a
variety of quality assessment and calibration measures.
At the previous CEOS SAR workshop details of the
performance of the ERS SARs were given [1]. This
paper gives the latest ERS SAR quality assessment and
calibration results including updates to ERS-1 and ERS-
2 SAR internal calibration and stability results and
updates to the ERS-2 nominal replica pulse correction
table. Also given are image localisation results, noise
equivalent radar cross-section measurements and a
comparison of the calibration of the three-look PRI and
complex SLCI products.

INTRODUCTION

The ERS-1 and ERS-2 SAR missions have been in
operation since July 1991 and April 1995 respectively.
They have fully lived up to their expectations by
successfully demonstrating the ability of imaging radars
to provide valuable long-term earth observation data to
many categories of users.

Users require the SAR products from the ERS-1 and
ERS-2 SARs to be calibrated (absolutely or relatively).
Absolute calibration supports the geophysical
interpretation of SAR data by relating the digital values
in data products to the physical and meaningful
estimation of the normalised radar cross-section o0 (also
referred to as the backscattering coefficient). Relative
calibration enables SAR products from either ERS-1 or
ERS-2 to be compared with each other. The importance
of using calibrated ERS SAR imagery has been
demonstrated for the application of ocean wind speed
extraction [1] and land applications [2, 3]. Equations to
calculate the radar cross-section of point and distributed
targets from the BSA three look detected PRI product

79

and the single look complex SLCI/SLC product can also
be found in [2, 3].

ERS SARQUALITYASSESSMENT

The quality of ERS SAR imagery has been assessed via
impulse response function measurements using the three
BSA transponders deployed in The Netherlands. These
measurements include the azimuth and range spatial
resolutions, peak sidelobe ratio and integrated sidelobe
ratio (see [1] for definitions). Table 1 gives values for
these parameters from the PRI and SLCI products. In
addition, Fig 1 and Fig 2 show the azimuth resolution as
a function of acquisition date and the range resolution as
a function of incidence angle for ERS-1 and ERS-2 PRI
products respectively. The solid line and curve in these
figures show the theoretical spatial resolutions. The PRI
results have been derived for measurements taken
throughout the lifetime of both ERS-1 and ERS-2. The
ERS-1 SLCI results are derived from a set of 15
products acquired between January and March 1994 and
the ERS-2 SLCI results are derived from a set of 10
products acquired between August 1995 and February
1997.

Parameter ERS-1 PRI ERS-2 PRI
Azimuth resolution (m) 21.58±0.43 21.61±0.38
Peak sidelobe ratio -15.9±0.8dB -15.9±0.8dB
Integrated sidelobe ratio -12.l±l.6dB -12.1±1.SdB
Table l(a). ERS-1 and ERS-2 SAR PRI image quality
parameters.

Parameter ERS-1 SLCI ERS-2 SLCI
Azimuth resolution (m) 5.32±0.02 5.33±0.03
Range resolution (m) 9.66±0.06 9.83±0.07
Peak sidelobe ratio -20.4±0.6dB -21.9±0.6
Integrated sidelobe ratio -14.8±1.2dB -14.9±0.5
Table l(b). ERS-1 and ERS-2 SAR SLCI image quality
parameters.
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Table 1 and Figs 1 and 2 show that the measured
azimuth and range resolutions compare well with
theoretical values (20.76m for PRI azimuth resolution,
24.67m for PRI mid range resolution, 4.82m for SLCI
azimuth resolution and 9.64m for SLCI slant range
resolution). The sidelobe ratios are all low and
acceptable.

The ESA transponders have also been used to derive the
point target azimuth ambiguity ratio when the ambiguity
background is sufficiently low to enable a measurement
to be made (see [1] for further details). Based on the
measurement of 13 ERS-1 SAR ambiguities in PRI
products, the average azimuth ambiguity ratio is
-27.8±3.1dB while the average difference in the
measured and theoretical azimuth locations of the
ambiguities is only 7.8±4.8m (i.e. less than one pixel).
The corresponding values for 10 ERS-2 SAR azimuth
ambiguities is -24.5±2.9dB and 4.1±2.2m. These results
indicate an excellent ambiguity performance for both the
ERS-1 and ERS-2 SARs.

Large uniform distributed targets can be used to estimate
the image radiometric resolution. ERS-1 and ERS-2 PRI
and SLCI products give radiometric resolutions of
2.07dB and 3.03d8 respectively. The theoretical values
arc 1.98dB for the PRI product and 3.0ldB for the SLCI
product (these values assume perfectly uniform
distributed targets).

ERS SAR RADIOMETRICCALIBRATION

The radiometric calibration of ERS SAR products is
achieved via internal and external calibration to
determine equations that can be used to calculate the
radar cross-section of point and distributed targets.
External calibration comprised elevation antenna pattern



derivation using the Amazon rain forest [5] and the use
of the ESA transponders for derivation of the image
product calibration constants. Some radiometric
calibration corrections are required to be carried out by
the user: the ERS-1 replica pulse power and the ERS-1
and ERS-2 ADC power loss corrections [1, 2, 3, 6].

Internal Calibration

The internal calibration of the ERS SARs are assessed
via calibration and replica pulse powers. The
calibration pulse measures the majority of any gain drift
from image sequence to image sequence while the
replica pulse monitors any gain drift during the imaging
sequence when the more representative calibration pulse
is not available. In fact, the power of the calibration
pulse is the best guide we have for the transmitted pulse
power. The SAR processors at the PAFs make no direct
use of the calibration pulse power while the replica
pulse is used for the range compression part of the
processing.

Calibration and replica pulse powers from ERS-1 SAR
data archived at the UK-PAF are shown in Fig 3. Note
that ERS-1 was placed in standby mode in June 1996;
after this date the amount of data archived by the UK
pAF reduced significantly. For the period up to early
1998, the calibration pulse power was, for the most part,
stable. The replica pulse power, during the same period
showed variation of up to 2dB. It has been concluded
that the ERS-1 SAR calibration pulse power (and hence
the transmitter pulse power) is independent of the
replica pulse. This is of particular importance for ERS-
1 SAR image calibration as the image variations
introduced by the range compression part of the
processing (which uses a replica pulse) need to be
removed. This is achieved via a replica pulse correction
in the expression used for the calculation of radar cross
section.

During the period from early 1998, the calibration pulse
power has been consistently high compared to before
this date. This change indicates that the transmitter
pulse power increased shortly after a 38% reduction in
available power from the ERS-1 solar panels that
occurred on 29th December 1997 [7]. A consequence of
the change in transmitter pulse power is that the ERS-1
SAR calibration constant needed to be revised for data
acquired from early 1998. Using ERS-1 SAR
transponder measurements from 24th February 1998, a
revised calibration constant was measured to be 0.79dB
higher than previously. Thus, for example, ERS-1 VMP
PRI products processed at the UK-P AF have a revised
calibration constant of 59.03dB (799000) cf. 58.24dB
(666110) previously while for the SLCI products, the
revised K is 48.92dB (78000) cf. 48.13dB (65026). The
decrease in replica pulse power (Fig 3(b)) for the same
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period is compensated for by the ERS-1 SAR replica
pulse power correction.
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Fig. 3(a): ERS-1 SAR calibration pulse powers.
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Fig. 3(b): ERS-1 SAR replica pulse powers.

The calibration and replica pulse powers for the ERS-2
SAR are shown in Fig 4. Here both the calibration and
replica pulse powers show a drop in power as a function
of time. The rate of decrease for both powers is
approximately 0.63dB per year. Unlike the ERS-1 SAR,
the ERS-2 calibration and replica pulse powers are
correlated and hence no replica pulse correction is
required when obtaining the radar cross-section from
ERS-2 SAR imagery (as any reduction in transmitter
power is removed by the reduced power of the replica
pulse used for range compression).
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Fig. 4(a): ERS-2 SAR calibration pulse powers.
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Fig. 4(b): ERS-2 SAR replica pulse powers.

Stability

The stability of the ERS-1 and ERS-2 SARs has been
measured using the three ESA transponders deployed in
The Netherlands. In particular, the measured radar
cross-sections of the transponders have been compared
to their actual radar cross-section values. This relative
transponder radar cross-section (after all calibration
corrections have been applied [6]) has been routinely
calculated as is shown in Fig 5. The ERS-1 stability
measurements include the revised ERS-1 SAR
calibration constant since February 1998 as discussed
above.

1992 1993 1994 1995 1996
Date

Fig. S(a): ERS-1 SAR corrected
sections for the ESA transponders.

1997 1996 1999 2000

relative radar cross-

The measured mean radiometric results for the ERS-1
and ERS-2 SARs over their lifetimes are shown in Table
2. This table indicates an excellent stability for both
SARs. In addition, the radiometric accuracy values are
very good while the peak to peak values are acceptable.

Parameter
Radiometric Stability
RadiometricAccuracy
Peak to Peak RCS

ERS-1
0.24dB
0.05dB
1.42dB

ERS-2
0.27dB
0.15dB
l.23dB

Table 2: ERS-1 and ERS-2 SAR radiometric results.
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Fig. S(b): ERS-2 SAR corrected relative radar cross
sections for the ESA transponders.

Noise Equivalent cr0

The upper limit to the noise equivalent cr0(NEcr0) of an
image can be estimated by measuring the radar cross
section of low intensity regions (usually ocean/inland
water regions). A small number of ERS-1 SAR PRI
products with suitable regions present give an estimated
NEcr0of -26.2dB. For ERS-2, the reducing transmitter
power gives a NEo0 that is increasing with time. Fig
6(a) shows low intensity region radar cross-section
measurements from ERS-2.SAR.PRI images. In terms
of estimating the NEo0, the important data points are
those towards to bottom of the plot (as these include the
smallest distributed target contribution to the radar
cross-section measurement). These measurements
indicate an estimated ERS-2 NEcr°of -25.2dB in July
1995 and -23.2dB in June 1999 (i.e. a reduction of 2dB
in 4 years). This is similar to the reduction in
transmitter pulse power over the same period (as
measured by the calibration pulse power).

-21

-22

•
•
•

•
~
Cl.g -23
o
"'tllJ.,
"'0u -24

~
~

•
-25

-26 r-----+--
1995

----+-----
19971996 1998 1999 2000

Date

Fig. 6(a): ERS-2.SAR.PRI Noise Equivalent o".

The NEcr0 is expected to change across the swath due to
the antenna pattern gain. Figure 6(b) shows the ERS-2



SAR low radar cross-section o0 measurements as a
function of incidence angle. There is some evidence
that o0 is higher at the swath edges, especially at far
range, but this is probably masked out by the reduction
in transmitter power during the 4 year time interval of
the data.
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Fig 6(b): ERS-2.SAR.PRI Noise Equivalent o0 as a
function of incidence angle.

Nominal Replica Pulse Products

A small number of PAF SAR Verification Mode
Processor (VMP) products (< 1%) are generated using a
nominal replica pulse rather than a replica generated at
the time of imaging (an extracted replica). Products
generated with a nominal replica have significantly
higher pixel values than products generated using an
extracted replica. These products can be corrected but
the correction is different for ERS-1 and ERS-2 SAR
products.

For ERS-1 SAR products the image intensity needs to
be reduced by factor of 291.52 (24.65dB). For ERS-2
SAR products the correction depends on the extracted
replica pulse power at the time of data acquisition. This
can be estimated from the quarterly averaged values
given in Table 3. The correction factor is applied such
that the image intensity values need to be reduced.
More details can be found in [I, 6].

Year oi m QJ Q1
1995 23.57 23.38
1996 23.23 23.15 23.05 22.78
1997 22.61 22.43 22.29 22.11
1998 21.97 21.81 21.57 21.42
1999 21.29 21.15 20.98

Table 3: Quarterly averaged nominal replica pulse
correction (dB) for the ERS-2 SAR.
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ERS SAR IMAGE LOCALISATION

Localisation of ERS SAR imagery can be assessed by
using the measured pixel coordinates of known point
targets. This is achieved by converting the point target
pixel coordinate to cartographic coordinates (x, y in a
UTM map projection) via the image comer latitude and
longitudes. The distribution of point target cartographic
coordinates gives the image localisation (after
compensation of terrain height has been included).
More details on the derivation of the image localisation
can be found in [4].

The ESA transponders deployed in The Netherlands
have been used to assess the ERS-2 SAR image
localisation. Fig 7 shows the displacement of each
transponder in cartographic coordinates after
compensating for terrain height and for the transponder
time delay. The mean displacement, i.e. the image
localisation, from all measurements is 26.4m.
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Fig. 7: ERS-2.SAR.PRI image localisation using the
ESA transponders (triangles for transponder#l,
diamonds for transponder#2 and squares for
transponder#3).

ERS SAR PRl/SLCI PRODUCT CALIBRATION

On order to assess the relative calibration of PRI and
complex SLCJ products, the corrected relative radar
cross-section of the ESA transponders has been
measured for the same scene in each product type.
Details of SLCl calibration can be found in [2, 6]. Fig
8(a) shows the ERS-1 PRI and SLCI radar cross-section
results (based on 15 scenes acquired between January
and March 1994). The straight line in this figure is a
least squares fit assuming a slope of one - this indicates
an offset of 0.12dB between the PRI and SLCI
measurements with the SLCI measurement being the
slightly greater. Fig 8(b) shows the ERS-2 PRI and
SLCI results (based on 10 scenes acquired between
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August 1995 and February 1997). The offset between
the PRI and SLCI measurements is 0.06dB with the PRI
measurements being the greater. Both the ERS-1 and
ERS-2 measurements indicate a good agreement
between radar cross-section values derived from PRI
and SLCI data (although there is some scatter for
individual transponder measurements).

1.0

-1.0
SLO Corr. Rel. RCS(dBm2)

Fig. 8(a): ERS-1 PRI and SLCI product relative
calibration (triangles for transponder#!, diamonds for
transponder#2 and squares for transponder#3).
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Fig. 8(b): ERS-2 PRI and SLCI product relative
calibration (triangles for transponder#l, diamonds for
transponder#2 and squares for transponder#3).

CONCLUSIONS

This paper has updated details of the performances of
the ERS-1 and ERS-2 SAR since the last CEOS SAR
workshop in February 1998. Results presented show
that both SARs continue to work well with excellent
quality assessment and radiometric calibration results.
For the ERS-1 SAR it has been shown that the
calibration constant has had to be increased for data

acquired since February 1998 due to a change in
transmitter pulse power. For ERS-2, the decrease in
SAR transmitter pulse power continues at the rate of
0.63dB per year. The only consequence of this has been
an increase in the noise equivalent radar cross-section
(in mid 1999 it was estimated to be an acceptable
-23dB).

Image localisation using the ESA transponders has given
measured to be an excellent 26.4m. A comparison
between transponder radar cross-sections derived using
PRI and SLCI product types has shown a very small
difference, averaged over a number of measurements,
between the two product types.
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ABSTRACT

The Canadian earth observation satellite, RADARSAT-
1 was launched on November 4, 1995 and put into
routine operations on April l , 1996. Since then almost
four years of successful operation have been completed,
utilizing data for their intended applications. In this
paper, we are primarily concerned with image quality
associated with the image products generated by the
Canadian Data Processing Facility (CDPF) for different
SAR operating beams and modes. A chronology is
presented which reviews the image quality evolution of
RADARSAT-1 since launch, complementing previously
presented reviews on this subject. Data will be given on
various image quality parameters related to impulse
response, location error, antenna pattern, and
radiometric stability.

INTRODUCTION

RADARSAT-1 was launched in November 1995,
commissioned in March 1996, and put into routine
operation on April 1, 1996. Since then almost four years
of successful operation have been completed, utilizing
data for their intended applications. The end-to-end
image quality specifications and goals are set out in the
RADARSAT System Specification document [1].
Previous publications on RADARSAT-1 performance
may be consulted for further information describing
image quality and calibration performance since launch
[2],[3],[4]. This paper discusses radiometric and image
quality performance since the start of the Maintenance
Phase after the products were declared calibrated.

1 On contract from Lockheed Martin Canada
2 On contract from Altrix Systems
3 On contract from Isosceles Information Solutions Inc.

RADIOMETRIC CALIBRATION AND IMAGE
QUALITY PERFORMANCE

RADARSAT-1 has been under the Maintenance Phase
since the end of the Radiometric Calibration Phase.
Maintenance Phase started in February 1997. Tracking
of beam calibration and image quality parameters is
performed on a routine basis. Measurement parameters
include point target impulse response measures: range
and azimuth impulse response widths (IRW), range and
azimuth peak sidelobe ratios (PSLR), integrated
sidelobe ratio (ISLR), and absolute location error
(ALE), using images of RADARSAT Precision
Transponders (RPT). Radiometric accuracy performance
is tracked by measuring deviations in measured pattern
when compared to the calibrated pattern for any given
beam, using images of the Amazon Rainforest. Special
purpose software tools have been developed to track
performance of radiometric and image quality
parameters, and to compare those values against
RADARSAT System Specifications. Some of them are
described in [5].

Fig. 1 shows typical results for relative radiometric
accuracy as measured for Beam S3 since its calibration
date of May 1997. It also shows the period when the
beam shape changed which resulted in its re-calibration.
The re-calibration task for the beam S3 was completed
in April 1999, but the resultant payload file was made
effective October 1998 when a degradation in
radiometric accuracy was first noticed. Details of re
calibration process are presented in another paper in
these proceedings [5]. Figs. 2, 3 and 4 show IRW results
for all three chirps, for all single beams. PSLR, ISLR
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and ALE measured results, each combined for all three
chirps, are shown in Figs. 5, 6 and 7, respectively.
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All measured results for radiometry and point target
indicate that both radiometric and image quality
performance of RADARSAT-1 SAR are within the
system specification, except when beams are being re
calibrated.

SCANSARCALIBRATION

The CDPF ScanSAR processor has some problems in
estimating the Doppler centroid and elevation beam
pointing. As a result, scalloping effects and beam
boundaries are observed in a number of ScanSAR
images. Some improvements have already been made
and work is continuing to upgrade the processing
software, minimizing these problems. However,
effective February 1, 1999, all ScanSAR images
generated by the CDPF are radiometrically calibrated.
As an illustration, a gamma-nought measurement for the
Amazon Rainforest from a recent Narrow ScanSAR
product is shown in Fig. 8. Based on a limited set of
Amazon Rainforest data it is found that the worst case
absolute accuracy is +/- 1.35 dB, and relative accuracy
is 2.7 dB within any image or between any two images.
Users will most typically have imagery with radiometric
accuracy of+/- I dB, or better in absolute level (2 dB or
better in relative level).

In addition to radiometric errors, some parts of some
ScanSAR imagery may suffer from scalloping errors.
Typical scalloping error when present is about 1.5 dB
peak to peak, but in some cases it could be worse
depending upon the terrain features. The scalloping
errors are expected to be reduced when planned
upgrades to the CDPF are completed. It should be noted
that a constant Gamma-Nought of -6.5 dB was used for
the Amazon Rainforest for all ScanSAR incidence
angles as a reference in calibrating ScanSAR.
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Fig. 8. Gamma-Nought for a ScanSAR Narrow Image of
the Amazon Rainforest

RE-CALIBRATION OF SINGLE BEAMS

By the process of tracking the beam radiometric
accuracy performance on a routine basis as part of the
Maintenance Phase, a few beams were recently observed
to have relative radiometric accuracy within a scene
more than the design goal of 1 dB. The affected beams
were WI and F4. When investigated in detail it was
found that the radiometric degradation was caused by
changes in elevation beam pattern for these two beams.
The beams were then re-calibrated in December 1998.
Subsequently, additional measurements made on these
beams indicate improved radiometric accuracy, which is
well within the design goal. Similar behaviour was later
noticed on beams S3 and S6. These beams were re
calibrated in April I999. More recently beam SI was re
calibrated in June 1999.

CONCLUSIONS

The measured relative radiometric accuracy in calibrated
single beams is within the design goal. Beams WI, F4,
S3, S6 and S1 have been re-calibrated due to changes in
their elevation beam patterns. All other Image Quality
parameters are performing better than the system
specification. ScanSAR calibration has been completed
and further improvements to the CDPF ScanSAR
processor are forthcoming to improve radiometry and
scalloping effects.
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ABSTRACT

The RADARSAT-2 SAR currently under development
will be required to operate in many modes, including a
fully polarimetric mode and a selection of single and
dual-polarization options for all other modes.
Radiometric calibration will therefore be required for
many more beams than RADARSAT-1, and
polarimetric calibration must also be performed for at
least 30 beams.

This paper describes the plans that are being developed
for radiometric and polarimetric calibration of these
large sets of beams through intensive campaigns of
data acquisition and analysis. The plans are based on
an approach in which measurements are performed
over a sufficient subset of the beams to allow
modelling (or interpolation) to derive the equivalent
information for other beams.

The aim is to complete initial calibration operations
within a few months starting during the
Commissioning Phase, with ongoing calibration
measurement and analysis to refine and update the
calibration throughout the mission.

Images of distributed target areas such as Amazon are
being considered for use in both radiometric and
polarimetric calibration. Because of the rapid switching
time that can be achieved between modes,
measurements can be performed for several beams
during a single pass over the Amazon areas. Active
transponders with appropriate polarization capabilities
are highly desirable, but the availability of these
devices is yet to be confirmed.

RADARSAT-2 IMAGING MODES

The RADARSAT-2 system is designed to provide all
the imaging modes of RADARSAT-1, with single
polarization (co- or cross-) and dual-polarization (co
and cross-) options, as well as some new modes. All
imaging modes are available in either left- or right
looking orientation for the satellite.

The UltraFine Resolution mode will provide single
look single-polarization images with approximately 3m
resolution covering swath widths of 20km. This mode

is available for incidence angles from 30° to 40°with
possible extension to 50° and beyond. In this mode, the
synthetic aperture is formed by alternating signals
received simultaneously by the leading and trailing
wings of the antenna.

The Quad-Polarization mode will provide full
polarimetric data for swaths of at least 20km up to an
incidence angle of 41°. Resolution options similar to
the RADARSAT-1 Standard and Fine Resolution
modes are available. Imaging is performed in a
standard polarimetric mode with alternating H and V
transmissions, and simultaneous H and V receptions.

Although these new modes involve a large number of
beams, all these beams are simple focussed beams
unlike the shaped beams used for all the heritage
modes from RADARSAT-1. Pencil beams are less
liable to distortion, and all beams of the Quad-Pol and
UltraFine sets are similar in form. Both features are
expected to simplify the calibration task.

THE RADARSAT-2 SAR

The antenna dimensions and many of the operating
parameters from RADARSAT-1 have been retained for
RADARSAT-2, but the antenna technology is
fundamentally different and other features have been
extended and enhanced. The following are some of the
key features of the RADARSAT-2 sensor:

• Pulse generation with bandwidths up to IOOMHz
• Active phased array antenna with 16 rows of 32

T/R modules, each feeding a subarray of 20
elements

• T/R modules with two power settings and
temperature compensation of phase and amplitude

• Two full receive channels used either for Hand V
polarizations or leading and trailing antenna wings

• Block Adaptive Quantization (BAQ) of all signal
data with selectable wordlength (normally 4 bits I
+ 4 bits Q)

• High data rate (400Mbps) solid state recorders
used for all data, with subsequent downlink on two
I05 Mbps links

• Gaps between images reduced to less than 1s.
• Internal calibration capabilities, still to be defined.
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RADIOMETRIC CALIBRATION

Requirements and Goals

The radiometric accuracy specifications for
RADARSAT-2 are the same as for RADARSAT-1:
relative errors (peak-to-peak) of no more than
• ldB within a scene
• 1.5dB between points imaged within an orbit
• 2dB between points imaged within 3 days
• 3dB between points imaged during the mission

The aim is to achieve significantly better performance
than this specification, particularly over longer
timescales. It is also a goal to provide images with
preliminary calibration information within a month or
two of the end of the Commissioning Phase.

Characteristics of the sensor

The antenna design allows independent phase control
of an array of 16x32T/R modules on transmit, and
amplitude and phase control on receive. Beams will
therefore have non-reciprocal transmit and receive
patterns.

Proposed Approach to Calibration

The radiometric calibration will be based on a similar
type of measurement as RADARSAT-1, using images
of specific uniform areas of the Amazon (and possibly
other distributed target types). Beam patterns will be
estimated from these data, and parameters in an
antenna model will be adjusted to match the measured
data from a representational set of beams. This set of
beams will include a number of the wider, shaped
beams, which are more susceptible to distortion, and
therefore generally of greater value in characterising
the cause of the distortion. If the adjusted model can be
shown to predict other patterns with sufficient
accuracy, an initial set of patterns for the full set of
beams will be generated from the model for use in
processing.

If it proves impossible to find a model which
simultaneously matches all the measured data, or
which fails to provide adequate predictions of other
patterns, the measurement campaign will be continued
until all shaped beams and a subset of the pencil beams
have been measured.

Amazon imaging will be performed routinely
throughout the mission to allow the model (or beam
set) to be refined, and to enable radiometric
performance to be monitored. These regular

measurements will also be used to track any systematic
variations in the set, and to apply appropriate updates.

Timeline

The following is a target (but very challenging)
schedule for collection and analysis of calibration data:
• Collection of multiple images with a subset of

beams within 24 days
• Adjustment and validation (if possible) of model

within 48 days
• Measurement of all shaped beams within 96 days.

This schedule is based on:
• Imaging of only the Amazon area currently used

for RADARSAT-1
• Multiple images with different beams within each

pass over this area (approx. 5 seconds per beam)
• Collection of maximum number of polarizations

(dual- or quad-) with each data take.
• Potentially 33 imaging passes and 128 images

within 24-day orbit cycle.

POLARIMETRIC CALIBRATION

Goal

The goals for polarimetric calibration are channel
imbalance of better than ±0.5dB and co-channel
relative phase error of less than 10°.

Characteristics of the Sensor

The following are some relevant features of the radar
design, which have been taken into account in the
preliminary polarimetric calibration plans:

• Common transmit path for H and V pulses up to
the T/R modules

• Switch between H and V within the T/R module
providing very good isolation (<-40dB)

• Simultaneous H and V reception by T/R modules
• Separate H and V receive paths from T/R modules

right through to digital segment, with potential
leakage only within switch matrix (<-40dB)

• The dominant cross-polarization leakage (-23dB or
less) should be in the radiating patches on transmit
and receive.

• H and V receive path distortion and leakage
expected to be independent of whether previous
transmission was Hor V.

Based on these characteristics, it should be possible to
represent the transmit distortion and receive distortion
each as a 2x2 matrix containing imbalance and cross
talk terms. All terms may be beam- and elevation-angle



dependent, but these dependencies are expected to be
systematic and progressive.

Approach to calibration

Various alternative methods are under consideration,
and the final choice of baseline method will depend on
the calibration targets available for regular imaging.
Transponders with polarization versatility are
desirable, but no commitment has yet been made to
provide them.

Current studies are aimed at determining the amount of
polarimetric calibration information that can be
extracted from polarimetric imagery of the Amazon.
Key characteristics of C-band Amazon data, in theory
at least, are:
• Uniform, known y0 for co-pol returns (SHH.Svv)
• Significant cross-pol (SHv, SvH)return
• Backscatter reciprocity, SHv= SvH
• Uncorrelated co-and cross-pol return,

<SHH·SHv*>= <Svv·SHv*>= 0
• Mean phase correlation of co-pol returns,

arg(<SHH·Svv*>)= 0

The accuracy of this characterisation, and the precision
with which imbalance and cross-talk terms can be
estimated from these data, are being assessed. The use
of active and/or passive point calibration targets to
supplement these data, or to validate results is also
being examined.

On the basis of current information on the instrument
design and hardware characteristics, it is anticipated
that the polarization distortion matrices will vary
systematically with beam and angle. (SIR-C experience
gives credibility to this.) Current planning is therefore
for collection and analysis of data from a subset of
beams spanning the full range of elevation angles to be
used for polarimetry. If a systematic variation can be
identified across these data sets, the characteristics for
intermediate beams will be predicted by interpolation,
and validated using data actually collected with these
beams. If no systematic variation can be identified,
data will be collected and analysed for all polarimetric
beams.

A specification has been placed on the payload for
polarimetric (inter-channel amplitude and phase)
stability to ensure that any polarimetric calibration data
will remain valid over a period sufficient to allow
tracking of variations.

Once an initial database of polarimetric distortion and
correction data has been established, there will be
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regular imaging of calibration sites to refine the
database and track changes.

Timeline

The following is a target schedule for collection and
analysis of polarimetric calibration data. The schedule
is likely to be revised when the combination of point
and distributed targets to be used has been decided. If
polarimetric calibration is heavily reliant on Amazon
imaging, the major collection campaign will have to be
coordinated with the radiometric data collection, and
may therefore be delayed:
• Collection of multiple images with a subset of

beams within 24 days
• Analysis of data for subset of beams, interpolation

to other beams, and preliminary validation (if
possible) within 48 days

• Measurement with all beams (if necessary) within
72 days.

This schedule is based on:
• Imaging of distributed target in the Amazon area

currently used for RADARSAT-l and of
transponders (if available) in the current locations

• Multiple images using different beams within each
pass over the Amazon area

• Potentially 33 imaging passes and 128 images
within 24-day orbit cycle for Amazon.

• Potentially 112 imaging opportunities for
transponders within 24-day orbit cycle

ONGOING AND FUTURE WORK

The calibration plans for RADARSAT-2 are still under
development. The following are some key items of
work which are currently underway, or are planned for
the near future.

• Examination of SIR-C Amazon data sets to
determine the accuracy and stability of theoretical
data characteristics. Experimentation with
polarimetric analysis routines using these data sets.

• Refinement of the instrument model as sensor
design is firmed up and hardware measurement
data become available.

• Decision on provision of point calibration targets.
• Inclusion of calibration imaging campaigns in

operations planning documents for Commissioning
Phase and the early Operational Phase. Inclusion
of routine calibration data collection in operations
planning for the full mission.

• Assessment of what polarimetric calibration
information can be extracted from general scenes
as a backup.
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ABSTRACT

Communications Research Laboratory (CRL) and
National Space Development Agency of Japan (NASDA)
developed an airborne imaging radar system consisting of
an X-band (polarimetric/ interferometric)SAR and an L
band (polarimetric) SAR, to acquire SAR data JOr the
research of monitoring earth environments and disasters
surveillance. To obtain normalized radar cross-section
(sigma-0) of earth surfaces from the data precisely, CRL
and NASDA are making external calibrations of the
SAR's using calibration reflectors. This paper describes
the X-band SAR calibration using comer reflectors (CR)
and active radar calibrators (ARC). CR of a triangle
trihedral is used i>r radiometric calibration of like
polarization (HH and VY) and to estimate imbalance
between HH and VY components. ARC that can select
polarization (H or V) in reception and transmission is
used JOrcalibration of cross-polarization (HY and VH)
components. We made a calibration experiment in
October 1998 deploying those reflectors in the Tottori
dune, Japan. Preliminary results of the experiment are
presented, including CR responses when SAR signals
were, unexpectedIy, saturated.

INTRODUCTION

An airborne imaging radar system consisting of an X
band and an L-band synthetic aperture radar (SAR) had
been developed jointly by Communications Research
Laboratory (CRL) and National Space Development
Agency of Japan (NASDA). With polarimetric function
iOrboth the X-band and L-band SAR's and interferometric
function fa the X-band one, it was named ·Pl-SAR' as
abbreviation of Polarimetric and Intererometric Airborne
Synthetic Aperture Radar. Since completion of its
fundamental hardware development in 1996, we have
been making flight experiments with this radar system to

obtain SAR images in Japan f>r the purpose of the
research, especially on monitoring earth environments
and disasters surveillance.

External calibration ofthe SAR's are also proceeded by
CRL and NASDA using calibration targets, to obtain
normalized radar cross-section (sigma-0) of the surace
from the data precisely. This paper is on calibration of
the X-band SAR by CRL using comer reflectors (CR)
and active radar calibrators (transponder) (ARC).

Pl-SAR SYSTEM

Pl-SAR is a multi-parameter airborne imaging radar.
Features of the Pl-SAR are:

•Multi-frequency observation ofX- and L-bands,
• High resolution of 1.5 m Dr X-band and 3.0 m i>r
L-band,

• Polarimetric observation both forX- and L-bands,
• Interferometricobservation (one pass) forX-band.

Mounted on the Gulfstream II jet airplane as shown in
Fig. I, it is operated to observe earth surfacesin about I0
km swath, from6000 to I2,000 m altitudes, at about 200
m/sec navigation speeds. Main characteristicsof PI-SAR
are summarized in Table I .

CALIBRATION STRATEGY

Reliable calibration is necessary iOrPl-SAR, not only fOr
our research, but also f>rwide use of its data in science
community. Although radiometric perfOrmancesuch as
antenna patterns and losses in each channel were
thoroughly measured while it had been manufacturedand
it has internal calibration mode to monitor its
transmitter-to-receiver performances routinely, we had
decided to make external calibration with calibration
targets to estimate normalized radar cross-section (sigrna-
0) of earth surfaces precisely from measured data on the
fly.
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Fig. I PI-SAR antennas mounted on Gulfstream II.

In order to make the external calibration, we had
developed comer reflectors (CR) and active radar
calibrators (ARC) as calibration targets.

Corner reflector (CR)
CR is used to make radiometric calibration of like
polarization (HH/VV) components. We had developed
triangle trihedrals of 10, 15, 20, 30 cm leg length,
corresponding to radar cross sections of -3.7, 3.3, 8.3,
15.4 dBm2 fOrthe X-band respectively. Five CR's of
each size (20 in total) had prepared and used in the
calibration experiment to obtain many data samples.

Active Radar Calibrator (ARC)
ARC was developed to obtain cross-polarization
(HV/VH) signals fa polarimetric calibration. Key

parameters of the ARC are shown in Table 2 and its
appearancesin Fig. 2. The ARC is capable to select

Table 2 ARC
Freauencv 9.4 - 9.7 GHz
Antenna
-Type SquareHorn
-Gain 15dB
-3-dB beamwidth - 25 deg.
-Peak Sidelobe -30 dB (H plane)/ -20 dB (V plane)
-Number used 1Rxand2Tx
-Polarlzatlon 0 (H), 45 (H and V), 90 deg. (V)
-Pol. isolation -16dB
Sigma +30 - -30 dBm2

(cross section)

Fig. 2 ARC deployed in the experiment.

Table I Main characteristics of PI-SAR.
X-band SAR L-bandSAR

Freauencv 9.55 GHz 1.27 GHz
Transmit. Power (HPA oeakl 8.3kW 3.5kW
Bandwidth 100MHz 50MHz
Antenna, Lenath x Width 1.05m L x 0.19 mW 12for V ool. & 1 for Hl 1.55m Lx 0.65 mW
Off-nadir Look Anale 10 -75 dee, (Variable) 20 -60 dea. IFix
Observation Mode 2-Ch.'2 4-Ch. "3 6-Ch..• 1-Ch:1 4-Ch:3

Pol./ lnl'fero. Pol. Pol.&lnt'fero. Pol.
Swath Width (12,000m Alt.) 19.6/ 42.5 km 8.2/ 19.6 km 4.3 I 11.9 km 42.5 km 19.6 km
Slant Ranae Resolution 1.5/3 m 1.5/ 3 m 1.5/ 3 m 3/5/10/20m 3/5/10/20m
Azimuth Resolution (4/8-look) 1.5 I 3 m 3/6m
Interferometry - Baseline 2.3m N/A

- Topographic Accuracy s 2 m (rms.)
Data Samolina 123.45 I 61.725 MHz 61.7 /30.9 MHz
Data Quantization 8 bits (I and Q) 8 bits II and Ql
Data Rate 512 Mbos 256 Mbos. .. __ •n n

~~~ ~~~~ ~w
~~~ ~

Polarimetry:(HH,HV)or (VV,VH)I Interferometry:(Vmain,Vsub)
Polarimetry:(HH,HV,VH,VV)
Polarimetry& Interferometry:(HH,HV,VH,VV,Vmain,Vsub)



polarization to receive and to transmit between H and V
by rotating antennas. The polarimetric ARC (or PARC)
is needed to generate cross-polarization components, but
its response could be unstable due to temperature and
misalignment. To correct the response of the PARC,
response of a CR may be useful, although a CR reflects
only like-polarization. While most of other PARC's
have one transmitting channel only 10rcross-polarization,
our PARC has two channels to re-transmit both like- and
cross-polarization. Its like-polarization component can be
corrected by a CR' s response, which makes the cross
polarization component also corrected. As a result,
accuracy of the polarimetric calibration with the PARC
will be improved. Two PARC's had prepared and used
in the experiment to assign H reception to the one and V
reception to the another.

CALIBRATION EXPERIMENT

In October I998, we deployed several types of calibration
targets (both i:>rX and L-band), including the CR' s and
the ARC's mentioned above, in the Tottori dune. X
and L-SAR images of the area with those targets were
taken several times fromthe altitude of6,000/l 2,000m at
the incidence angle of55/40 degrees [I].

Although the dune is the largest in Japan, the site of a
sand sufficewhere we deployed array of calibration targets
had small topography, undulation and gentle slope along
azimuth direction. Also in the area were scattered grass,
near-by trees (within IOOm) and a building (within
500m). Those inhomogeneity in the background may
affectthe calibration targets' responses in SAR images.

EXPERIMENTAL RESULTS

Examples of CR' s responses in the data-take #1805 and
#1901 are shown in Fig. 3 and 4. In the data-take #1805
from 6,000m altitude at 55 deg. incidence angles (at the
peak of range pattern of the antenna gain), Fig. 3,
responses of the same size CR fluctuates largely as much
as 7 dB (much larger in HH than VY). We have JOundit
is due to saturation of SAR signals, further discussed
later. Meanwhile in #1901 from 12,000m altitude at 40
degree incidence angles (15 deg. near form the peak), Fig.
4, responses are rather stable within I dB in the same
size CR, except JOrthe smaller (I0 cm, 15 cm) CR' s.
Responses of smaller CR' s are unstable and larger than
expected. It may be explained by larger noise level at
higher altitude and lower antenna gain (compared with
#1805).

Detailed analysis of the results including ARC' s
responses is ongoing.
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Fig. 4 CR's responses in data-take #1901: altitude
12,000m, 15 deg. near fi"om range peak. [O:
HH, ~:VY]

SATURATION OF SAR SIGNALS

Fig. 5 shows CR responses plotted by each size along
the position in azimuth ('a' is located at the earliest in
azimuth and "e' is the latest) JOrthe data-take#1805, the
same data as shown in Fig. 3. We see a decline of
reflectedpower of CR depends on location in azimuth.
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Fig. 6 shows saturation rate of the SAR data in each
azimuth line over the corresponding area of CR' s. The
rate was estimated from the number ofoutliers of analog
to-digital conversion range (8 bit) in the receiver. Higher
saturation rates are seen in later in azimuth,
corresponding to smaller CR's responses in Fig. 5.
Saturation in SAR signals (beore compression) makes its
image (after range and azimuth compression) deteriorated
[2]. Therebre it can be said that the unusual ftuctuations
of CR's responses in #1805 result from saturation in
receivedpower due to improper gain control.
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Fig. 5 Comer reflectors (CR) responses in (a) HH, (b)
VV image (after compression) in data-take #1805.

CONCLUDING REMARKS

The paper describes the calibration of the X-SAR of PI
SAR system with a preliminary results of the calibration
experiments. Detailed analysis of the experimental
results is ongoing and calibration coefficients including
polarimetric ones will be announced i>r use of
quantitative data analysis in near future.
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ABSTRACT

This paper looks at the question of the temporal and
spatial stability of the Amazon rainforest as a distributed
target calibration source. The Amazon rainforest has
been established by a number of investigators as a
useful means of determining the in-orbit antenna pattern
of spaceborne SAR and scatterometers. It was used for
ERS-1 and ERS-2, J-ERS-1, and RADARSAT-1
providing a large isotropic backscattering reference over
a wide range of incidence angle. In this paper, we look
at a long series of results from ERS and RADARSAT to
examine the temporal and spatial stability of this target
class. These properties are supported by a simple radar
signature model.

In any radar measurement, uncompensated variation in
the sensor may be included with changes in target
backscatter. Results from independent measurements
from precision transponders are used to assess the size
and characteristics of these inherent systematic
variations before discussing the implications of the
Amazon backscatter measurements.

The implications of the results for future missions are
also explored.

INTRODUCTION

The Amazon rainforest is a vast area comprising over
3xl06 km2 located along the equator, mostly (2/3) in
Brazil but extending into Peru, Colombia and Ecuador.
It consists of a high, dense canopy stretching to

approximately 30 m although there is considerable
diversity in types and stages [1,2]. Biomass ranges from
100 to 300 tons/ha with annual precipitation,
approximately 3 m. This region is popularly understood
as the source of -30% of the oxygen flux, a storehouse
of biodiversity and a natural indicator of climate and
other ecological changes.

To the incident radar frequencies used in remote sensing
satellites and many airborne systems which operate at
X, C and L-band, most of the scattered radiation is from
the crown area and tends to have a slow incidence angle,
B;nc , variation which can be characterized by the
relation:

y = constant = a" I cos B;nc = /3° tan B;nc

Here y, a", and {3° are forms of the backscattering
coefficient and radar brightness used to define the
scattering properties of a distributed target [3]. This
property and small temporal variation, first noted with
Seasat and Skylab [2], together with a number of
logistic advantages which include the large areal extent
and low relief of the area (<200 m) make the use of the
Amazon forest a favoured site for the determination of
in-flight antenna patterns for the synthetic aperture
radars (SAR) and scatterometers: Seasat [4], ERS-1 [5],
ERS-2, RADARSAT (6], JERS-1 and Sir-C [7]. In
these instances, property (1) is used to invert the radar
equation allowing a determination of the relative
antenna pattern in the elevation plane. The details of
that inversion depend on the normalization used in the
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SAR processor and other implementation factors of the
system.

Despite the fact that the Amazon basin constitutes a
wide area of relatively high homogeneity, care is taken
in practise to assure that any local departures are
handled by appropriate statistical filtering [8] when
antenna pattern shapes are derived. Fig. l is a J-ERS-1
composite of the entire Amazon basin [9] showing the
homogeneity and variability of the region.

Table l: Characteristics of operational instruments

Instrument Freq Pol o Res'
(GHz)

inc
(m)

ERS-1/2 SAR 5.30 vv 19-27° 25
ERS-1/2 5.30 vv 18-59° 50000
Scatterometer
J-ERS-1 1.275 vv 36-41° 18

RADARSAT-1 5.30 HH 10-59° 25

Fig. 1: J-ERS-1 mosaic of the Amazon basin. Descending passes from over 60 swaths are combined in the mosaic
comprised of approximately 2000 individual scenes.

Operational satellites have had an opportunity to
repeatedly view the region and should be able to provide
some sort of seasonal if not longer term basis. This is
particularly true of J-ERS-1, ERS-1/2, and
RADARSAT-1. Table 1 gives a summary of some
overall parameters of these instruments germane to this
discussion.

We note differences in frequency, polarization, and
incidence angles. For this study, we will restrict our
focus to the C-band instruments. In the sections below,
we comment on the scattering theory which leads to
property (1) and then go on to discuss the results from
ERS and RADARSAT.

t Resolution here is of a typically processed product for
this analysis.



MICROWAVE SIGNATURE MODEL OF DENSE
FOREST

Because the microwave dielectric constant of dry
vegetative matter is much smaller than the dielectric
constant of water, and because a canopy (even a dense
forest) is composed of more than 99% air by volume, a
radar signature model for vegetation canopies has been
proposed in which the canopy is represented by a water
cloud whose droplets are held in place by the vegetative
matter [10]. Applying radiative transfer theory to this
model, the radar backscattering coefficient per unit
projected area, r for dense forests simply depends on
the biomass, B (tons/ha), incidence angle and two
empirical parameters, C and D. These parameters
depend on a number of physical quantities such as target
structure, radar wavelength, and polarisation.
According to the cloud model, the equation for y can
be written as

r = c[1-exp(- BD )~
COS (}inc IJ

(2)

Fig. 2 shows that this simple model nicely predicts the
well known saturation of the radar echo for higher
values of biomass as well as the smooth variation with
incidence angle already expressed in (1). In the
example shown, C=0.23 and D=0.05, are values
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Fig. 2: Dense forest model of y as a function of
biomass and incidence angle
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considered appropriate for C-band, VV polarisation.

For the biomass appropriate to the rainforest, this
theory suggests asymptotic (constant) behaviour for the
backscatter with biomass and incidence angle.

ERS-1/2 SCATTEROMETER RESULTS

Some of the most complete data sets from the Amazon
rainforest come from the ERS-1/2 scatterometers [11]
which have been in continuous operation since 1991.
The instrument has three side looking beams with a
swath of 500 km with diversity in azimuth look
direction. Ongoing monitoring of the area [12] located
between 2.5°N and 5.0°S and 62.5°W and 75.0°W
occurs with weekly synopses for each of the beams in
ascending and descending geometries. Fig. 3 shows a
monthly synopsis and Fig. 4, an associated histogram
providing weekly statistics from approximately the
same time frame. From these figures, we note:

• The three beams appear to be measuring
slightly different properties but differ by as
little as O.l dB.

• There is significant (> 1 dB) spatial variation
over the test region.

• Ascending (night) and descending (day) passes
also show strongly varying spatial
distributions.

Fig. 5 shows the variation of the weekly means from
each of the ERS-2 scatterometer beams for the period
January, 1996 to April 1999. We note:

• Both ascending and descending passes show an
annual cycle with amplitude approximately
0.15 dB modulating more noise like variations
about 0.05 dB. (The large step in the early
part of the data stream is due to a calibration
adjustment.)

• The annual variation is thought to be
geophysical in nature since it has been shown
to be uncorrelated with annual variations in the
antenna temperature (2° C) [13]. Similar
annual variations with ERS-1 could not be
correlated with specific rainfall events at
Benjamin Constant [16]. This result is not
necessarily at odds with ERS-1 scatterometer
results recently published [14] which show
strong seasonal correlation between
accumulative precipitation over a period of
about 30 days. These authors have shown
variations as much as 0.5 dB during 1993 from
a Guyanian rainforest test site of 50 x 50 km.
More typical global RMS variations [15],
determined from ERS-1, are 0.59 dB.
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Fig. 3: ERS-2 windscatterometer monthly synopsis y image of Amazon basin March 13 to April 18, 1999
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ERS Scatterometer Stability

The ERS scatterometer was calibrated [16] using the
Amazon to derive antenna patterns and transponders to
derive the absolute levels. The small differences in the
mean levels in the three beams are believed related to
the measurements biases introduced in the calibration.
Compared to the ERS SAR, these instruments have had
less attention paid to their calibration [17], and
relatively fewer measurements [18] have been taken
during the commissioning phase of the instrument.

In Fig. 6, features of the ESA scatterometer transponder
calibration data for the forebeam are shown. as the
DGCF (differential gain correction factor) defined as:

DGCF = Measured RCS
Actual RCS

-1.0~~~~~~-..,~~-'-~~-..,~~~~~~-..,~~~-'-~-..,~~~~~~-..,~~~~~~~~~-'-~~-..,~~~~~~~~~~-'
1/Jan/1996 9/Apr/1996 18/JuV1996 26/0ct/1996 2/Feb/1997 13/May/1997 21/Aug/1997 28/Nov/1997 8/Mar/1998 16/Jun/1998 23/Sep/1998 1/Jan/1999 11/Apr/1999

Date (Day/Month/Year)

-7.0~---------------'------''------'-----'-----'-----'-----'-----'---~1/Jan/1996 9/Apr/1996 18/JuV1996 26/0ct/1996 2/Feb/1997 13/May/1997 21/Aug/1997 28/Nov/1997 8/Mar/1998 16/Jun/1998 23/Sep/1998 1/Jan/1999 11/Apr/1999
Date (Day/Month/Year)

Fig. 5: History of weekly y maxima from ERS-2 scatterometer from Jan 1996 to April 1999

(3)

Variation in the DGCF reflects uncertainty in the
instrument calibration for an individual scene at the
incidence angle of the point target measurement. It is a
measure of the total number of interrelated uncertainties
including SIC roll, recovery of the point target impulse
response, processing as well as systematic drifts in both
the calibrator and the radar. We can only discuss the
variation in Amazon data in the wider context of the
stability shown with these point target references since
they are a measure of our ability to characterize the

overall performance of the system. At the top, is the
dependence of DGCF across the 10 scatterometer beam
segments showing individual measurements; in the
middle, is a time history irrespective of beam; and, at
the bottom a histogram of that data measuring a RMS
variation of 0.20 dB. This is our best direct knowledge
of the scatterometer stability and is very much better
than the system specification of 0.7 dB.

The data are combined across the swath to obtain this
statistic to compare with the weekly synoptic averages
discussed above. We believe that this figure represents
a pessimistic estimation of the scatterometer stability
because of limitations in the instrumentation and
techniques employed. Indeed, data from the Greenland
ice cap [19] have shown stabilities better than 0.1 dB
over an extended time. Fig. 7 shows the temporal
backscatter stability in the interior of Greenland [20].

Given these results, it is likely that, of the three
instruments studied in this paper, the ERS scatterometer
has the most sensitivity to small changes in the
backscatter of the Amazon. The measurements are
however for larger area footprints than the 'imaging'
SAR sensors.
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RADARSAT-1 RESULTS

Fig. 8 is a time history of RADARSAT-1 data at HH
polarization over the Amazon for the first 20000 orbits.
It is a composite of over 400 data takes from the 16
single beams classes which are plotted as individual
colours. The area studied roughly bounded by: 66.5°W,
68.5 °W, and 6.0 °S and 8.0 °S. Each point represents
the spatial average of the data used to monitor the
antenna pattern, calibrated using the best knowledge of
the system and antenna gains and corrected for any SIC
roll. The error bars represent the standard deviation of
512 azimuth averages across the swath. The history
spans four calendar years. It is difficult to observe any
cyclical trend in these results or dependency on beam
type.

Fig. 9 is a histogram of the constituent data represented
in the ensemble of the points shown in Fig. 7. The
mean and standard deviation of the data are indicated.
We note that although the mean is close to the ERS-1/2
VV scatterometer, there is considerably more variation.
This cannot be due to speckle as each estimate includes
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Fig. 7: Temporal backscattering stability measured by
the ERS scatterometers over Greenland

many thousands of individual measurements. The
absolute levels in each case are determined from
precision transponder data [21].

RADARSAT-1 Instrumental Stability
The question of spatial and temporal stability of
RADARSAT-1 can be partially answered from statistics
of the internal and external calibration data for the
instrument. The error budget for individual
measurements is discussed in [22]. Fig. 10 shows a
time series from the calibration measurements from
precision transponders. Following the analysis done on
the ERS SAR [23], we plot the DGCF for the four
precision transponders used for RADARSAT-1 in Fig. 9
where the RMS variation is 0.42 dB. Assuming the
transponders themselves [22] have a radiometric RMS
variation of 0.25 dB, we can assess the RMS stability of
RADARSAT itself to be less than 0.34 dB since this
number includes analysis and processing uncertainty.

Combining this number with the observations over the
Amazon (including instrumental variation) shown in
Fig. 8, we obtain a RMS variation for the Amazon alone
of 0.60 dB.



ERS-2 SAR RESULTS

There are no routine ERS-2 SAR calibration
measurements of the Brazilian rainforest as the ERS-2
SAR calibration is performed using the ESA
transponders located in the Netherlands (see paragraph
on ERS SAR stability). The Amazon rainforest is only
used to derive the antenna pattern [5]. For the purpose
of this paper, we have analyzed a set of ten ERS SAR
PRI images covering an area of the Amazon rainforest
which corresponds to the frame used to derive the
antenna pattern, located in Brazil and centered at 7.25° S
and 67.43° W. The images were acquired by ERS-2
between April 1996 and April 1999 and processed at the
German Processing Facility and at ESA/ESRIN.

Each point in Fig 11 represents the mean y of a PRI
image (100 x 100 km), while the error bars show the
standard deviation of the azimuth averaged profiles for
each image. The r values were obtained using the ERS
SAR Toolbox [24].

The measurements in Fig. 11 confirm the temporal
radiometric stability of the rainforest in C-band. They
also show the high stability of the ERS-2 SAR
instrument as the standard variation of the r values is
0.23 dB comparable to those obtained with the
transponders measurements. Note that two images have
a higher r values which cannot be explained by a
visual examination of the images. The temporal
standard deviation of r without these two images is
0.06 dB. The y range profiles of the images are flat,
confirming the model shown in Fig. 2.
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The r measurements of Fig. 11 are however slightly
higher than those obtained from the ERS-2
scatterometer and RADARSAT (by about 0.2 dB).
Although they fall within the distribution envelope of
each of the above data sets, the ERS SAR dataset might
not be large enough to adequately represent the statistics
for three years and more ERS SAR images should be
analyzed before making final conclusions.

ERS-2 SAR Stability

Fig. 12 gives the time series of three ESA transponder
measurements for the ERS-2 SAR since 1995. The
overall RMS variation of the DGCF is 0.28 dB with a
bias of 0.17 dB against the nominal calibration constant
of 59.75 dB. This variation arises from a temporal
stability due to a combined SAR and transponder
stability and from a spatial stability due to variations
within a scene caused by the SAR processor and
measurement of the transponder total power.
Examination of data from simultaneous pairs and
triplets of the transponders located in the Flevoland
gives a spatial RMS stability of0.19 dB. Assuming that
the temporal and spatial stabilities are independent, then
the temporal RMS stability is 0.21 dB. Included in this
temporal stability is the transponder RMS stability; this
is estimated [25] to be approximately 0.08 dB.

Combining the uncertainties from the Amazon and
transponder data suggest that the rainforest RMS
variation is small although a larger Amazon data set is
required to adequately access its value.
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DISCUSSION AND CONCLUSIONS

In this study, we have tried to present a clear picture of
the observations of the Amazon rainforest obtained from
ERS and RADARSAT together with independent
measurements of the respective instrument stabilities.
The region is important from many perspectives;
however, the aspect emphasized here is the stability of
the region as a standard for calibration of spacebome
radars. The validity of property (1) has been
unchallenged in making antenna pattern estimates for
these instruments over limited angular ranges and is
indeed corroborated by transponder measurements taken
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Fig. 10: RADARSAT-1 stability from CSA
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with both ERS and RADARSAT within the limitations
of their calibration.

Because the stability of the Amazon measurements is
high, it is difficult to separate variations in backscatter
measurements from those of the measuring instrument;
however, we have been able to demonstrate that on
average, each of the instruments has more inherent
stability than individual measurements from the
Amazon.

In Table 2, we summarize the observed long term
backscatter and calibration variations discussed in this
study. Where these are available (ERS-2 SAR only), we
have computed the constituent parts of the calibration
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due to instrument and calibrator together with analysis.
We need to stress that these results are from long term
measurements from area samples all greater than 104
km2 and time period greater than 1 year.

Individual measurements may vary considerably from
the mean spatial and temporal averages represented in
Table 2 and care must be taken in extrapolating results
from the longer term/wider area to particular data sets

which can be influenced by local precipitation and
ground conditions.

The use of Amazon rainforest results for spacecraft
mission calibration therefore needs to be confined to
those cases where sufficient data samples have been
analyzed to assess the variation and associated
uncertainty. Otherwise, precision calibrators appear to
be the best absolute standard.

Table 2: Long term summary statistics from Amazon rainforest and instrumental calibration

RMS Variation SPACEBORNE INSTRUMENT

ERS ERS-2SAR RADARSAT
Scatterometer

(dB) (dB) (dB)

Rainforest + Instrument 0.59 0.23 0.72

Calibrator + Instrument + analysis 0.20 0.28 0.42

Calibrator + analysis NA 0.19 NA

Instrument NA 0.21 NA

Rainforest alone 0.56 0.10 0.60
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ABSTRACT
A methodology for calibration of Synthetic Aperture
Radar (SAR) images is given based on combining first
and second order statistics from ocean images. It is
shown to be, compatible with transponders in accuracy,
easy to use, and low cost operational. ERS-1 and ERS-2
data are used in this study to demonstrate the perfor
mance and potential of the methodology. An accuracy of
0.47dB is obtained from using only one ERS-2 image.
Improvements of accuracy can be obtained by using sev
eral independent images. The method can be used to
monitor and update the absolute calibration constant of
spacebome SAR images.

INTRODUCTION
Absolute calibrated SAR images are required for an
increasing number of applications both over land, ocean
and ice surfaces. Extensive efforts are undertaken to
make the SAR data calibrated to better that 0.5dB. Tradi
tionally, deployed transponders, corner reflectors and
rain forest are used for this purpose. With the increase
complexity of SAR antennas (such as Envisat ASAR)
and products, a cheap and easy way to establish, monitor
and update the absolute calibration constant is required.

We propose a new concept for automatic calibration and
monitoring of SAR data that are cheap, easy and very
precise. It is based on using SAR observations over
ocean where the backscatter intensity and the asymptotic
inverse spectral width of cross spectra are considered. It
can be shown that these two parameters statistically have
the same wind field dependency. This means that they
statistically align with each other. The relation can be
establish for a certain radar frequency, polarization, and
incidence angle and locked once and for all to an abso
lute backscattering coefficient by a single transponder,
comer reflector or rain forest measurement. The algo
rithm can then be applied to any SAR system (present or
future) with the corresponding configuration (without
any use of transponders), For instance, we can use the
existing ERS data sets to establish an absolute calibra
tion algorithm for the Envisat ASAR modes correspond
ing to the ERS configuration. For the remaining ASAR
configurations only a single overpass with transponders
is required for each configuration. For the remaining life
time of the satellite, the proposed algorithm can be easily

used to automatically ensure monitoring and absolute
calibration of the various modes.

Statistical relations between backscatter intensity and
asymptotic inverse spectral width are established from
using ERS-1 and ERS-2 data sets. Results show that the
method gives an accuracy of 0.47 dB for the radar back
scattering cross section established using only one single
ERS-2 image. The accuracy can further be improved by
increasing the number of independent images.

METHODOLOGY

Theoretical Model
The method is based on the ocean-to-SAR cross-spectral
transform given as [1], [2]:

2

I -ik. x ky(~~~(!,t)-~~~(O, 0))
P(&, r) = dxe - -e -

x { 1+ <l>n(J, 't)} - 3(&)

where I is the RAR image, and ~ is the ocean orbital
velocity generated shift field. It can be shown that the
asymptotic behavior for ky ~ oo is given as:

(1)

1
P(&)~--4

(a.ky)

for some parameter a. , which is the inverse spectral
width in the azimuth direction.

(2)

The inverse spectral width, a. is compared with the
backscatter intensity, E{ISAR } .

Data Processing

First a relation, f between the radar backscatter cross
section, cr0 and the inverse spectral width, a. needs to
be established from real data:

cro = fero(a.), c
(3)

where 0 is the incidence angle, and roe is the radar fre
quency. The radar cross section is furthermore related to
the backscatter intensity through the absolute calibration
constant, K as:

(4)
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The average backscattering intensity, E {I SAR} is com
puted from typically an area of 18kmx14km within the
SLC image. The inverse spectral width, <X is found by
fitting the a k-: function to the average azimuth profile

within the asymptotic region. This is illustrated in
Figure 1 showin~ cross spectrum, the average azimuth
profile and the ky function.

Average azimuth profile
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-- Cross spectrum

- - - k~ modelB

6

4

2

o~
-2•....•.~~ ..•....~~_.._~~ .•.....•.~ .......•.~ •....•.~~-'-~~_,
-0.15 -0. 10 -0.05 -0.00 0.05 0.10 0.15

Azimuth wavenumber [rad/m)

Figure 1. Typical cross ~trum (upper), average azimuth
profile overplotted the ky function (lower).

Once the relation in Equation 3 is established, which
requires knowledge of the absolute calibration constant,
a procedure for updating or monitoring of the calibration
constant can be established. This is done by the follow
ing steps:

• compute the image intensity E {I SAR} and the
inverse spectral width, a from a given set of SLC SAR
images
• use the established relation, f to calculate or update
the calibration constant using the formula:

The algorithm is easy to implement. It requires inter
look processing (cross spectra computation), similar to
what is implemented for Level lprocessing of ASAR
WaveMode data [3].

(5)

DATA
The methodology was tested using 33 ERS-2 and 24
ERS-1 SLC images acquired in North Atlantic (Norwe
gian Sea) in the period 1993 - 1999.

From each images, 5x7 (range x azimuth) cross spectra
are processed each covering an area of l 8km x 14km.
This will cover five incidence angles, 20.6, 21.8, 23,
24.2 and 25.4 degrees. The total number of estimation
points obtained from this data set for each incidence
angle are 231 (ERS-2) and 168 (ERS-1).

RESULTS
We present the results obtained for applying the calibra
tion algorithm on ERS-2 and ERS-1 SLC data. First we
show the results on ERS-2 data, and secondly we make
comparison between ERS-1 and ERS-2 data. In Figure 2
is shown the relation O'0 = f 9 ro (ex) obtained from
one ERS-2 SLC image at the iriciCienceangle of 24.2
degrees. The full line represent the polynomial fit to the
data points and represent the relation to be found. The
standard deviation obtained is 0.67dB.

ERS-2, () = 24.2°m
~
<::
,Q
u
~ -2

0

"'eo
~ -4
~
0
lil,,,,
u_g -6

+

STD= 0.672 dB

50 100 150 200 2~
Inverse spectral width (m)

.300

Figure 2. Normalized radar cross section versus inverse
spectral width obtained from one single ERS-2 SLC image at
the incidence angle of 24.2 degrees. The full line is the
polynomial fit to the data points.

(6)

If we average the data points with same incidence angle
in the azimuth direction, we improve the standard devia
tion. The result is shown in Figure 3, yielding now a
standard deviation of only 0.47dB. This is the accuracy
obtained from using only one SLC image.
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Figure 3. Same data as in Figure 2, but now averaged in
azimuth direction. The full line is the polynomial fit to the data
points.

The standard deviation can further be improved by aver
aging more independent observations (images). This is
shown in Figure 4, and illustrates the potential of the
method and what accuracy can be achieved with the
method.

STD of the radar backscatter cross section

0.40

~ 0.30
(IJ~
0•...
Cf) 0.20

0.10

32 648 162 4
Number of averaged independent images

Figure 4. Standard deviation of radar cross section versus
number of averaged independent observations (images).

In the next figures we show results of comparing the
methods on the ERS-1 and ERS-2 data. We present the
results for three different incidence angles, 20.6, 24.2,
and 25.4 degrees. In Figure 5 is shown the radar cross
section versus inverse spectral width from ERS-1 and
ERS-2 data, and the corresponding offset obtained. The
results are obtained from processing all the images avail
able (33 ERS-2 and 24 ERS-2 images).
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Figure 5. Normalized radar cross section versus inverse
spectral width obtained from ERS-2 and ERS-1 SLC images at
the incidence angle of 24.2 degrees. The full lines are the
polynomial fit to the data points. Lower plot: Offset obtained
between ERS-1 and ERS-2 data obtained at incidence angle
24.2 degrees.

Wesee from Figure 5, that ERS-1 and ERS-2 are reason
able well calibrated until the saturation starts to influ
ence the ERS-1 data. This effect should increase if we go
to a lower incidence angle, and decrease if we increase
the incidence angle. This is exactly what happens as
shown in Figure 6 and Figure 7, respectively.

128



112

'iii'~ 1
s:su a""'"'"'0u -1

":g
~ -2....u
..8
~ -3
0

"eiz -4
.~
0E -5
0 az

'iii'
'C
- 2.5
c
0
~
ill z.o
"'"'eu
~ 1.5
0u~
g 1.a
.0~
0
'C
0
~ a.5
'C

-~
0E o.o
0 az

ERS-1 vs. e = 20.6°

10a 15a zoo
Inversespectral width [m]

25aso

Offset between ERS-1 and ERS-2, e = 20.6°

so too 15a zoo
Inversespectral width [m]

25a

Figure 6. Normalized radar cross section versus inverse
spectral width obtained from ERS-2 and ERS-1 SLC images at
the incidence angle of 20.6 degrees. The full lines are the
polynomial fit to the data points. Lower plot: Offset obtained
between ERS-1 and ERS-2 data obtained at incidence angle
20.6 degrees.

From Figure 6 we see that even ERS-2 have saturation
effects at low incidence angles. If we go to high inci
dence angle, the saturation becomes less and the ERS-1
and ERS-2 curves become quite equal. This is shown in
Figure 7.
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Figure 7. Normalized radar cross section versus inverse
spectral width obtained from ERS-2 and ERS-1 SLC images at
the incidence angle of 20.6 degrees. The full lines are the
polynomial fit to the data points. Lower plot: Offset obtained
between ERS-1 and ERS-2 data obtained at incidence angle
20.6 degrees.

CONCLUSION
A new methodology for calibration of SAR images is
proposed and applied to ERS data. The methodology
shows that an accuracy of0.47dB is obtained from using
only one ERS-2 image. The accuracy can furthermore be
improved by combining more images.
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ABSTRACT

Without altimetric information, the co
registration between ERS SAR and ortho
rectified image (in our case SPOT ortho
image) can be an alternative for the geocoding
processing. We propose the use of local
correlation to deal with the co-registration
problem, taking into account the
interferometric phases as additional
information. The SPOT image is fitted to the
SAR (slant range) geometry using the orbital
parameters of the SAR acquisition. Local
correlation co-registration between this image
and the original SAR image allows to refine
the geometric transformation. Local offsets
estimated in the new ground referenced
geometry with some constrains on possible
values interval and local correlations SNR can
be used for specific correction.
The initial transformation can be improved by
introducing the phases (previously
unwrapped). This method is less sensitive to
the relief and then there is no need of local
correction.
The two methods have been evaluated on test
sites with smooth relief conditions.

INTRODUCTION

To compare and merge spatial data from
different sources - in our case SAR and SPOT
orthorectified data -, they have to be converted
to a common geometry (coregistration) as a
planimetric reference system (geocoding).
Because of the particular geometry
(azimuth/slant range) of the SAR imagery,
Digital Elevation Models and Ground Control
Points are needed to geocode it.
In addition, the co-registration between a SAR
image and an other sensor image is made
difficult due to both noise (speckle noise)

hampering the SAR signal and incorect orbital
information.
We propose to use local correlation to deal
with this problem but also the inclusion of
interferometric phases as additional input. The
two techniques were evaluated on Hanoi with a
resulting estimated accuracy close to the pixel
size. Our interest for using these procedures on
the Hanoi region comes from the difficulties to
get reliable DEM on the sector. Fig. l shows
the SAR and SPOT data used.

REGISTRATION USING LOCAL
CORRELATION

The coregistration is done using a tool from the
GAMMA interferometric processing software
designed to adjust the slant range geometry
image with a simulation derived from a DEM
in order to geocode the SAR image [l]. Instead
of using the SAR intensity image simulation,
we introduce the SPOT image transfered into
the SAR geometry. For this purpose, we use
the orbital information to transform the SPOT
image. That allows us to deal with a first step:
to obtain similar geometry to make possible
local correlation computations. The obtained
images are then coregistered.
An argument to select the slant range/azimuth
geometry instead of the geographic reference is
shown in Fig. 2. The dependency between
azimuth component and topography is
negligible therefore the azimuth only depends
on planimetric position. The consequence is
that the error which affects this component can
be corrected even if we have no altimetric
information. It is different in a geographic
reference system where the altimetric variable
affects both components and therefore prevents
independent corrections.
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Fig. 2. a) The topography affects the cross-track direction. The ground error if we do not take into account the
topography is approximately h I tan i.

b) The azimuth errors are only due to inaccuracies in the satellite orbital information (state vectors and data
starting time) which produce slight distorsions (rotation, offsets and scaling effects) between the SPOT and SAR
images. This distorsions can be corrected using a bilinear transformation without altimetric information.

The geometric correction is made by
computing the correlations between small
windows on both images centred on points
from a regular grid extracted from the SAR
image. From these correlations values, local
offsets are derived and fitted by a bilinear
offsets model. The offsets best-fit function
permits to correct the model and then to rectify
the SAR image to the SPOT image geometry.
In this processing we have not taken into
account the topography which is an important
element for any change of reference geometry
of a SAR image [2].
However, scale effects, like those introduced
by having not considered the mean altitude and
the influence of average ramp of the
topography should be corrected by using this
procedure owing to the fact that the model
correction uses a bilinear fit of the offsets.
In a next step, we have refined the
coregistration by repeating the local
correlations processing in the SPOT image
geometry with the corrected SAR image. The
new computed offsets have been rejected if
greater than a 60 metres threshold (roughly the
amplitude of topography on all the image
coverage - the offsets should not be greater) or
for low SNR on correlation estimations (less
than 5.5) . The offsets have been interpolated
to obtain a new correction to be applied to the
SAR image (Fig.3)

Fig. 3 : ERS SAR image registered to the SPOT
image geometry

REGISTRATION USING
INTERFEROMETRIC PHASES

Interferometric phases can be an alternative to
altimetric information for geometric
corrections. Altimetric information can be
derived from interferometric phase data [3] but
GCPs are indispensable to obtain a correct
DEM. The reasons are the indetermination of
the phase unwrapping - the unwrapped phases
are obtained with a constant bias - and the
orbital inaccuracy which induces distorsions on
the resulting DEM and the homegeneous
atmospheric bias expressed by regular fringe
patterns. These limitations affect the extraction
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of altimetric information from inSAR phases
[4].
As we have at our disposal a ERS tandem pair
- orbits 4753 (ERS2) and 24426 (ERSl), one
day between images (Fig. 4) - we will
introduce it in the process as additional
information..As the phases are obtained
modulo 2rc,an unwrapping step is needed [5].
We make the assumption that the previous
shortcommings affect the data at the image
scale.
Therefore, using the phases corrected - f
possible - by introducing the average altitude
to obtain a first geocoding model without
additional altimetric information, we can
correct local height related images
deformations but not the previous large scale
shortcomings. The use of the first step of the
precedent procedure - the correction of the
geocoding model using the coregistration with
the SPOT image in the satellite geometry -
implies a correction of those biases.
We have to note that the altitude of ambiguity
is a bit larger than the amplitude of the
topography therefore we are close to the limit
of efficiency of the interferometric techniques
for deriving heights - typically the accuracy is
115 to 114 the altitude of ambiguity -. But no
tandem pair with lower altitude of ambiguity
were available.

Fig. 4: Interferometricphases from tandempair
4753/24426. The phases in [-n,n[ are represented
by the imagehue; the darker zones correspondto
low coherence. The altitude of ambiguityis 85
metres.

EVALUATION OF THE
COREGISTRATIONACCURACY

The planimetric accuracy is evaluated by
comparing the positions of ten points on the
coregistred SAR image and on the SPOT
image. The points have been located manually
taking care of selecting them regularly
distributed on the image.
The estimated accuracy is 30 metres - the
maximun offset detected is 40 metres - for the
second method (about 1.5 SAR image pixel)
and 30 metres - the maximun offset is 60
metres - for the first one. Those precisions are
both compatible with the initial resolution of
the SAR data and with a precise use of the
data.
Though the methods seem equivalent some
restrictions against the first method must be
taken in consideration. The region relief is
moderated. With a more important relief the
size of the windows for local correlation must
be increased in relation with the offsets
interval, which will be increased
proportionnally with heights. The number of
points of the correlation grid should be
increased too with the variability of the
topography.
An other point is the need to have reliable
correlation computations to have similar
features on both images. Therefore if on urban
or agricultural zones the coregistration is good,
we think an extraction of features like texture
information [6] could be a useful pre
processing in zones like forests caracterised
more by texture than intensity values.
A last point to be tackled is the possibility of
using edge detection filtered images to make
more efficient the correlation step. It is a
frequently used method for image
coregistration [7]. That could increase the
correlation performances and we shall test it in
further developments. However we can already
point the fact that the edge extraction is
difficult on SAR images because of the
specificity of the noise [8] but also the SAR
geometry and illumination properties can have
as consequence the displacement of image
features, specially on pixels close to important
slopes [9] and corrupt the result.

CONCLUSION

The local correlation methods allow, in the
conditions of the study, a good coregistration
between SAR images and other sensor data (in



our case SPOT data) with an accuracy close to
the SAR resolution. On the other hand the
introduction of interferometric phases seems an
interesting additional information which
increase the efficiency of the processing. That
can be a possible alternative for the geocoding
of a SAR image when no DEM is available.
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ABSTRACT

This paper focuses on the use of ERS SAR images to
provide absolute geographic localization. It presents an
operational validation of a technique allowing the
absolute localization of ground points, using a
descending and an ascending ERS images, whatever the
Processing and Archiving Facility (PAF) providing the
images. The main goal of such technique is to generate
accurate ground control points, without any other
georeferenced data, in order to register SPOT image
data and produce level 2 images. The results we
obtained show that such technique has high
performances, but with some limitations, due to the
presence of a bias in altimetric measurements.
Nevertheless, this study has demonstrated, taking into
account operational constraints, the technical feasibility
of absolute localization using ERS.

INTRODUCTION

The aim of the study was to assess the capability of ERS
SAR to produce absolute 30 localized points. The 30
points can then be used in several applications. One
possible application is considered is this study ; it
concerns the geocoding of SPOT images using the 30
points as ground control points for the production of
image products level 2B and 3.
The capability to localize ground point from ERS
images rely on an approach based on the physical
modeling of the sensor viewing geometry. Such an

approach allows the computation of the 30 localization
of a ground point given its position in two different ERS
images acquired with two different angle of view.
The theoretical feasibility of the technique is well
known. Our goal was to demonstrate its feasilibity in a
typical operational context, and its repeatibility with
different PAFs.
The evaluation of the localization technique is
performed over a large test area, covered with
cartographic data (ground truth), using several ERS
SAR images provided by ESA and non ESA processing
facilities.

The principle of the localization technique and its
predicted performance is described in section. The
description of the data and the method proposed for the
evaluation are then given in section 2. Section 3
presents the results of this experimentation with an
operational point of view (qualitative feasibility). The
quantitative results using ESA products and non-ESA
products are presented in sections 4 and 5. Finally, we
give a general conclusion on the study.

I. PRINCIPLES OF THE LOCALIZATION
TECHNIQUE

Physical Geometric Modelling of ERS images

The imaging process of sensors like ERS or SPOT can
be geometrically modeled in a reliable way, with respect
to a set of well known physical parameters : the
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instrument parameters (PRF, sampling frequency, near
range time, reference acquisition time, Doppler Centroid
for a SAR system, focal length , detector size and
detectors position for a sensor like SPOT) and the
trajectory of the satellite. Such a modeling leads to the
derivation of the localization function, linking the
position of the point P in the images and their absolute
ground localization (X in planimetry, z in altimetry):

X = G8(P,=)

where e is the geometric model parameters vector.
Similarly, we define the so-called projection function as
the inverse of the localization function :

P = F8(X,z)

The accuracy of the localization function depends on the
accuracy of the knowledge of the parameters of
acquisition. With most commercial products (SPOT,
ERS. Radarsat), the image is provided with an
estimation of these parameters, known by construction,
or measured by the sensor exploitation center. For
optical sensors like SPOT, the lack of accurate attitude
measurements leads to a bias of some hundreds of
meters in the localization function. The true parameters
have to be estimated more precisely to have an accurate
georeferencing, using ground control points measured
on maps or with GPS.
With SAR sensors, the accuracy of the a priori
localization function doesn't suffer from the same
problem as SPOT, because of the independancy of the
localization function with respect to the satellite
attitude. As a result, we can hope that the localization
function computed with the auxiliary data is accurate
(better than one pixel in absolute), although some
parameters are known to be slightly biased.

Principles of ground point localization from images

The ground point localization from images is based on
the same concept as triangulation in photogrammetry. If
a point is viewed on an image, the form of the
localization function gives a continuous set of possible
ground location for the point (a 30 circle for SAR).
With only one image, the 30 position of this point
cannot be determined, unless an additional information
is known (e.g. its elevation). But if the same point is
imaged from another point of view. the ground point
can be accurately determined as the intersection of two
geometric curves. The accuracy of the determination of
the intersection is given by the differences between the
angle of view of both images.
The orbit of ERS allows the acquisition of a same
ground point from two configurations two similar orbits
(ascending/ascending, or descending/descending), or the
two opposite-sides orbits (ascending/descending).

, 1
.........B' .

'H
I

(a) same side viewing (b) opposite side viewing

Figure I: ERS configurations for 30 point localization

For the (a) case, the difference between the two viewing
geometries is small; and the precision of determination
of the intersection is not as high as in the (b). Even if the
similarity of the viewing geometry eases the
homologous point determination, which is an important
point with respect to the operational feasibility of the
technique, we will see in the next section that the (b)
case will be prefered to the (a) one for accurate
localization purpose with ERS.

Theoretical Performance

The evaluation of the theoretical performance of the
localization technique rely on the geometric modeling
functions of the images. We assume that a pair of
homologous pixels have been selected on the images (P1

on image l , and P2 on image 2. The ground point (X,z)
corresponding to the image pixels satisfies :

{
X=Gs1(fl,.:)

X =G82(P2,z)
(I)

The theoretical performance of the technique will be
assessed assuming that the sensor and orbit parameters
are well known (in fact. these parameters can be
responsible for bias and noise in the final true
localization results).
With this hypothesis, the only error in the process is
introduced by the selection of point P2 in image 2
corresponding to point P 1• Equation (eq l) shows that
this error introduces directly an error in the 30
localization of the corresponding ground point across
track. The error on the ground point (8X. 8= ) and the
selection error of point P2 (oP2) are thus related by the
following equations set (derivation of (I)) :

r cG I 3G
OX =-0_1 ·-·~'f>Po

D= X. oP -
(2)



where X , the imaging configuration parameter that
determines the height measurement capability of the
system, is given by :

8G01 8G02
x=-----az oz

This parameter depends on the imaging configuration
(see figure I) :

x = cot(81) - cot(82) for the (a) case and

x = cot(81) + cot(82) for the (b) case
For ERS, the (a) configuration gives a maximum of0.7
for (a) and 4.7 for (b). It is clear that the best precision
is obtained with the (b) configuration.
The pixel selection precision for an human operator is
generally taken close to one pixel. But it can be worse,
especially on SAR images because of speckle. In
practice, one can say that the pixel pointing precision on
ERS image is about I to 2 pixels.
By using PR! products, the pixel size (along-track and
cross-track) is 12.5 meters.
The final precision of the across-track localization
method (without considering the potential geometric
model error), is then given by :

{
8X;:: 6.3m . . .

for a one pixel pomtmg error
8.::;:: 2.7m

{
8X;:: 12.6111 . .

for a two pixel pointing error
8.::;:: 5.4m

These values can be considered as the inferior limit for
the localization precision.
Note that this result applies to the across track
component of the localization technique. For along
track component. we know that the computed point is
located with half the pointing error (6.25m for one
pixel error, 12.5m for two pixel error).

Effects of geometric model errors on localization

The derivation of the precision given on the previous
section have assumed that the only source of error was
the pointing error. In paractice, the geometric model of
the images can be not accurate enough. We recall that
the geometric modelization of the images is two-folded;
it comprises :
I. the instrument model,
2. the orbit model.
Because their parameters are not always well known,
errors can be introduced in the geometric model of the
images through parameters 8, which entails errors in the
final localization of the ground points.

Effects of Errors in the Instrument Parameters
The errors in the instrument model are mainly limited to
both following parameters :
- the start time of sampling in range for each line, also

called « near range time » ;
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- the start time of acquisition along the orbit.
Both parameters are known to be biased, and will
introduce measurement errors. These bias are not
accurately known. They can be caused by unstability on
the on-board instrument, but can also be introduced in
the ground processing.

The effect of start time acquisition error along the orbit
will consist in a translation error in both images, but in
opposite direction. If this bias is systematic and stable,
the ground point determination process will choose a
point which compensates for the bias along this
direction, and as a result, will find the right point if this
bias is systematic (otherwise, a bias in localization
along the azimuth axis will appear).

The effect of near range time error is more critical. As it
can be seen on figure 2, such errors have impacts on
vertical localization as well as localization on the
across-track direction. The main effect is located on
vertical axis. It remains even if the bias is systematic
(MI =M2). The other effect, located on along-track axis,
is only observed when bias is different from one orbit to
the other (non systematic bias). The expression of these
effects can easily be derived from figure 2:

E z =Ar1 /cos 8 + (~r2 - Ar1 )/2 cos 8
Ex =(~r2 -Ar1)/2sin8

!\
. \
I -;
Io \

Computedpoint

Realpomt

Figure 2 : Effects of errors in near range time

We will see during the experimentations if such biases
are present in ERS image products, and if they can be
considered as systematic.

Effects of orbit errors
The errors introduced on the localization technique by
the orbit will be the same as the satellite localization
errors (absolute translation). The precision of the
ephemerids used to modelize the orbit is a priori known.
We know that 4 levels of orbits can be provided for
ERS image products (in increasing order of precision):
- Predicted orbits (25 to 400m precision);
- Restituted orbits (I to 4m precision, I value/minute;
- Preliminary orbits ( lOcm, one value I 2 minutes);
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- Precise orbits (IOcm, one value I 30s).
The main characteristic is that predicted orbits have
poor precision, whereas restituted to precise orbit give
precision compliant with the requirements of the
localization technique. The ERS image product contains
ephemerids that may be computed from predicted,
restituted, preliminary or precise orbits (information
available in the CEOS file header). It seems that most of
ESA products contain restituted to precise orbit level,
but this may not be the case for other products.
Nevertheless, for any ERS image products, the use of
precise orbits product in complement with the image
product can insure the use of optimal orbital data.

Description of the GCP generation functions

SYSECA implemented a software tool allowing the
computation of ground control points from ERS images
pairs, using a user friendly man machine interface. This
chain takes as inputs the original image products (in
CEOS format), on CDROM or tape. The ouput is a set
of identified georeferenced ground points. It comprises
the following steps.

Image Import and Geometric Model computation
This driver software module reads data that respects the
CEOS format definition, to extract the relevant
informations on the stored data, and to convert the data
in the SYSECA's internal format. The import software
extracts the ancilliary data, like the orbit or the sensor
parameters. to generate the geometric model of the
imported image (the orbit is modelized by Kepler
representation, computed from the ephemerids).

Image points acquisition
Whereas the previous step was fully automatic, this one
is highly interactive. Because of the opposite viewing
angles configuration, the automatic acquisition of pairs
of homologous points cannot be done automatically.
This task is only possible with human interpretation.
Though, it remains a tedious task, and represents a
bottleneck for the operationality of the technique.
This functionality is mainly used for further processing
called aero/spatio-triangulation (bundle adjustment of
the imaging parameters using the selected points).

Ground point computation
The ground point computation step uses the geometric
models of the images to derive the georeferenced
localization of the ground point corresponding to a pair
of homologous points. This computation algorithm is
based on an optimal approach, estimating by iterations
the 3D coordinates minimizing the image residues.
Mathematically, this problem takes the following form:

This minimization is done with a quasi-Newton
algorithm. This approach is the only solution for a
rigorous estimation the ground location, and doesn't
rely on any first order approximation.

2. EVALUATION METHOD

In order to assess the technical feasibility, it is necessary
to focus on two criterions :
- The qualitative performance of the technique : we

will analyze whether the selection and acquisition of
interest points in both images is possible; moreover,
we will see if the ground points computed can be
used to play the role of ground control points in a
SPOT image on the same area.

- The quantitative performance of the technique: we
will quantify the absolute geometry quality of the
generated ground points, with respect to a ground
truth.

The reference ground points have been measured on
1/25000 standard maps of the area, provided by the
french Institut Geographique National. The accuracy of
such measurements is approximately I0 meters (0.4mm
on the map). For ground referential, our measures will
be expressed in a referential based on Clarke80
ellipsoid, Lambert 3 as projection, and the z-datum is
the standard geoid (IGN's map standard referential). A
rigorous geographic knowledge has to be used to insure
the coherency between such referential and the images,
whose ephemerids are expressed in totally different
referentials (WGS84 ellipsoid, also for z datum).

3. OPERATIONAL FEASIBILITY EVALUATION

Description of the data

We experimented the technique on a set of ERS data
provided by SPOTIMAGE. The area of interest was
centered on the south-east of France, from Marseille to
Carpentras.

Figure 3 : Crossed orbit ERS images pair (A1/MI)



One ascending ERS image, acquired on 5 july 1998, and
two descending images, acquired respectively on 18 july
1998 and 22 august 1998, have been used. We also used
another ascending image, whose date was 8 december
1998. Although a long delay was present between this
last image and the others, the identification of ground
control points with this image and the former ones have
revealed to be possible, which illustrates the robustness
of the technique. One of the pair is shown on the figure
below. One can see the important dissimilarity between
both images, especially in mountainous areas.

Ground Point selection and acquisition

Type ofselected points
The points which are going to be used as ground control
points for further exploitation must respect two
constraints :
I. they must be viewed and accurately detected on both
images of the ERS image pairs ;
2. they must be significant enough and no radar specific
to be also detected in optical images (in order to be used
to register SPOT images).
Obviously, no moving feature can be used as ground
control points. Constraint 1 entails the rejection of
points located in valleys, or surrounded by
embankments, because of the opposite side viewing
geometry with such active sensors., and constraint 2
prevents from using points which are well detected with
radar wavelength, but are barely seen on optical
images ; for example, some small-sized man made
features give rise to bright points on radar images ;
whereas in optical images, they are not detectable.
The result is that our points are mainly defined by cross
roads. bridges. coastlines details. It hasn't been possible
to detect candidates points in uninhabited mountainous
areas (Luberon region for example).

Difficulties of' the points selection task
The selection of candidates points hasn't been
straightforward. ERS images don't insure systematically
the visibility of features like roads, rivers or coastlines.
We suspect that difference in weather conditions
between two of the images used in this experimentation
are responsible for the degradation of image quality
with respect to our purpose. The detection of ground
points has been a very tough task, because of the
resolution of ERS images, combined with speckle : road
networks are not always clearly seen, and selection of
points can only be done with a high level of human
interpretations and extrapolation.
As a result, the selected points are corrupted with errors.
The error can be modeled as a random gaussian noise
with zero mean and a standard deviation which is worse
that one pixel (say 2 pixels).
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Ground coverage
One of the requirements for the operational use of the
technique is its ability for generating a sufficient
number of ground control points to register SPOT
images. Typically, one needs about ten points,
uniformly distributed across the images.
In our experimentation, the number and density of
ground points in urbanized area (near Marseille) is good
enough. Nevertheless, the area of Cavaillon, on the top
of the image, is really poor, which is due to the
mountainous aspect and the lack of road or river
network visible in this area.
We can then conclude that the localization technique
will not be efficient for georeferencing SPOT images in
areas where no detectable feature are present. This
technique will probably fail for images over deserted
areas, mountainous areas, or deep tropical forests areas.

Examples of selected points

Figure 4 : Crossing of taxiways on an airport

Figure 5 : Middle of a bridge over a river

Operational use of the generated GCPs with SPOT

The feasibility of the technique used for SPOT image
registration imposes that ground points computed from
ERS must be visible on SPOT images. We insisted on
this point in previous chapter. We present here some
examples on the application of the technique,
illustrating the operational use of ERS ground points for
SPOT images. In each case, we present the points
selected on ERS image pairs. and the point selected on
SPOT images.



124

On figure 6, one can see an easy case, where the point is
found as the crossing of taxiways on an airport. As
expected, the point is easily found on the SPOT image.

Figure 6 : Taxiways crossing on ERS and SPOT

In the next example, the determination of the point
selected on the ERS pair is not as easy. Although the
identification of the same point on both ERS images is
straightforward, because of its nature (a crossing
between two roads), the identification of this point on
the SPOT image is not easy because the roads don't
appear clearly enough.

Figure 7 : crossroad on ERS and SPOT

Nevertheless, we can say that most of the generated
ground points from ERS images can be identified on
SPOT with a precision about I to 2 pixels. For some
very difficult points, the pointing precision can get
worse (a few pixels).

4. LOCALIZATION RESULTS USING ESA DATA

The performances of the 3D localization technique have
been evaluated on 4 pairs, using 4 images :
- Ascending: MI (05/07 /98) and M2 (08/ 12/98):
- Descending : DI (18/07 /98) and D2 (22/08/98);
The images, provided in PRI format, have been
processed at the I-PAF. This evaluation has been done
using one the one hand the ephemerids provided with
the images, and on the other the ephemerids from
precise orbit products (ORB.PRC). We did not observe
significant differences in the results with both orbit data
type (ESA products generally provide preliminary or
predicted orbit level data with images).

Table I gives the estimated accuracy of the localization
technique as the absolute 3D error, represented by its
mean (AXm,AYm,AZm),standard deviation (cr6x,cr6y,crilZ)
and RMS (AXRMs,AYRMs,ZRMs).N is the number of
reference points used.

Config. Ml/DI MI/02 M2/DI M2/D2
N 24 21 13 I I
zx, +l.3 -2.5 +3.2 - I. I
LlY m +6.7 +8.8 + 1.5 +1.5
LlZm -36.6 -37.3 -33.4 -33.9

cr6x I4.6 I3.5 I 1.9 I5.5

CT!ly 14.0 I6.0 I5.8 I7.5

CT6z 5.0 5.0 5.4 4.7

ilXRMS I4.7 13.8 I2.3 I5.6
fly RMS I5.5 I8.3 I5.9 I7.5

llZRMS 36.9 37.6 33.9 34.3

Table I : Localization errors for ESA products (meters)

The performances in planimetric localization are
compliant with the theoretical performances. The
bias in the X-axis (East axis, roughly the across-track
direction) is close to 0, and the bias in the Y-axis (North
axis, roughly the along-track direction) is small with
respect to standard deviation values.
The altimetric performances are not compliant with
theory. They suffer from an important bias (about -35
meters). Nevertheless, the standard deviation is
compliant with the theoretical value. The planimetric
performances aren't affected by this bias, which leads to
the conclusion that the bias in range is a systematic
error which planimetric effects offset each other
because of the opposite-side viewing.
The bias in altitude measurement seems to be induced
by a near range time measurement error in the ancillary
data provided with the images (this error corresponds to
+33 meters in range).

5. LOCALIZATION RESULTS USING NON ESA
PRODUCTS

The evaluation of the technique on non-ESA products
was aiming at highlighting potential differences
between several acquisition and diffusion stations. Our
approach was to compare results obtained with ESA
data to results on the same raw data processed by
different stations.
Only one set of data was available, processed by the
ACS company. The processor used was based on the
« omega-k » algorithm. The three images acquired on
summer 1998 have been processed (A I, DI, D2).

Like the experiments with ESA products, we used the
different combinations with our 3 images.
We compared the results obtained with the initial orbit
data and with precise orbit products (ORB.PRC). The



results were very bad without precise orbit data,
showing that ephemerids provided with ACS PRI
products are not restituted nor precise orbits (in fact,
predicted orbit data according to the CEOS header). We
can conclude that the precise orbit product is necessary
with ACS data.
The results, using precise orbit data, are given in the
table below.

Config. Ml/DI Ml/D2
N 23 18
zx, +8 +3.6
L'lYm +13.7 +11.9
zz, +48 +46.6
crAx 16.3 19.6
crAv 12.2 13.9
CTAz 4.5 4.2

L'iXRMS 18.2 19.9
L'iYRMS 18.3 18.3
L'iZRMS 48.3 46.7

Table 2 : Localization errors for ACSproducts (meters)

The localization errors behavior is similar to the ESA
case. The performances in planimetric localization are
close to theoretical performances. The bias in the
across-track axis (X) is close to 0, and the bias in the
along-track axis (Y) is of the order of the standard
deviation values. The values for standard deviation are
slightly higher than the theoretical ones (15 meters) for
a two pixel pointing precision. As a result the RMS
values are slightly higher than the theoretical value (18
meters).

The results of our experiments with ACS data show that
the technique is also able to generate, from ERS
products, ground control points accurately located in
planimetry (unbiased coordinates, with standard
deviation close to 18meters), but with an important bias
in altimetry (+48m) despite of the accuracy of the
altitude measurement (standard deviation close to 5m).
The bias in altitude measurement seems to be due to a
near range time measurements error in the data provided
with the images. A residual bias in localization along
the orbit can be observed, probably due to random
errors on the start time of acquisition.

CONCLUSION

During this study, we implemented a localization
technique allowing the generation of ground control
points from an ascending orbit image and a descending
orbit image acquired with ERS SAR sensor. We
evaluated · the performances of this technique by
comparing the results of the 30 localization technique
with reference points given by a map with 1/25000
scale.
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We observed that the technique is able to provide
ground control points with the following performances :
- planimetric localization precision : c = 15 to 18

meters, no bias ;
- altimetric localization precision : o = 5 meters , but

with an important bias value (about -33m for ESA
products, +46m for ACS products).

The bias in altimetry is probably due to a systematic
bias in the near range time of the images.
The technique has proven to be repeatable with ESA as
well as non-ESA products (ACS). The only influence of
the processor is the value of the near range time bias.
Nevertheless, we found that ACS products give slightly
worse results than ESA ones (a few meters
degradation).
The bias in near range time has been commonly
observed by ERS users. It is known that there is an
unstability in the sampling start time in distance for
ERS. Though, the dependency of the observed bias to
the processor is emphasized by the use of PR! products,
which have been submitted to important resampling.
Maybe this problem is less critical with SLC data. More
experiments have to be led to confirm this. Moreover,
we cannot conclude that this bias is systematic unless
more data sets are exploited, but the results obtained on
images with large differences in acquisition time (july to
december) seem to confirm this characteristic.
For SPOT geocoding, the accuracy of measurements of
the 3D points is compliant with respect to SPOT
resolution. Nevertheless, the bias in altitude will cause
errors in the geocoding process. But our situation is not
as critical as it may appear : we do not have ground
control points with bad altimetric precision, but points
with good precision, and an unknown bias. Hence, this
bias has to be introduced in the geocoding process as an
additionnal variable to be estimated. Several approaches
can then be used :
- The estimation can be performed using one

reference altitude (example : on the sea coast, the
altitude is known to be zero).

- The bias can be known by accurate calibration of the
instrument and the processor by ESA or receiving
station (if it really systematic and stable enough).

- The accurate knowledge of the orbit can lead to the
estimation of the bias. Because of the precision of
the knowledge of SPOT orbit (best than 10 meters
for SPOT4), we have a constraint that can
compensate for this bias during the estimation
process.

Hence, we can conclude that the technique of
localization using ERS for SPOT registration is very
close to operationality, although further experiments
have to be done to confirm our results. A specific
approach will be necessary to cope for the bias problem
in altitude measurement, and we identified several
solutions to that problem, and they have to be tested.
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Abstract
A precise physical model of the Doppler effect is ba
sed on the spacecraft state vectors, Earth model and
spacecraft attitude. Thus, the problem of Doppler
tracking can be posed as the problem of adaptive
estimation of the satellite attitude. The same physi
cal model and general approcah to Doppler/attitude
tracking can be applied to ERS and RADARSAT,
single beam mode and scan mode SAR. For ERS,
zero Doppler steering is taken into account. For
RADARSAT, two effects are a major concern: i)
PRF (pu lsc repetition frequency) ambiguity reso
lution and ii) elevation dependent azimuthal dislo
cation of the beam peak illumination. This paper
presents some results related to these issues.

INTRODUCTION

Many scientific SAR applications require very
high image quality, (5]. Proper attitude and DC
(Doppler centroid) tracking is necessary in order to
insure radiometric and geographic accuracy. This
work is based on a concept in which attitude and
Doppler tracking are closely related. The first two
sections describe the mathematical model for the
DC and the overview of the Doppler tracker im
plemented in the IOSAT's SAR processor (Sentry
SAR), which successfully combines the kinematic
and the echo-adaptive approach to DC estimation.
Further sections are devoted to the analysis of the
estimation variance, observed RADARSAT attitude
variability and tuning of the coefficients in the mo
del of the elevation dependent beam peak disloca
tion.

THE DOPPLER CENTROID MODEL

The following is the expression for the DC vs.
elevation angle ry, given the attitude angles yaw c/Jy

and pitch Qp, satellite position r = [rxry r,f and
velocity v = (v.r Vy v,f in the ECI (Earth Centered
Inertial) coordinate system. Geodetic position s of
the satellite is also needed (it is the vector from the
Earth rotation axis to the spacecraft, locally ortho
gonal to the Earth surface). It determines the ver
tical Vv and the horizontal v1i components of the
satellite velocity.

where the zero attitude component is

2 ( S'Uz - Sz 'Uv • )
fa(/)=-;:, 'UvCOS/+W 'Uh Sll1/ (2)

and t.he all itudc dependent. component is

(4)

DC can be zeroed all across the swath by proper
steering in both yaw and pitch. The required atti
tude values are easily derived by equating the coef
ficients of the sine and cosine terms of fo(f) and
f¢(1', </Jy ' </Jp).

RADARSAT attitude is not steered. Although it
is close to zero, there is an additional offset of the
beam center (and peak) in azimuth and the amount
of this offset depends on the elevation angle. Origi
nally, the dependence was modeled as a third order
polynomial <P(l') = P(/-/ref), defining a cone with
the vertex at the satellite position, (1). The tangent
plane to this cone, at any elevation angle, can be
viewed as corresponding to a local pair of yaw and
pitch angles given by
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ef>( /) + def>(I) sin/ cos/
d1

def>(!) ( . )2---;f:{ sin /

When these values are fed back into the generic
DC equation, we can establish the following decom
position of the DC:

f('Y, <;by, <;bp) = fb(/) + fq,('Y, <;by, <;bp) (7)

where the expected (spacecraft zero-attitude) DC
term

reflects the beam behavior, while the other term
corresponds to physical attitude only.

The problem is that the original (preflight) beam
model does not perform quite well, especially for the
extended beams and for the scan SAR.

AN OVERVIEW OF THE DOPPLER
TRACKER

There are many techniques to estimate DC from
the pulse returns, unrelated to the underlying ge
ometry. Within this work. we will classify them as
coarse methods and refinement methods. As coarse
we will consider those methods that are based on
spectral analysis (e.g. periodogram, autoregressive)
of the range compressed echo samples, [2). They may
be biased in the case of along track discontinuities
of the surface reflectivity. The refinement methods
provide more accurate and more consistent DC esti
mates, but they work on the azimuth compressed
data, usually in an iterative manner. In strip map
mode, the same algorithms can be used as in coarse
estimation. For scan modes, as well as strip map,
other image' domain techniques arc available, such
as .Jin's ratio algorithm [:l] or similar, but simpler,
radiometric balance (weighted difference) algori thrn
(used in SentrySAR).

Several principles can be used to resolve the PRF
ambiguity. They are based on>. (wavelength) diver
sity (from range looks) [2], PRF diversity, rate of
DC change with elevation angle.

ScntrySAR Doppler tracker uses a combination of
practically all of the above mentioned methods and
practically all of the available data. DC is estimated

(5)

across range before and after azimuth compression.
In single beam mode, a block of 2048 or 4096 range
lines is used. In scanning mode, all beams, several
bursts of each, are used in combination. For single
beam modes, PRF ambiguity is resolved based on
>. diversity. Attitude is fitted to the DC estimates.
For scan mode of SAR., all beams are taken into ac
count at once, including the range overlaps. and the
PRF ambiguity is estimated together with the two
attitude angles. It utilizes both the PRF diversity
in the overlaps and the cross track shape of the DC
curve. Also, processing blocks are combined. Atti
tude is smoothed along track, over the processing
blocks. To make this procedure very efficient, the
coarse DC estimates are used for the current block
and refined DC estimates are used for all previous
blocks. Thus, 110 reprocessing of any block is ever
done and still the post-compression refinement of
DC estimates is utilized.

(6)

VARIANCE OF THE ESTIMATES

In the case of N independent, zero-mean DC esti
mates with variance a'J taken across the swath and
LS (least squares) fitting of ~ = [<;6y <;6pV, the error
covariance matrix is

G'2 2 ( j N N )-lA A N2 LL sin"(!; - /j) V
i=l 1=!

(9)

where

.L '\'N 2N L.,,i=I cos Ii /1L;~1cos/; sin /i l
I N · 2
N Li=I Sll1 /i

(10)
Yaw and pitch estimates are highly correlated,

which explains their similarity as seen e.g in [4].
In the special case of «quidist ant estimation

I '\'N .N L.,,i=I COS/; S111/i

points in the elevation angl<' space-'

2 _ G'J 2 1- sinc(/J - In) cos(/1 +In) ( 2)(]' - -- 1
P f~N 1 - sinc2(/1 - In)

where /f and /n are far and near elevation angle,
respectively. The variance is highly dependent on



the elevation aperture. The LS fitting may become
an ill conditioned problem for small apertures. It
is difficult to separate the contribution of yaw and
pitch to the measured DC. The following tables il
lustrate the significance of the elevation dependent
factor in yaw and pitch variance (last factor in (11)
and (12)).

Asymptotic variance factor
Wl \f.,12 W3 S5 S6 S7

Yaw 178 270 543 604 714 864
Pitch 31 95 230 280 436 630

Asymptotic variance factor
SCWA SCWB SCNA SCNB

Yaw 24.6 30.3 57.2 80.3
Pitch 8.5 9.6 14.0 35.6

It is interesting to note that the weighted diffe-
rence

1 N 1 N
</Jy N L sin /i - dJp N Lcos /i

•=l •=l
can be estimated with much lower variance
o-j/(N f~). This again explains why the estimates of
yaw and pitch follow approximately the same pat
terns along track.

When such attitude estimates are used to recom
pute the DC via (7), (3), due to the well behaved
nature of the weighted difference (13), the variance
of the recomputed DC is reduced to o} / N, which
can be notably better than the original DC estima
tion (coarse or refined) variance.

If attitude stays constant or varies slowly, it can
be averaged over the processing blocks. Then the
variance of the recomputed DC is further reduced,
since the effective value of N increases.

In conclusion, SentrySAR map and scan SAR pro
cessors can provide good Doppler tracking. Attitude
tracking will achieve very good accuracy (standard
deviation in of the order of thousandths of a degree,
confirmed by real data tests) for sew (scan wide)
modes.

ATTITUDE VARIABILITY

In most cases we have observed variability of RA
DARSAT yaw and pitch in the order of the hun
dredths of a degree within a scene (about minute
and a half worth of data). In some cases the change
was in the order of a tenth of a degree. For example,
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during the orbit 12204 in descending pass over the
Great Lakes (07.03.1998.), pitch rate was close to
0.4 degrees per minute in the last 15 s of the scene.
This emphasizes the need to closely track attitude.
Otherwise strong scalloping will occur in the image.

Long term stability of RADARSAT attitude has
also been monitored by the Sentry ground station.
Yaw tends to be slightly negative (about -0.1 de
gree), while pitch changes from small positive to
small negative values depending on the pass orien
tation (ascendingj'descending). The SentrySAR pro
cessor has found the early RADARSAT orbits to be
characterized by yaw in the range of about 0.8 to
0.9 degrees and pitch around 0.4 degrees.

TUNING THE BEAM DISPLACEMENT
MODEL

The original beam model for RADARSAT was
(13) determined on the preflight fine and standard beam

measurements. The coefficients (increasing power)
are:
[0.001037356 -0.000185 -0.10330429 0.1986098]
and "[re] = 0.52010812, all in radians.

Extended high beams largely deviate from this
model. Scan mode of SAR can be used to test the
model in the following way. Attitude can be estima
ted for particular beams separately and indepen
dently and compared to the attitude obtained by
over-all fitting. It has been noticed that certain be
ams have a bias relative to the over-all estimates
of yaw and pitch. The bias is persistent and on the
average it is about the same for the same beams in
various data files. This lead to the conclusion that
the beam model is incorrect.

Fitting the beam coefficients together with the
yaw and pitch within the same LS procedure does
not seem to be an option, since the system for atti
tude estimation alone is already poorly conditioned
We have taken a different approach.

The refinement algorithm provides corrections for
the DC estimates cross swath. In the case of mari
time scenes it usually corrects a possible offset and
the slope of the coarse DC estimates (because they
are sensitive to the scene content). But there are
non-negligablc corrections even for radiornetrically
uniform scenes, such as ocean and the rain forest.
Those DC corrections vs. elevation angle, !:::..f('Y).
were collected and plotted for many blocks and for
many data files. They exhibit ripples of about 10
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to 20 Hz in magnitude. A pattern was noticed and
attributed to the beam model deficiency via

~q.J(-y) = ~J(T)
fn sin 1

~¢>(/) also had a characteristic shape, including
two maxima and a minimum, in the range of 0.01
degree to -0.01 degree. It was modeled as a fourth
order polynomial in 1--Yref. These coefficients were
then averaged over many blocks and data sets. The
corrections were then added to the beam model.
This procedure has resulted in a fourth order beam
polynomial model with coefficients:
[0.0009678 0.00025 -0.0886317 0.1822822-0.366262)
This particular set of coefficients has been obtai
ned from five different data sets which were not all
ideal for this purpose. For example, the meritime
and Great Lakes scenes were used, as well as some
more uniform ones of the Atlantic ocean and Sas
katchewan.

In order to verify the procedure, all data sets were
reprocessed with the new beam model. The separa
tely estimated values for yaw and pitch were now
closer, on the average, to the values estimated for
all beams jointly. This is shown in the table below.
A test case is included as well. It is an image of
Amazon, not used within the training set. The im
provement for the test case is comparable to the
improvement for the two cases from the training set
shown in the table. Attitude values are in degrees.

From the training set Test case
Orbit 2322 11367 9173
Type SCWB SCWA SCWB
Orientation asc. asc. dsc.
<J" tlyaw old 0.0216 0.0565 0.0222
a tlyath new 0.0081 0.0098 0.0069
O"tipitch old 0.0157 0.0462 0.0161
atlpitch new O.OOtltJ 0.0079 0.0069

CONCLUSIO~

IOSAT has incorporated a sophisticated Doppler
tracker into the SentrySAR processor. It has several
useful features. All algorithms are simple, numeri
cally efficient. No iterations or reprocessing are nee
ded, it is a track-while-process or flow-through im
plementation. It works unsupervised. Updates are

(14)

frequent to capture attitude variations. The proce
dure is independent of the swath length. Accuracy is
owing to massive averaging in the proper way. The
tracker does not presume any particular features of
the scene. Modeling of DC (and DR) as a function
of range is in terms of the attitude angles, not by an
arbitrary function such as a polynomial. Thus, fe
wer parameters need to be fitted, namely only yaw
and pitch. Meaningful physical constraints can be
imposed on yaw and pitch and built into the trac
king algorithm (related to the rate of change of the
spacecraft attitude) and monitored. For scan mode,
estimation of yaw and pitch simultaneously uses all
of the beams. For RADARSAT, the tracker handles
the beam shape problem. On the other hand, this
type of DC modeling is sensitive to the beam charac
teristics. Due to this same sensitivity, it. is possible
to devise a method for beam model correction and
tuning. When combined with a very accurate, 1111hi
ased DC estimator. llw presented scan SA H tracker
algorithms can lit> a useful tool for precise measure
ments and monitoring of H.ADARS AT attitude and
the beam shape characteristics. This can even be
achieved in routine operation, over any scenes. Bet
ter results can be expected in controlled conditions.
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ABSTRACT

The Shuttle Radar Topography Mission (SRTM), now
being scheduled for January 2000, will perform a global
topographic mapping of the earth's surface by the first
space-borne single pass C- and X-band SAR interferome
ters [4]. DLR will process the X-band data to a unique
DEM data set with a height accuracy in the order of 6 m
[5].

The generation of a global DEM requires algorithms opti
mized for both accuracy and throughput. The paper pres
ents the processing scenario and the processing system's
architecture and algorithms.

INTRODUCTION

During the 11days mission about 156 orbits will be flown,
with a distance between equator crossings of about 220
km. There will be about 650 data take acquisitions over the
land mass between latitudes ± 60°, with a swath width of
48 km comprising about 2.8 Terabytes of raw data. Fig. 1
gives an quantitative impression of the SRTM I X-SAR
coverage over Central Europe. The final geopositions of
the data takes may differ from this graphic.

Fig. 1: SRTM IX-SAR coverage over Central Europe

The X-SAR interferometer consists of the 12 m primary
transmit/receive antenna, which has been flown in the two
SIRC/X-SAR missions in 1994, and an receive-only an
tenna of 6 m length, which is electronically steerable in the

along track direction. The key parameters for the instru
ment and the mission are given in Table 1.

wavelength 0.03122m

notarization vv
chiro bandwidth 9.5MHz

raw data quantization 4 bit I 4 bit

PRF 1674 Hz

look angle 52°

swath width 48 km, 2878 samples

baseline (nominal) 60.96m

baseline tilt anzle (nominal) 45°

flizht heizht 233km

mean range 390km

svnthetic anerture 0.15 s, 254 samples

wavenumber shift 0.5 MHz

Table 1: SRTM IX-SAR system and mission parameters

PROCESSING SCENARIO

The scenario for X-SAR data processing in the frame of
the SRTM I X-SAR proiect is subdivided into three
phases:

Raw Data Screening

The screening process comprises the extraction of instru
ment mode parameters and auxiliary data out of the SAR
raw data stream as well as the derivation of SAR process
ing parameters from signal data itself. The resulting pa
rameters are stored in the mission data base MDB, which
is subsequently accessed by the lnSAR processor. Further
on, the SAR raw data which has been demultiplexed,
frame synchronized and transcribed from tape to disk, will
be stored in the robot archive in segments of one minute
length. Thus, the InSAR processor has direct access to
about 8000 raw data files via the file system.

The instrument mode parameters and auxiliary data are
contained in the first 32 byte of each range line. The most
essential parameters are codes for PRF, raw data quantiza
tion and chirp bandwidth, which are kept constant for one
data take(= continuous acquisition sequence), and instru
ment settings for the receiver gain, data window position

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000



134

and phase shifters, which will be kept constant for at least
one second.

Signal processing comprises Doppler centroid estimation
[l]and PRF-band ambiguity resolving [2] as well as the
determination of raw data signal statistics, revealing ADC
biases, gain imbalance and non-orthogonality.

Furthermore, time varying phase offsets introduced by the
secondary channel receiving hardware, especially by the
two 100 mast cables, are estimated by analyzing the phase
differences of a sinusoidal calibration signal (3.5 .MHzcal
tone) which will be fed into the primary and secondary
channel's receiving electronics [9], [12].

All acquired SAR raw data will be screened within a three
month time period.

Commissioning and Calibration Phase

During the commissioning phase, the results of the Dop
pler centroid estimation and PRF band tracking will be
semi automatically validated and corrected, if necessary.
Thus, reliable Doppler values for SAR focussing will be
obtained, even for areas (deserts and calm ocean) charac
terized by low SNR.

The InSAR imaging geometry will be measured by the
Attitude and Orbit Determination Avionics system
(AODA) mounted on the antenna structure with a sam
pling rate of one second during the Space Shuttle flight.
After the mission the AODA data will be processed and
provided as Position and Attitude Data Record (PADR) by
JPL. This information, labeled as uncalibrated, is stored in
the orbit and attitude section of the MDB.

The calibration of the X-SAR instrument and InSAR im
aging geometry will be performed by the Calibration Team
for X-SAR [12]. For that purpose, interferograms acquired
over the almost flat ocean surface will be processed. Time
varying correction parameters for electrical phase offsets,
and calibrated baseline length and tilt angles will supple
ment the orbit and attitude data in the MDB, now being
calibrated.

From PADR, the secondary antenna motion will be de
termined and parameters for motion compensation are fed
into the mission data base.

Operational InSAR processing and DEM generation

After the InSAR processor checkout during the commis
sioning phase all X-SAR raw data will be systematically
processed to so called Interferometric Data Sets consisting
of 4 data files, all in slant range geometry:
• single look complex primary channel image,
• coherence
• unwrapped phase,

• segmentation mask, describing invalid samples and
independently unwrapped regions of the interfero
gram

About 13.000 IFDS will be stored in the robot archive.
Each IFDS covers 150 km by 48 km and serves as input
data for the DEM generation. The archiving step uncou
ples the DEM generation, which is most efficiently done in
a geographically oriented schedule, from IFDS generation
which is most efficiently performed in data acquisition
time order.

All the data will be processed to interferograms and DEM
tiles in a two years time frame following the commission
ing phase.

PROCESSOR ARCHITECTURE AND ALGORITHMS

The processing chain consists of the three DLR I DFD
developed processing system BSAR, GENESIS and
GeMoS. Based on their multi-threaded scaleable architec
ture BSAR and GENESIS are predestinated to operate on
multi-CPU hardware. Utilizing a SUN ET4000, equipped
with 12 CPUs, 250 .MHz each, and two Gigabytes of
RAM, the generation of an unwrapped interferogram
(about 38.000 x 3.000 pixel) starting from unfocussed
SAR raw data will take less then 50 minutes.

SAR Focussing

The high-precision multi-sensor chirp scaling SAR proces
sor BSAR generates the two single look, slant range, com
plex data sets for subsequent interferogram generation [3],
[6]. This system is characterized by the following features:

• All focussing parameters are updated for each block to
minimize the effect of approximations between the
blocks

• The sampling grid in range and azimuth of adjacent
scenes is kept coherent, so that the scenes can be
coregistered without resampling.

BSAR has been extended with SRTM specific features:

• Mission data base access module

• Application of azimuth and range varying phase cor
rections on the SAR raw data. This allows for the cor
rection of electrical phase offsets as well as the com
pensation of secondary antenna motion introduced by
mast roll bending.

• Suppression of the cal-tone during range compression.

• Optional coregistration in range direction (shift and
scale) and azimuth direction (shift) during focussing
avoiding explicit interpolation.

The most critical component of the outboard antenna mo
tion is mast roll bending. The first order oscillation is



characterized by a cycle time of 8.4 sand a peak amplitude
of 3.3 cm. It is obvious that this displacement, which is in
the order of the wavelength, has to be corrected. The phase
variation of 30° within the aperture time is in the order of
n/8 where the focussing quality begins to deteriorate. The
uncompensated linear motion in the line of sight within
one aperture leads to an azimuth position error oscillating
between ± 0.7 m within 8.4 s. A resulting constant phase
offset of 0.012° can be neglected. The oscillating azimuth
positioning error can not be compensated by an azimuth
coregistration. Depending on the Doppler centroid, the
resulting misregistration may lead to phase errors higher
then the phase SNR. As a conclusion the compensation of
the mast roll bending is foreseen in the processor [5), [13].

lnterferogram Generation

The interferometric processor GENESIS is a flexible
designed system supporting different sensors like ERS 1 I
2 [15], X-SAR and Radarsat, and has been adapted to meet
the requirements of SRTM [7]. Adaptations for the single
pass data acquisition mode were necessary since all space
borne InSAR systems so far work in repeat pass mode.
These systems perform very stable flight paths. Their po
sition is determined by external systems and the accuracy
is optimized by orbit propagators. Consequently, a small
number of state vectors proved to be sufficient to represent
the orbit. Now the AODA system delivers the exact posi
tion and attitude of the shuttle and the baseline every sec
ond. The orbit module of GENESIS has been adapted to
make optimal use of this different orbit representation.
The processing sequence is depicted in fig. 2.

The interferogram generation steps are

• Reconstruction of the InSAR imaging geometry in
order to estimate the flat earth's phase and the spectral
shift.

• Spectral shift filtering improves the SNR of the inter
ferogram, filtering the data of both scenes to their
common azimuth and range spectra.

• Measurement of the misregistration between the two
complex images and optional coregistration.

• Multilooking and interferogram generation. In order to
simplify subsequent phase unwrapping (PU) the flat
earth's phase is subtracted.

• Generation of cost maps in order to guide the phase
unwrapping's underlying minimum cost flow algo
rithm in a robust manner. These maps are obtained
from the phase, amplitude and residues density. The
cost maps have been optimized utilizing experiences
with ERS tandem data and simulated SRTM data as
well. The cost values consist of macro and micro
costs. Respective contributions result from large and
small scale analysis. Macro costs take large scale
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•

topographic features into account, while micro costs
minimize the roughness of the unwrapped phase.

PU and segmentation mask formation. PU utilizes the
minimum cost flow algorithm guided by the previ
ously derived cost maps [10]. The segmentation mask
indicates invalid phase samples and separately un
wrapped regions.

Coherence estimation as a quality check, indicating
the SNR of the phase. The coherence is corrected for
the expected topography by feedback unwrapped and
smoothed phase.

So far all processing steps are performed independ
ently scene by scene. The concluding phase matching
step connects separately unwrapped regions of adja
cent scenes. The phase 2n ambiguity for regions
within one scene can be optionally solved by the in
corporation of tie points from an external low resolu
tion DEM.

•

•

primary
scene

secondary
scene

Flat Earth EstimationPADR
orbits

Spectral Shift Filter

coarse
DEM Coregistration & Resampling

Multilook and Multiply

PU Cost Generation

unwrapped
phases

Minimum Cost Flow PU

Phase Matcher

Fig. 2: InSAR processing chain

DEM Generation

The Geocoding and Mosaiking System GeMoS finally
generates the DEM and geocoded products. The following
steps are performed:

• Homologue points, which have to be identified in the
continuous mesh of crossing ascending and descend
ing data takes, serve as input for the block adjustment
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algorithm. This way, the orbit and baseline parameters
are further refined.

• The geocoding of the unwrapped phase is done in two
steps. First a slant representation X(r,t), Y(r,t), Z(r,t) is
calculated by geolocating each pixel [8]. In a second
step the slant range representation is resampled onto a
regular grid of geo-coordinates (universal transverse
mercator, geographic, etc.) by using an efficient
lookup-table approach [11].

The screening system, the InSAR processor
BSAR/GENESIS and GeMoS are fully embedded in the
newly developed Data and Information Management Sys
tem DIMS at DLR I DFD. DIMS provides the tools and
services for operating, production control, cataloguing and
archiving. The processed data will be stored in an online
robot archive and all catalogue information will be acces
sible via web-based interfaces.

OUTLOOK

The presented system for processing of interferometric
SRTM IX-SAR data has been tested with simulated data
from the SIRC IX-SAR mission in 1994. The fine tuning
of the algorithms for motion compensation, electrical
phase corrections, coregistration, cost map generation and
block adjustment strongly depend on the stability of the
instrument attitude, baseline and electrical phase.

We are looking forward to this unprecedented Space Shut
tle mission SRTM and the unique and challenging data set
it will provide
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ABSTRACT

The aim of this paper is to highlight the spatial configuration
specificities against the airborne ones and to draw up the
consequences for a High Resolution SAR processing. By
considering a more exact geometry for the spaceborne case,
we rewrite the usual high resolution processing algorithms ((J)
k algorithm, Chirp Scaling Algorithm ...). Then we present a
global algorithm that allows to process hybrid strip
map/spotligth SAR data, and we give some results about the
processing parameters (memory size...).

1. INTRODUCTION

The usual Strip-map operating mode of air- and
spaceborne SAR limits physically the azimuth spatial
resolution to the half of the antenna length.

Today, the need for metric or sub-metric resolution is now
increasing with the emergence of more constraining
requirements in detection and classification, but unachievable
with a Strip-map spaceborne SAR whose antenna length is
about a few meters to ensure an efficient power statement

The spotlight mode, which consists in exactly
compensating the radar displacement by training the antenna
beam onto the same scene, answers the strip-map limitation
by increasing the illumination time over each target inside the
beam ground footprint. But if this allows to consider higher
resolutions, it reduces the image size to the antenna beam
footprint.

So that the only way to obtain high resolution for
spaceborne SARs with larger image sizes is to use hybrid
strip-map/spotlight mode. Such a mode has already been
studied for airborne SARs and associated algorithms have
been defined, but their implementation in the spaceborne case
is not straightforward. Indeed the high precision required
during the processing is incompatible with the simplifying
hypothesis adopted for the airborne configuration.

So before considering a global algorithm to process hybrid
spatial SAR data, it is important to carefully reconsider classic
high resolution processing in a more precise geometry than
the airborne one.
The goal of the proposed paper is then to highlight the main
consequences of a more exact model on signal processing to
finally define a complete algorithm.

This paper will focus on the two main stages of a hybrid SAR
data processing that are:

• a data formatting step to remove the Doppler aliasing
• a high resolution processing over strip-map like data

In a first section, the paper will touch on the complex
satellite-earth range expression with time what will help us to
model the signal to be processed.

In a second section the paper will remind the consequences
of this new signal modelling by extending the matched
filtering and the usual SAR algorithms (eo-ktechnique, Chirp
Scaling Algorithm,...) to the spaceborne case, by means of
analytical results and analysis of impulse response function.

In a third section, the paper will focus on Doppler spectrum
aliasing (several times the PRF value).This data formatting
step is characteristic of the hybrid operating mode, and
aliasing removing have been already proposed in the airborne
case.

After having underlined the specificities and the issues of
the spatial configuration, we will then propose a reference
algorithm which accommodates with the complexity of a
Spaceborne Hybrid Strip-map/Spotlight SAR High
Resolution Processing and answers the high memory costs.

2. SPATIAL CONFIGURATION AND ANALYTICAL
SIGNAL MODELLING

We first insist on the differences between the air and space
expressions of the radar-target distance, which is the origin of
the propagation delay in the received signal expression.

2.1 Airborne and Spaceborne respective assumptions.

In order to exactly underline the main differences between
airborne and spaceborne received echoes, this section will
first remind the simplifying geometry and hypothesis usually
adopted for the airborne configuration and then present the
specific assumptions that characterise the spaceborne one.

Because of the relative velocity, the size of the observed
scene and the illumination time required, the airborne case
assumes the hypothesis of flat earth model, stationary earth
and linear and uniform sensor trajectory. From there it
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immediately comes the following expression of the relative
radar-target distance:

( )
2 ( )? 2 2 x 2 x 2R;cn = R0 +V5• 1--V = R0 1--V = R (t)

s s write
(1)

where x is the azimuth position of the ground target, Vs the
relative radar-target velocity, and Roa reference distance [l].

But for a spatial configuration, associated to a hybrid
operating mode involving higher analysis time, such
hypothesis are no longer valid, and more precise assumptions
shall be considered. So we decided to adopt a more accurate
and complete model of the spatial configuration.
Such a model leads to a complex slant range expression
depending on several space mechanics parameters as it is
shown on the figure below :

z,.
z •.line of sight

.x Nodal Frame
·"Orbital Frame
.s Satellite Frame

T: target
S : satellite

Fig I : Space imaging geometry

From this we obtain a complex expression of the slant range
as a function of many parameters :

(2)

The velocity V, mentioned in the previous equations is the
relative SAR-target velocity on the «ground footprint» (cf.
[I] for details).
Now we keep on following the usual step of the airborne
processing building, by expanding the previous radar-target
range as a function of time t.

2.2 Slant Range expansion.

In accordance with the usual notations for «short time »
(or range time) t1=t-n.TR (with TR=l/PRF, Pulse Repetition
Frequency and n the number of the considered impulse), and
«long time» (or azimuth time) t2=n.TR, we also introduce

x 2Ro
« azimuth delay » r 2 = - and «range delay » r 1 = -- .

~ c
With airborne model a Taylor expansion of the Nth order
approximates the relative earth-sensor range as follow:

N tn c [ N ( c)n tn lR(t)=Ro+ I bn·~=- r1+ I bn - .-- (3)
n=l R[J 2 n=l~rr-1

en

In practice, R(t) is obtained from an high precision orbit
restitution, and its Taylor expansion is derived from a
polynomial fit on.

that we can expressed ' R( I) = Ro [" "~
1
'•. ( ;Jl(4)

For the second model the relative distance expansion
becomes:

N 1n
R(t) = h(ms,mf't,y,z ... ) = R0 + Lhn(R0).~ (5)

n=I Ro

that can be written: R(t) = Ro[l + n~
1
cn(r1).( :, rl (6)

where en ( r1) = ( ~r .b; (Ro). The dependency on Ro (or

't1) of the Taylor coefficients is at the origin of the
fundamental difference between airborne and spaceborne
received signals. Indeed, for the airborne case, Taylor
coefficients no longer depend on the slant range Ro.This leads
to specific properties in signal processing for the airborne case
(see[!]).

2.3 Received signals.

We now use the previous results to obtain the expression of
the signal that we have to process in the spatial case.

As the literature widely develops the steps to get the final
expression, we just remind it, using our formalism, for the
whole burst of emitted pulses in the time domain :
emitted signal: e(t) = Lu(t-nTR)exp(i2efot) (7)

n

with f0 the carrier frequency and u(t) = rec{ ~ }xp( i7t'(t2)

In the two dimensional space defined by the variables (ti.t2)
introduced previously, the received signal expression after
demodulation is given by:

where A is a complex constant, including all the gains and
power losses; it can be assumed constant because slowly
varying with time.

With the expanded distance (6) we can express the phase
of the returned signal in the spatial context:



(8)

3. SIGNAL AND TRANSFER FUNCTJONS
EXPRESSIONS

3.1 Expression of the classical High resolution processing

With the expanded writing of the received signal we can
now remind the expression of the main processing Transfer
Functions (TF) that derive from approximation of the exact
transfer function (ETF). This one comes from the expression
of the matched filtering.

3. 1.1 Exact Transfer Function
Optimal detection procedure (in case of white noise)

results in matched filtering in both temporal and frequential :

X(r1, r2) =ff x(t1, t2 )g * (t1, t2, r1, r2 )dt1dt2

=ff x<!1 .f2J.g" U1.. h.r1.r2Jdf1dh
(9)

where g is the signal replica, Ji is the frequency associated
with range time, th or radial frequency and Ji is the
frequency associated with azimuth time, ti, or Doppler
frequency or azimuth frequency.
We will derive the ETF from matched filtering in the
frequency domain. Using the stationary phase principle, we
can expressed the signal replica as follow :

-(j f ) f2i - fg l• 2•1'1,1'2 = ~"'-''( ) ·U( j)..., ao<1 +<2 (10)
v

-i2mfi+/.,)( l+_~/1-n)c.(r,)a,~)r,·e-i2n[,r,
·e

where <Jois solution of lnc (r 1 )an-l + ---1:L_ = o (11)
n=l n !1 + fo

The Exact Transfer Function ,HEJF, is obtained when writing
the matched filtering as a two dimensional Fourier transform :

So that:
N

i2tr(/1 + fo)( I+ I (l-n)cn(r1JaIT )r1
H ETF(f1.f2. T1) = e n=I (13)

Whatever the configuration, the ETF depends on slant range

Ro = ct 1 • It is this dependency that all the focusing SAR
2

algorithms have to deal with, [2]. But for the spaceborne case,
an extra difficulty occurs with the dependency of the
coefficients Cn on t1.
Now we focus on the others algorithms TF expression.
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3.1.2 Q-K technique
This algorithm achieves the ETF by a change of variables
/1 ~ !{ (Stolt Mapping) :

Ji°= (jj +fo{I+ ~1(1-n)cnCT1lai'CfiJ2)) (14)

followed by a two dimensional inverse Fourier Transform in
the new frequency domain Cf{, I: ) .

3.1.3 ETF approximations: Chirp Scaling Algorithm (CSA)
and Secondary Range Compression (SRC)

These algorithms involve more or less approximations of
the ETF. As it is shown in [2] and [3], CSA (as the Range
Doppler Algorithm (RDA)) assumes a linear approximation
of the Stolt mapping change of variables, while a parabolic
approximation is assumed when CSA is associated with SRC.

The most general approximation (the parabolic one) leads
to a quadratic expansion of the ETF phase :

The coefficients ao,ai, a2, can be obtained by a polynomial fit
on (14).
The transfer function for CSA .HcsA• becomes :

(16)

and the transfer function of CSA associated with SRC is :

(17)

The coefficients ao, ab a2, no longer depend on slant range

Ro =~ for the airborne case.
2

3.1.4 Main results concerning with these expressions

Along all we describe previously, we have seen that the
Taylor coefficients dependency on 11 is the main difference
between air and spatial processing. As a result all the
expressed algorithm are still range dependant in the new
domain (f{, fz) , whereas in airborne case all the Transfer

functions where range independent
This result induce an updating of the built Transfer function

over a certain number of azimuth lines (forming a range
block) over which ones the coefficients Cn can be assumed
nearly constant with 't1•

To illustrate the previous analytical results, we decided to
first conclude about the theoretical limits in resolution that can
be obtained with the different algorithms. We consider here a
spaceborne sidelooking SAR with an ERS2 like orbit (altitude
790 Km, inclination 98°). To achieve at least a spatial
resolution of half a meter (with 20° incidence), a fourth order
Taylor expansion (N=4) of the satellite-earth range in azimuth
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time t2 is required. The two dimensional impulse response
functions obtained from CSA with SRC is plotted respectively

CHIRPSCALING+SRC• resolution=0.3m dB
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Fig.2 : Limits in resolution of CSA+SRC : airborne (left) vs. spaceborne case (right)

To conclude we can say that only the ETF (via Q-K)
performs a perfect focusing. Systematic simulations have
also shown that only a range block of a few hundred meters
extension could be processed with the same ETF, without
introducing defocusing.

But the updating of the Transfer function is a very calculus
step, so we tried to eliminate this drawback by rewriting the
previous algorithm with a new assumption.

3.1.5 Transfer Function dependency removing

It is worth noting that one of the main advantage offers
by the different focusing algorithms expressed in the new
domain (f(, Ji) for the airborne case is they are range
invariant. But this property is lost for the spacebome case,
due to the dependency of coefficients with slant range (11).

But the coefficients Cn are slightly dependent on 11(that is
why range blocks of few hundred meters can be processed
with the same TF).
This slight dependency allows us to consider a Taylor
expansion of phase expression with11around 'toas follow:

<P(r1)= 2Jr(f1 + f0Jr,(1 + Ir1- n)cn(r1)a{;(f1J2, r1)J = 2ef1' r1
n=I ~

from 0.-K
1p(r1)

r1<p(r1) = r0<p(r0)+(r1 - r0). (<p(r0)+ r0. <p'(r0J)
= - ri}<p'( r0) + r1. (<p(r0) + r0<p'( r0)) (l S)

'---.r------' '----v---
~ (~) ~(~)

From this we can rewrite the phase of the received signal :

4

(19)

With this new phase expression, while the first term can be
easily compensate by a single phase term multiplication, the
resulting phase term is linear with 11what leads to the ETF
shape similar to the airborne case :

Finally we remove the range dependency of the coefficients,
and consequently the Transfer functions of all the previous
algorithms follow an expression close to the ones of he
airborne configuration. But this invariance is only valid for
limited scene extension about 10 Km swath only.

Now we have removed the slant range dependency, we
interest in a very dimensional stage (from a calculus and
memory point of view) of the Hybrid data processing : the
formatting step.

4. DOPPLER ALIASING PROCESSING

4. l The common formatting step

The formatting stage is characteristic of the Hybrid
mode. As it is shown in [I], the aim of this step is to remove
the Doppler aliasing that occurs within the antenna beam
rotation. Fig.3 illustrates the common technique to remove
the Doppler aliasing.
With the usual low resolution processing (it means for
resolution superior to one meter), we can assume the linearity



of the azimuth echoes and of the Doppler centroid evolution
with the time (because a second order expansion of the slant
range is acceptable).
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Fig.3: over sampling step

The previous figure illustrates the most known data
aliasing processing which consists in compensating the
Doppler centroid evolution (because we know the rotating
speed of the antenna beam), before resampling the data [l ).

But this method has a high memory cost; indeed if we
consider the same spacebome SAR as in section 2.4 (ERS2,
PRF is about 1700 Hz), for an azimuth resolution of 0.5m
and a scene of 5 by 5 Km extension, we could easily have an
idea about the increase of the data size :
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• The real signal bandwidth is about 40 KHz
• The illumination time over the scene is near 16.3 sec
• A single target illumination time about 5.6 sec
• A single target bandwidth is about 11KHz
• Range migrations follows the next curve.
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Fig.4 Parabolic migrations for the whole observation

So the processor that uses the global over sampling
technique requires a memory size closed to 75 Goctets to
process the whole scene.
This high memory cost involve enormous computational
requirements ; that is why we interested in another step.

4.2 The parallel formatting step

That is why we decided to define another formatting step.
The principle of this one is to divide the azimuth processing
into elementary blocks, as the above scheme illustrates :

Aliasing process : parallel processing

aliased raw data after range FFf
(aliasing is not represented there)
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lirsl
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Fig.6: « Parallel processing » scheme
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This technique limits the resample (step2) which is
responsible for the high calculus cost. This method doesn't
induce any displacement in the resulting image because the
Doppler centroid compensation is also apply to the replica,
what also authorises the parallel processing.

The blocks length is a major point to study. If a block
should at least contain an entire target, the optimal size of the
block between one target and the whole observation time is
not trivial, because if we take the smallest block length (a
single target) we minimise the resampling step but we
maximise the number of blocks to process.
The following figures illustrates the existence of an optimal
block length, that minimises the global data size to be
processed.
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Fig.7 : Global data size to process and its optimum :
global data =(data size per block)*(Nbr of blocks to process)

We can clearly see an optimal number of blocks that
minimises the whole data to process. This optimal is of
course particular to the adopted configuration (ERS...).
Moreover, if this technique allows to decrease the global data
size to process, the memory gain can be improved if we
decide to process the data sequentially. Indeed if we process
each block separately, the memory needed obviously
decrease with the number of block.
As shown on the following figure this gain is very important
as soon as we decide to adopt more than one block :
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Fig.8 : data size to process a single block according to the
global number of blocks.

5. CONCLUSION

Our study led us to describe the usual high resolution
processing in an uniform formalism for a spacebome SAR.
According to this writing, we underlined the slant range
dependency of the Transfer functions for the spacebome
case. We investigated this main issue and solved it with what
can be called an «extended Q-K ».

Then we discussed the formatting step of a Hybrid mode
data acquisition, which is a critical stage (from the data size
point of view). The global (over all the illumination time)
oversample has a high memory cost, and is not adapted to
spacebome data.
So we present a formatting step lower in memory cost, that
leads to a reference algorithm, that will help us to validate
and evaluate the performances of the different high
processing scheme with real data ( by taking into account the
SNR, the antenna gain, and propagation losses).

The main advantage of the parallel processing is to give
us reference results that can be compared to any other
algorithms (such as sub-aperture processing), which are not
easy to obtain in an analytical way for a spatial configuration.
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ABSTRACT

Producing a large-scale mosaic image has concerns on

geo-location accuracy and radiometric uniformity, since

there are so many number of freedoms (scenes as a

components) balancing in a mosaic frame. To improve

the geo-location error and the radiometric uniformity, we

tried to start from the SAR path proceedings (and

images) for mosaicing. In this paper, we summarize the

keys of the SAR path processing's, the generated mosaic,

and the image quality.

INTRODUCTION

The rainforest and boreal forest, as sharing the most of

the world forest, plays an important roll to all the

habitants' life and world climate change (carbon cycle).

Its global understanding on land use change,

deforestation, inundation, etc. is crucial for us to do next

for saving the earth environment.

Since L-band signal is superior in penetrating the forest

over the land and not attenuated by the weather condition

so much, L-band SAR on a suitable orbit enables the

time (season) - consistent observation. L-band SAR on

Japanese Earth Resources Satellite - 1 (JERS-1) meets

these conditions, where the path shifts 60 Km in west at

the equator 44-days over the globe. JERS-1, which was

operated from April 15 1992 to Oct. 12 1998, has

collected more than 700,000 SAR scenes of the world

land/ocean using mission data recorder. The large

forested areas were intensively observed in wet and dry

seasons, and these data must contribute the more on the

forest understanding.

For the sake of the study, SAR mosaics were produced as

NASDA-NASA (JPL and ASF)-EU (JRC) joint project

on 1995 [5],[6]. First, the rainforest mosaics for South

America, Central Africa, and Southeast Asia, were being

generated. Second, these for the boreal forests of North

America, Siberia, and north Europe are being generated.

Although SAR of RADARSAT, SIR-C , ASAR of

ENVISAT, PALSAR of ALOS have ScanSAR modes

that enable wider field of view than the contemporary

strip mode, their radiometric accuracy and image quality

do not exceed those of strip mode. Moreover, a

dependence of backscattering coefficient on incidence

angle can not be as small as ignorance. Thus, its

correction is a topic problem on generating mosaic from

the ScanSAR data. Strip mode data, however, has

smaller incidence angle variance in a swath, then, these

data should be the most suitable source for the mosaic.

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000



148

There are two mosaic ways from the strip mode SAR, 1)

to use many small scenes and 2) to use path images.

The former can use a small size of image. However,

geometry among neighbor (surrounding) scenes should

be strictly defined among many unknowns on shift and

rotation [2]. It breaks once an isolated island exists.

The latter decreases a number of scenes (paths) and can

succeed even an isolated island is included.

There are two co-registration ways for two neighboring

scenes, 1) just believes the orbit data, and 2) tunes the

minute dislocation by finding the common texture within

neighbor scenes. Discontinuity of the sigma-zero over

two consecutive scenes (paths) is a serious problem as it

can be visible as stripes along paths over land and/or

ocean. The former is caused by 1) incorrect antenna gain

without considering the topography [3], 2) incorrect

antenna elevation pattern. The latter is the natural

phenomena. Selection of the map projection, re-sampling,

speckle reduction filter, remain as the specific problem

on high qualified mosaic. Here, we discuss a mosaicing

from the SAR path images.

SAR MOSAIC PROCESSING

SAR Path Processing

The SAR path processor adopted the standard Range

Doppler method for an image correlation with the

Doppler bandwidth of 1200 Hz. Radiometric correction

routine deals with, a recoverage of the power loss due to

saturation, interference from the ground radar [4],

correction for Sensitivity Time Control (STC)/Automatic

Gain Control (AGC), antenna elevation pattern

correction, calibration using the calibrator, checking the

telemetry continuity and recovering the lost part

(sampling window width, synchronization loss,

automatic gain values) [I].

The antenna gain is calculated as an image sits on the

reference ellipsoid (GRS80). Thus the stripes becomes

visible at the moderate-to-high relief region. Stripes are

eliminated empirically (described later). Processing

parameters, i.e., Doppler frequency and the rate, depend

on the latitude (Fig.I) , then, the parameters are modeled

(statistically) as a function of the along-path. The

radiometric accuracy is I. I dB. Geometric correction

can be available by tuning the azimuth and range shift if

necessary.

This processor prepares two map models (UTM and

Mercator) and generates slant range, ground range, geo

referenced, and geo-coded images. In order to simplify

the coordinate, first sampling window start time (SWST)

of the beginning of the path is the reference to the all the

path product. This can correct the several jumps of the

start time within a long path. As a preprocessing, the

continuity check is conducted for AGC and SWST

through the whole path.

The original image is processed in four-look, 16-bit

amplitude, high resolution of 24-m in azimuth and 10-m

in range. To meet the mosaic's resolution requirement

of I00-m, 64 pixels, 8 azimuth and 8 range, are averaged

and obtained 144m azimuth resolution and 70m range

resolution image. Speckle noise is suppressed by this

averaging. Lat/Ion of the image is calculated sparsely on

the earth ellipsoid. The geometric accuracy of the path

image is summarized in Table I and error distributions

are shown in Fig 2. A digital elevation model of the

Japanese geographical survey of institute was used as a

reference.
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Fig.I Dependence of the Doppler frequency on the

latitude is shown for the image of Siberia. Each

observation data are evaluated at eight different slant

ranges. Doppler's are generally higher at far ranges.

Table 1 Image of JERS-1 SAR image produced by this

oam nrocessor 11 1

Item Azimuth Range

Resolution 6.5m 9.6

£SLR -15.56 dB -15.53

!SLR -8.70 dB

Ambiguity 22dB

G-Error 24.0m 204.0m

Error of CE 0.6 dB (Integral) 0.7 dB (Peak)

R-Errm 1.1dB (Integral) 1.4 dB (Peak)

Uniformity 0.2 dB

Saturation 0%

Interferem:e 27%

Remades SAR images were acquired in the single

transmitter mode (325 W). Resolution, PSLR, and

ISLR were calculated by evaluating the impulse

responses from ARCs.
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Fig. 2 An averaged cross range pattern is shown for path

139. It shows that excess property can be approximated

by a squared power of range

Stripe Elimination

Other than the way that eliminates the stripes using a

digital elevation model (DEM), we have examined

another stripe elimination in empirical way.

We assume

l) SAR instrument is stable.

2) Generally, a radiometric error across the swath is

approximated by a second order function of the slant

range (Fig. 2).

3) Sigma-zero of the overlapped area (near range of the

left path and the far range of the right path) is the

same at any place.

Then,

I) Divide a path image into several. Each segment is

represented by a path number (I) and sub-segment

number (J), i.e., I and J.Na and Nb are roughly 500.

2) Define a represented cross range pattern of the
1

amplitude by P,.J(Y) = N LP(Y), where Xis
X1-1<X<X1

along track and Y is range track coordinate.

3) approximate the above pattern by
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Pi.AY) ~ a1,1(Y - fo)2 +b/,J(Y -Ya)+ cI.J,

where Y0 is the center of the cross track (-3000).

4) Interpolate the coefficients, a, and b as a function of

along track.

5) Apply (aI.J(Y - fo)2 +bI.J(Y - fa)r to the

uncorrected image and we have the destriped image.

A simplified block diagram of the mosaicing is shown in

Fig. 3. The small mosaics of corrected and uncorrected

cases are shown in Fig.4.

Mosaicing

Mosaic processing combines the following two methods:

l) by believing the accuracy of the orbit data, map the

each pixel on to a selected coordinate. 2) Obtaining

initial values from the orbit, then more accurate co

registration is done by the area correlation method. As

the output of path processor, slant range path images are

given with the geometric files, which enables the

projection of the pixel data to the map.

RESULTS AND IMAGE QUALITY

Mosaic image over a part of the south East Asia is shown

in Fig. 4-b) (Stripe existing version is shown in Fig. 4-a)).

The image is projected on the Mercator coordinate with a

pixel spacing of lOOmat the equator. The geometric

accuracy was evaluated by comparing with the coastline

data (Table 2). And, the standard deviations of X (east

west) and Y (north south) are 463 m and 1669m. Their

offsets error of X and Y are 323m and 1449m

respectively. As shown in Fig. 5, the enhanced image

keeps a detail of the texture information.

x

Nb

Fig. 3 In this sample, three consecutive path images

are in mosaic process. The segment A (left bottom) is

represented by an averaged cross section of slant range.

Each segment has Nb pixel in slant range, and Na pixel

in along track. The overlapped area "B" is used to

equalize the intensity of the corrected images of both

paths.

EVALUATION

Using the method introduced in this paper, we have

generated a mosaic of the Southeast Asia. It covers

1500 Km in north south and 350 Km in east west. The

stripes were eliminated from the mosaics and the image

quality is satisfactory. As the enlarged image is given

Fig. 6, image keeps the good quality for the further

analysis. The mis-registration at the coast area is not

recognized. Since this method works even if the area

includes the isolated islands from the continent, the

mosaic generation using the path images is powerful. As

shown in Table 2 for the geometric accuracy, a standard

deviation and difference of total 16 GCP data exceeds

1500m. We should tune the algorithm. A mosaic of the



sigma-zero map is useful for the further analysis.

Based on this study, we should continue the following

studies for generating the high accurate mosaics.

1) Correction of the foreshortening effect.

2) Correction of the scattering area (correction of the

incidence angle in geometric calibration)

3) Antenna pattern correction using DEM

4) Correction of the water vapor when deriving the DEM

from interferometry

CONCLUSIONS

The mosaic generation using path images was introduced.

It was confirmed that path processing can easily generate

the SAR image data for wide area mosaicing, 2) Orbit

error of 100 m can generate the high accurate mosaics.
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Fig. 4-a) A northern part of the Southeast Asia

Fig. 4-b) Final mosaic image (after destriping).
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Table 2 Geometric evaluation results

X(m)

Std. Dev. -463

Mean -323

Y(m)

1669

1449

no.ofGCP

16

16

Fig. 6 A part of the mosaic image is shown. Image size is

22km in east west, and 23km in north south.

Fig. 8 Location of the Fig. 7.
Fig. 7 JERS-1 SAR mosaic of the Southeast Asia.
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ABSTRACT

The accurate knowledge of the geometry of an airborne
SAR image is crucial for many applications and in
particular those involving a registration step:
Coherent techniques, suchas repeat-pass SAR interfere
metry, require an accurate image matching to the 101h

of a pixel. On the other hand, incoherent processings
seem less demanding. Wide area coverage bymulti-pass
composite or image geocoding tolerate mismatches of
pixels.
Compared to spaceborne SAR. those accuracy require
ments are stronger since airborne SAR provide higher
resolution images. Moreover, irregularities in aircraft
motion due to air turbulence introduce severe geome
trical distortions in the images. Unfortunately, these
distortions are tightly coupled with the signal proces
sing algorithm used for computing SAR images.
We have implemented a geometrical error model for
our generic off-line SAR processor. The details of the
design are given in reference [1].This paper addresses
some relevant application examples. It is illustrated
with images obtained with the airborne SARRAMSES,
operated byONERA.

1.INTRODUCTION

A geometrical error model (GEM) is a routine that
establishes the direct coordinate transform rule from
a geographical referential to the image coordinates,
the inverse coordinate transform rule from the image
coordinates to a geographical referential. Those trans
forms should involve an error parameter vector model
ling the low frequencies trajectory errors and some
radar parameters errors. In order to increase the
numerical efficiency of the routine, the GEM also
provides the derivatives of the transforms as well as
their partial derivatives with respect to error para
meters. The design of a GEM is detailed in [1].
This paper addresses some relevant applications of
GEM.The SAR images were obtained from acquisitions
of the ONERA airborne SAR RAMSES with linear
chirp deramped-on-receive waveforms, in either S or X
band. Images are synthesised using a BID SAR

processor. with flat-terrain hypothesis. Trajectories
are estimated by an inertial navigation unit with an
error of the order of one nautical mile per hour.

2. INCOHERENT APPLICATIONS

2.1Multi-Look Imaging

This is certainly the basic application of GEM's.Due to
the low directivity of the radar antenna onboard the
aircraft. one given target on the ground is illuminated
by the radar during a much longer time than the
necessary integration time. The principle of this
technique and its interests are detailed in [2].
The accurate matching of the single-look images
requires a good geometrical model, especially if the
aircraft trajectory is far from linear (in case the
trajectory is linear uniform, a simple skewing maps
one single-look to the other).
To illustrate this application, three single-look images
in Xband. have been calculated with a trajectory
hybridisation between GPS and INU. The GPS correc
tion on the velocity is about lOcm/s. The cut-off
frequency (resolution) is 0.71m along both range axis
and azimuth axis (nowindowing). After geocoding, the
cut-off frequency along the projection of the range axis
becomes 0.82m. The incidence angle is 60° at mid
swath. Each look has been processed at a constant
squint angle. In order to keep an homogeneous azimuth
resolution on the whole image, the integration time
increases with distance. from 0.71s at the near range to
0.98sat the far range end of swath.
Then the first and the third single-looks have been
registered to the middle look geometry and a linear
combination of the looks, which optimises the signal to
noise ratio, has been computed yielding a smoother
3-look image displayed on Fig.1.

2.2Autofocusing

Someerrors in the radar parameters or in the estimated
aircraft trajectory, result in mismatches in the single
look images registration, and as a consequence, the
multi-look image will be blurred. If the mismatch
between the single-looks is measured at several diffe-

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000



154

rent locations on the image. the GEM will allow to find
the error parameter vector that would minimise the
resulting mismatch, once integrated to the GEM.
The initial mismatch can be computed by correlating a
small patch of one single-look into another single-look.
Then the partial derivatives of the coordinate transform
rules with respect to the error parameters allow to
estimate some values of the error parameters which
decrease the mismatch. Reiteration of the process
yields an estimation of error parameters that optimises
the single-look matching.
This technique called "time variant frame-drift auto
focus" (meaning that trajectory correction is not a
constant velocity bias. since variations of the mismatch
with azimuth are taken into account) is illustrated on
Fig. 3.The image obtained by the flight 0607. (45°from
the runway axis) has been focused with this technique.

2.3Precise image registration

To compute precise registered images (PRI). the error
parameters are adjusted in order to minimize the
distance between ground control points (GCP)and the
projection on the ground of their location on the SAR
image. Recall that a GCP is a landscape feature of
which geographical and altitude coordinates are very
accurately known. Once the error parameters are
precisely evaluated, the SAR image is projected onto
the ground exploiting a DEM of the area, yielding
geocoded image of cartographic quality.
The three-look image of Fig. I has been matched with a
scanned map of the same region assuming that the
terrain was flat with an altitude chosen as the mean
value given bythe radio-altimeter (309m)(left hand-side
of Fig. 2). The same three-look image has also been
mapped using terrain elevation data from NATO's
DLMS/DTED data base. Its planimetric gridding is
62m x 92m, its vertical sampling is 1m, and its altitude
values ranges from 250m to 335m on the area. One can
observe that mismatches remain between map and
image, mostly because the DEMsmoothes awayaltitude
features thinner than 100mwide.

2.4Aircraft trajectory estimation

As a byproduct of the above error parameters esti
mation. the determination of the aircraft trajectory
can be improved and lead to a better image focusing.
This process named single-look to map autofocus,
requires however either extremely accurate GCP or a
very large number of automatically detected linear
features from both map and SAR image because

features on paper maps are always displaced to allow
printing and reading of the map. If roads were drawn
to scale they would be much thinner. And buildings on
their sides are always shifted away from the roads!

2.5Elevation-dependent motion compensation

Once the trajectory is accurately deduced in 3-Dspace.
it is possible to use the most appropriate terrain
elevation model in the focusing. This allows elevation
dependent motion compensation of the SAR-processor.

2.6Combination of images

PRI from multiple acquisition flights can be combined
to create a composite image covering a region larger
than the radar swath. The only difficulty is to join
without visible seams. portions of images corres
ponding to different incidence angles. One solution is
again to use the GEM for locally calibrating the image
to an arbitrary incidence angle. The GEM provides the
"viewing direction" from the radar and the DEM gives
the local normal to the terrain. With those vectors and
the range (or "viewing distance") the local calibration
factor can be deduced. This assumes that the surface
follows the Lambert's law. which is generally (at least
approximatively) the case for extended landscape fea
tures. Seamless joints are then generated by using
linear combinations of which the weights are calculated
in order to m.inimise the thermal noise of the result.
(their sum equals 1).
Fig.3 shows a coverage assembly from three acquisition
flights with respective heading 059°,104°and 149°.For
each pass. the focusing has been performed by hybridi
sation GPS-INU except for the pass at 104°(which had
been focused by the autofocus technique described
above). These images have been registered to the
scanned map using ground control points and the
DLMS/DTED DEM.
For each flight. three looks have been synthesised.
hence the common part corresponds to a 9-look image.
On purpose. we did not crop away the extreme ranges
of the swath (where signal to noise ratio is low and
which are contaminated by range ambiguity replicas)
for keeping the seams apparent.

2.7SAR stereogrammetry

When composing SAR images from different acqui
sition flights. the DEM quality is extremely critical:
Any elevation error induces a projection error in the
geographical coordinates system, but this error is
oriented towards the aircraft trajectory and its magni-



tude depends on the incidence angle. Therefore, if the
viewing angles or headings of overlapping images are
different, there is a mismatch in the super-imposition
of the composite image. On the other hand, a measure
of this mismatch gives an estimation of the elevation
error. This is the principle of the SARstereogrammetry.
Classically, two SAR images obtained from parallel
flight directions thus for two distinct incidence angles
are used. But with airborne SAR the flight direction
can be changed (unlike the fixed polar orbit plane of
satellites such as ERS or RadarSat) so that one can also
compute the elevation of the terrain with SAR multi
heading stereogrammetry.

3.COHERENT APPLICATIONS

3.1Repeat-pass interferometry

In case the trajectories of the different flight acqui
sitions (on the same area) are too close to deduce a
measure of the elevation from super-imposition mis
matches, it is still possible to evaluate DEM errors
from repeat-pass SAR interferometry. This method
exploits the interference pattern between the two
images in order to derive the elevation error.
This application is certainly the most demanding in
terms of registration accuracy. To understand the
reason why,just consider two corresponding pixels in
each image of the interferometric pair. Each pixel value
stands for the sumof ground point contributions around
the nominal pixel centre multiplied by a bell-shaped
instrumental function (or point-spread function) whose
shape and width depend on the radar bandwidth, the
integration time and the windowing functions. The
"geometrical coherency conditions" on a SAR image
pair, allowing it to be used for interferogram generation,
is that on the area of the "nominal ground surface"
covered by the bell-shaped curve, the optical pathway
difference between the two antenna positions shifts
the phase difference by a fraction of a turn. A slight
misregistration (even below one pixel) reduces drama
tically the product of the bell-shaped functions for
each image, thus reducing the "meaningfull" part of
the interferogram. Since the energy of the inter
ferogram is roughly the same (provided area is homoge
neous) the signal to noise ratio drops, hence so does the
accuracy of the phase difference estimation which is
highly sensitive to noise.
This sub-pixel registration is much more difficult to
achieve in the airborne case. The resolution of the
images is higher than in the spaceborne case. and the
non-linearities in the trajectories make the geometry
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of the registration non uniform (an accurate GEM is
therefore required).
The second difficulty comes from the fact that the
maximum number of fringes in the interferogram is
generally lower. Indeed, one fringe corresponds to a
shift of one image with respect to the other of 'A./2
along the range axis! This shift is not visible at first
because the resolution is much lower than A/2. But as
the fringes add-up the shift increases to a substantial
fraction of a pixel. Since the resolution (width of the
bell-shaped curve called "pulse response") is inversely
proportional to the radar bandwidth, it is clear that the
maximum number of fringes is about twice the inverse
of the relative bandwidth (bandwidth divided by the
frequency).
This limits the elevation correction from prior know
ledge that we can deal with. In practice, the elevation is
first evaluated by maximising the coherency between
the two images (this is really a coherent version of the
SAR-stereogrammetry, but its sensitivity is much higher
and it is not ambiguous) and thereafter, the inter
ferogram is computed.
The method is illustrated on Fig. 4: TwoS-band images
have been acquired along the same flight path but ten
days apart. In fact, the acquisition flight was done
twice because the harsh meteorological conditions (32
knots of wind) ruined the simultaneous acquisition in
X-band (for which the antenna is too directive to
accommodate heavy turbulences). The strong back-wind
explains why the first image of the pair covers a longer
area on the ground though the acquisition duration was
the same: the aircraft speed was increased by 18%.
The relative bandwidth is 0.07,hence we cannot get
more than about 30 fringes (for highest available
resolution, the radar can modulate with a relative
bandwidth of 0.2yielding only 10fringes!).
Prior elevation estimation is done by computing cohe
rency for the elevation of the interpolated DLMS/DTED
DEM and a set of shifted elevations (by -30 m up to
+30mwith 10m steps)

3.2Change detection

Mismatches due to elevation errors in composite image
super-imposition were mentioned above. But the origin
of those mismatches can come from changes in the
landscape. This might be the case if the time elapsed
between the SAR signal acquisitions is of the order of
the hour or the day,or the month. The mismatches may
be automatically detected by incoherent change detec
tion ("activity detection" or post-strike "damage assess
ment" for example). But this requires a precise regis-
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tration of the images which. since successive flight
trajectories could not be exactly identical. requires an
accurate GEM.
In case the conditions for repeat-pass SAR interfero
metry are met,wecould also perform a coherent change
detection as a byproduct of interferogram generation.
Loss of the coherency even if the radiometry remains
similar allows to detect that a vehicle or aircraft has
been used and parked back (its location has changed at
the A-scale though it is not visible at the SAR image
resolution). The loss of coherency may also help to
decide between growing vegetation and a similar
man-made object. It may also signal surface work
(ploughing, mine burial...) and sometimes subterraneous
activities by the slight vertical motion it causes above it
(geosynclinal gas storage or retrieval, nuclear testing ...)
Fig. 5 shows the incoherent and coherent change detec
tion in the interferometric image pair of Fig. 4.
Coherency loss areas (appearing as darker spots in the
bottom image) are of three kinds: Moved vehicles (dark
sharp spots). low backscatter areas (diffuse dark areas
as roads and runways or sharp areas as building
shadows) and volumetric or wind-sensitive reflectors
(forest and the strange rectangular shaped field).
Recall that meteorological conditions changed between
the acquisitions (rain with 32 knots wind versus calm
with a slight snowcover)

4.SINGLE-CHANEL MTI

Instead of using SAR images from two separate flights
for stereogrammetry or interferometry, one could think
of using different looks of the same acquisition. The
reason why this strategy would not work is that only
non-linearities in the trajectory induce mismatches. To
get convinced. just consider that the trajectory is a
perfect straight line: The SAR imaging geometrical
problem is nowaxially symmetrical around the trajec
tory line! Therefore. mismatches are almost negligible
in usual situations (this explains why "flat ground"
focusing gives acceptable results except in very high
resolution cases).
Nevertheless. multi-look mismatch detection has one
application: a given target point is imaged under squint
angle 2 a few seconds after having been imaged under
squint angle 1. and during this time lapse. the object
behind the target point might have moved. Thus the
comparison of looks may help to perform a kind of
Moving Target Indication. the single-channel MTI. Of
course. there are other more accurate MTI techniques

(Adaptive pulse repetition frequency, Space-time adapt
ed processing ...) that require multi-channel i.e. several
antennae separated along the flight direction.
In practice. the locations of moving targets are also
erroneous on the single-look images. This is due to the
interference of their motion with the image synthesis
(whichextracts signal according to the radial velocity).
However, the GEM can be used to compute the
"apparent" positions of a moving target on the different
single-look images (simplysubtracting the target proper
velocity from the aircraft velocity as if it were a
"trajectory error")

5.CONCLUSION

Because of the high resolution of the airborne SAR
images and the irregularities of the aircraft trajectory
which may distort them. a Geometrical Error Model
(GEM)must be defined.
The GEM gives the transformation from image position
to geographical coordinates together with the inverse
transformation and the derivatives with respect to some
error parameters.

This paper has been illustrated with some images
obtained by the airborne SAR RAMSES designed and
operated at ONERA. Among the numerous applications
of a GEM. multi-look processing. elevation dependent
motion compensation. combination of images. repeat
-pass interferometry and change detection have been
addressed.
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Fig. I : Three single-look images in X band. at constant
squint angles (+3.46°.+4.77° and +6.08°) have been
matched in the middle look slant-range geometry.
Range increases to the bottom and azimuth (time)
increases to the right.



Fig. 2 : Projection of the image of Fig. 1 on a flat terrain (left) then on on a Digital Elevation Model (right). © IGN
(French National Geographical Institute) for the map background.
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Fig. 3 : Repeat-pass image composing with two other X-band acquisitions. © IGN (French National Geographical
Institute) for the map background.
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Fig. 4 : Repeat-pass interferometry with two successively acquired S-band images (left). Interference patterns are
computed for the interpolated DEM (right).

Fig. 5 : Change detection between the images of Fig. 4. Difference image on top (Reflector disappearances and
apparitions are depicted as darker and lighter spots respectively), maximum coherency among the elevation-shifted
interferograms, and the same image thresholded (coherency losses appear black).
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ABSTRACT1: - When processing satellite SAR
scenes in a production environment, it has been
found that image quality distortions (radiometric,
geometric, and phase) that occur in a few percent
of the scenes can be traced to errors in the Doppler
centroid (DOPCEN) estimators. Radiometric scal
loping is particularly an issue with ScanSAR scenes
as they have more sensitive DOPCEN tolerances.
In this paper, we examine some troublesome
RADARSAT-1 scenes, in which Doppler centroid es
timation errors are frequently caused by radiometric
discontinuities in the scene. After reviewing the op
eration and performance of several current Doppler
estimators, we propose a scheme based on a spatial
diversity concept, in which areas that cause poor es
timates are removed from the estimation process.

1 Introduction
Doppler Centroid (DOPCEN) estimation continues
to be an important [1) and sometimes overlooked
component of SAR processing. The issue is espe
cially acute in the case of RADARSAT-1 ScanSAR
processing, where the estimate must be accurate to
approximately 5 Hz in order to avoid radiometric ar
tifacts such as scalloping in the processed images [2].
In the last 10 years, a new class of estimator has been
developed based on the phase of the received signal,
rather than on the spectral amplitude. The concepts
were developed by Madsen [3), Bamler and Runge
[4], and more recently by Wong and Cumming [5). It
is generally acknowledged that the phase-based es
timators can be more accurate than the amplitude-

1Presented at the CEOS'99 SAR Workshop, Toulouse,
October 26-29, 1999. Dr. Cumming is currently on
sabbatical leave from the University of British Columbia
(ianc@ece.ubc.ca). Dr. Wong is currently on leave of absence
from MacDonald Dettwiler and Associates.

based estimators, provided their limitations are un
derstood, and they are applied properly.
We consider the DLR [4], the MLCC and the MLBF
[5) algorithms, as well as the classic spectral-fit algo
rithm. We have found that their performance differs
as a function of radiometric discontinuities, partially
exposed targets, noise levels, and scene contrast.
In this paper, we review the operation of the DOP
CEN algorithms, compare their performance, explain
why it is advantageous to combine estimates from
more than one algorithm, and propose a new esti
mation scheme that uses spatially diverse parts of
the scene to obtain reliable estimates.

2 Review of Estimators
In this section, we will review the algorithms used in
the most common DOPCEN estimators. Because of
space limitations, we will concentrate on estimates of
the "fractional-PRF" part of the Doppler centroid.
Obtaining a good fractional-PRF estimate is a pre
requisite to obtaining a good Doppler ambiguity es
timate, and in many cases, the associated Doppler
ambiguity estimator has similar estimation proper
ties with respect to data anomalies.

2.1 Classicspectral amplitude fit
This was the first DOPCEN estimator [6) used for
satellite SAR data, and is still in common use. The
shape of the azimuth magnitude spectrum is av
eraged over a suitable range/azimuth window, and
compared with the expected shape based on the az
imuth beam pattern and received SNR [6, 7). A
correlation is done between the measured and mod
elled azimuth spectrum to determine the Doppler fre
quency of the peak of the measured spectrum. Ac
curacies are typically a few tens of Hz when a million
samples are analyzed.
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2.2 Phase increment methods
In 1989, Madsen recognized that the centroid could
be measured by finding the average phase incre
ment in the azimuth data [3]. Later, Bamler and
Runge of DLR, and Wong and Cumming applied the
same principle to Doppler ambiguity resolvers [4, 5].
We refer to the latter algorithms as the DLR and
the MLCC (for Multi-Look Cross-Correlation) algo
rithms.
Considering a point target, the change in phase be
tween one azimuth sample and the next varies lin
early with time along the exposure of the target, as
shown in the top panel of Fig. 1. In the bottom panel,
we show the individual phase increments in the com
plex plane, going from the beginning of the exposure
A to the end B. We also show their vector sum (the
longer vector with the circle at its end}. Since the
target is strongest at the Doppler centroid, and its
exposure is symmetrical about the centroid; finding
the average phase increment (vector sum) along the
whole exposure will then give the Doppler centroid.
A target which is only partially exposed in the esti
mation window (or any other non-symmetry in the
exposure} will bias the estimate. Accuracies of the
phase increment methods are generally a little better
than the classic method.

(a) Target phase ('1) and phase Incrementper sample ('10)so~~~~~~~~~~~~~~~~~~~~~~~~~
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Figure 1: Principles of phase increment methods.

2.3 MLBF algorithm
Wong and Cumming developed an additional
method of finding the Doppler ambiguity when a
colleague at MacDonald Dettwiler, Robert Deane,
recognised that the beat frequency formed by mul
tiplying the received signal from radar systems of
slightly different centre frequencies was proportional
to the unaliased Doppler centroid [8]. The differ
ent radar frequencies are obtained by extracting two
looks from the range spectrum. The method is not
accurate enough to estimate the fractional-PRF cen
troid to a useful accuracy, but it is generally accurate
enough to estimate the ambiguity.

3 RADARSAT-1Data
We investigated four RADARSAT-1 scenes which
had DOPCEN estimation errors. They all had severe
azimuth radiometric discontinuities. An example is
the standard beam 7 scene shown in Fig. 2. The
scene is centred at 49.94° N, 63.09° W, and the data
were collected on the 142nd day of 1996, at 10:13:15
UTC. The spacecraft heading was 195.6° (descending
orbit). The scene contains part of the north shore of
the St. Lawrence River in eastern Canada (top) and
Anticosti Island (bottom). The bright land beside
the dark water creates a radiometric discontinuity of
up to 16 dB.
Also noted in the left of the scene is a darkening of
a portion of the land area caused by raw data sat
uration. This occurs because the Automatic Gain
Control (AGC) scheme adopted for RADARSAT-1
measures the signal strength in the first quarter of
the range swath [9], and cannot adapt to the bright
land in the far range {left) part of the scene with the
four bits available. This artifact, which is not uncom
mon in coastal scenes, presents a special DOPCEN
estimation case.

3.1 What upsets estimators
If the radar SNR is high enough, and equal-strength
targets are spread uniformly throughout the estima
tion window, then most DOPCEN estimators give
excellent results. In examining scenes which gave
poor Doppler estimates, the following scene charac
teristics were identified as having a possible effect
upon the estimation accuracy:

• Azimuth radiometric discontinuities
• Range radiometric discontinuities
• The level of scene contrast
•Low SNR

It was soon found, as indicated in Section 4.2, that
azimuth radiometric discontinuities were the most
troublesome. We concentrate on these in this paper.



Figure 2: RADARSAT-1 Anticosti scene (beam S7)
@CSA.

4 Initial Estimator Tests
Most estimators work on a block basis, e.g. on
4096x4096 samples. To examine the behaviour of
the estimators on different scene features, we di
vided the scene of Fig. 2 into relatively small blocks
(256xl024 samples or 4.1 km in range by 5.2 km in
azimuth), and applied the estimators to each block
individually. The data were range compressed but
not azimuth compressed. This is the point in the
SAR processing flowwhere the DOPCEN estimation
is usually carried out.

4.1 Measuring scene statistics
Before running the estimators, we measured the
radiometric gradients, the spectral distortion, the
energy (SNR) and the contrast of each block.
The range and azimuth radiometric gradients are
shown in Fig. 3, where the prominent edges of the
land/water boundaries are clearly seen. To observe
the SNR and the spectral distortion, it is useful to
plot the azimuth magnitude spectra averaged over
each block. In Fig. 4, the spectra of azimuth block
numbers (rows) 17-24 are plotted, taken down the
left-hand side in Fig. 3 (range block (column) 28).
Low signal strength can be observed in rows 21-24,
and spectral distortion can be seen in row 20.

4.2 Simulation tests
The estimators were first tested on simulated data.
Millions of point targets were used to simulate dif
ferent scene contrasts and radiometric discontinu
ities (10].
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Figure 3: Range and azimuth radiometric gradients
of range compressed Anticosti scene.

Simulated data were first tested with different levels
of contrast by inserting strong targets between av
erage strength targets. It was found that the DLR
and MLCC algorithms worked best with low con
trast scenes in which the data are more uniform and
the azimuth spectrum is undistorted. In lowcontrast
scenes, partial exposures are not so damaging, as the
partially-exposed targets at the start of the estima
tion window are compensated by others of similar
strength at the end of the window.
On the other hand, the MLBF algorithm was found
to work best on scenes with high contrast. In fact,
the MLBF algorithm works best when only one dom
inant target is present in each range cell when the
beat frequency is clearest. When many targets of
roughly equal strength exist in a range cell, they mix
with one another and the beat frequency becomes
'smeared out'. The MLBF algorithm is not as sensi
tive to partial exposures, as the beat frequency does
not change so much along the target's exposure.
When uniform scenes were simulated, but with range
and azimuth radiometric discontinuities, it was found
that the range discontinuities had little effect on es-
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Anticosti Island: Average azimuth spectra of Column 28
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Figure 4: Azimuth spectra of column 28 of the An
ticosti scene.

timator performance. However, the azimuth discon
tinuities had a pronounced effect on the estimators,
particularly with the classic, DLR and MLCC esti
mators. When the data SNR was low, the standard
deviation of the estimates increased, but the esti
mates were not biased as long as the spectrum was
symmetrical. Because of the different sensitivities to
scene features, we recommend running the comple
mentary MLCC and MLBF algorithms in parallel,
and using statistical quality measures to select the
best estimate [5].
Based on these tests, it was determined that the ma
jor impact on the estimators was caused by partial
azimuth exposures. Partial exposures occur when a
strong target is present, but only part of the target
is present within the estimation window.

4.3 RADARSAT-1 data tests
The 256x1024 sample data blocks were arranged in
26 rows and 28 columns, as indicated by the annota
tion in Fig. 3. This was convenient to run the estima
tors down columns or across rows, to allow unwrap
ping of estimates where necessary, and to provide a
useful display format.
Figs. 4 and 5 show a typical set of results, when the

estimators were run on the blocks going down column
28 (the left hand column). This column spans a rep
resentative set of radiometric discontinuities and we
can observe the estimator behaviour on these scene
features. In this case, the spectral fit estimator was
used.
The upper panel of Fig. 5 shows the fractional-PRF
DOPCEN estimates, along with a straight line fit (it
has been found that DOPCEN estimates are typi
cally linear with azimuth time, over periods of tens
of seconds). The next three panels of Fig. 5 show:
the block rms value; how close the magnitude spec
trum fits the expected high-SNR shape; the max/min
ratio of the spectra in dB (almost the same as the
"goodness of fit" curve); and the range and azimuth
gradients.
The following points can be observed in this typical
data set:

• The estimates conform well to the expected lin
ear behaviour with azimuth time, except where
the data undergoes substantial azimuth discon
tinuities. The discontinuities can be observed
in the second and fourth panels (solid line) of
Fig. 5, in the top panel of Fig. 3, as well as in
the image itself, Fig. 2.

• The estimates taken in the low-energy water re
gions seem to be quite good despite the lower
SNR and the poor spectral fit. See rows 10 to
13 and 22 to 26. The poor fit is due to the high
noise floor, but the symmetry of the spectrum
still yields good estimates.

• The AGC change around rows 16 and 17 does
not affect the estimator appreciably in this case.

We ran similar tests on the other rows and columns of
this scene. We also used the MLCC, DLR and MLBF
estimators, and examined three RADARSAT-1 fine
beam scenes with DOPCEN estimation difficulties.
From this experience, we deduce that the azimuth
radiometric gradient, as shown in the solid line in
Fig. 5, is the best single predictor of poor estima
tor performance. We observe that if we can avoid
the blocks which upset the estimators, a good global
estimate can be made from the set of "good" blocks.

5 Global Fitting Strategy
Because we can recognize which blocks are likely
to bias the DOPCEN estimate, and the estimates
should be taken over as wide an area as possible, we
propose a global-fitting algorithm based on the fol
lowing strategy:
1. Use of spatial diversity:

• Use as large an area as possible;



Anticosti Island: Classic fractional OOPCENestimate of column 28

Block rms value (plot offset of 33 dB)

:1-------s=J?\:_ i
0 5 10 15 20 <5

Range (dashed) and azimuth (solid) radiomalric gradientsr
I 3

i
"'2:!>

2510 15 20
Azimuth (block no.) ---->

plot_llMCt.J••• "-·"'

Figure 5: Summary of results of column 28 of the
Anticosti scene.

• Divide the area into small blocks.

2. Reject blocks based on quality criteria such as:
• scene statistics, and/or
• estimator deviations.

3. Fit DOPCEN model globally over blocks:
• constrain the fit to a sensible shape;
• weight the blocks based on quality criteria.

The structure of the algorithm is outlined in Fig. 6.
The key to the success of the algorithm is to begin
with as large an area as possible, and to make a
careful choice of the quality criteria used to exclude
bad blocks from the final estimate (a mask is used
to exclude bad blocks during the iterations). It was
found best to begin by excluding blocks which had
a higher than normal azimuth radiometric gradient,
which ensures a reasonable initial fit, then finish by
excluding additional blocks on a "worst-deviation"
basis.
The maximum number of blocks that can be ex
cluded is set to an upper limit, and if this number is
exceeded, the iterations are redone with a different
block size. Physical models for the Doppler based on
the satellite attitude (along with the orbit and earth
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rotation) can be successfullyused to predict the func
tional form of the DOPCEN curve [11, 12, 13], and
constrain the estimate to a plausible shape.

Start (SAR Data Blocks)

Estimate Ffrac for
each small block

global_ fit.ops

Perform global 2D fit
using mask

Compute block
deviations within mask

Check average or
maximum deviation

Deviations below
threshold?

NO

Remove N worst
deviations from fit mask

Figure 6: Global fit DOPCEN estimation algorithm.

5.1 Global fit results
The spectral fit estimator was run on blocks from
every row and the results are shown in Fig. 7. The
results of each block are reasonably smooth except
when the azimuth gradient is large (compare Fig. 7
with Fig. 3).
We then applied the global fitting strategy of Fig. 6
with the bad blocks removed according to their az
imuth gradient. More and more blocks are removed
until the deviations from the fit of the remaining
block estimates are less than a selected threshold (70
blocks of 728 were removed). For this scene, we rec
ognized than the water areas had a Doppler bias (see
below), and we also removed these from the global
estimation. The following linear/ quadratic fit was
performed:

FDc = 0:1 + 0:2 a+ o:a r + 0:4 r2 Hz (1)
where a is the azimuth block number centred on
row 21.5 and r is the range block number centred
on column 14.5. The fit coefficients are:

a = [ 1415.3 8.4 34.4 - 0.07] (2)
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and the result is shown in Fig. 8. Fig. 9 shows the de
viations of each of the blocks from the fitted surface.
Examining the 66 "good" blocks near the middle of
Anticosti Island, the bias between the fitted surface
and the 66 blocks is 0.006 Hz, and the rms deviation
is 7.3 Hz. In the top 4 rows (112 blocks covering the
northern mainland area), the bias between the fitted
surface and the 66 blocks is -0.03 Hz, and the rms
deviation is 12.7 Hz.
Note that the deviations shown in Fig. 9 do not di
rectly relate to the error in the global fit. However,
if the functional form of the fit is correct (i.e. the lin
ear and quadratic terms are correct), and the block
estimates are uncorrelated and unbiased, then the
standard deviation of the global fit would be 1/ ./Iii,
when N blocks are used in the fit. Using this line
of reasoning, we can say the small block deviations
observed suggest that the global fit is likely good to
5 Hz or better over the land area.
An interesting observation is that there is a small
bias of 35 Hz in the river area south-west of the is
land, which could be attributed to a current of 1.5
m/s. A smaller bias of 18Hz exists in the water area
in the centre right of the scene, presumably where
the current is less. Other investigations [14, 2] sug
gest this is reasonable.

Individual DOPCEN estimates (Hz)

25

23-Dee-99 16:26
10 15 20
Range (block no.)

25

Figure 7: Individual DOPCEN estimates of each
block.

6 Cone Iusions
In this paper, we have worked on the problem of
bad DOPCEN estimates in RADARSAT-1 scenes.
These occur most often when the radar passes over
prolonged scene features where there is a prominent

Fit after bad blocks removed (Hz)

23-Dec-ti HJ:20
10 15 20
Range (block no.)
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800--25
rrw.rul_lfltp1

Figure 8: Quadratic surface fitted to good block es
timates.

change in radiometry, as often happens on land/sea
boundaries.
We have taken the approach of finding out what
scene features upset the estimators most, and de
signing a global estimation scheme which excludes
areas of the scene which cause bad estimates. The
key to success of the algorithm is to work with as
large an area as possible, and to choose a quality cri
teria which reliably identifies the bad blocks. There
may also be a requirement to use adaptive methods
where local altitude [15]or currents [2]may exist.
The algorithm is ideally suited to ScanSAR data,
because of the large area available to the estimator.
The large area increases the probability that bad ar
eas can be avoided by the estimator. Also, ScanSAR
has particularly demanding DOPCEN accuracy re
quirements, and we have shown that the global fit
estimator showsthe promise ofmeeting the ScanSAR
estimation requirements of 5 Hz.
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ABSTRACT

Radargrammetry is the automatic process of extracting
DEM (Digital Elevation Model) from stereoscopic SAR
(Synthetic Aperture Radar) images. In this paper, we
break it down into a chain of independent tasks that are
analyzed in depth to get the most accurate DEM as
output. The two images are first resampled in epipolar
geometry to simplify further computations. The
matching step follows an original approach by
estimating the correlation directly from unfiltered
images. This estimation takes into account the statistics
of the radar signal. Then, disparity estimation is
performed by optimizing a global criterion that includes
disparity gradient. Having the disparity map, we then go
back to the initial images before epipolar transformation
and calculate the tree-dimensional position of each
homologous pair. This is done by a space triangulation
method through the adjusted geometric parameters of
the sensor. The final result is a DEM whose accuracy is
evaluated. Tests on RADARSAT images are performed
to assess the DEM quality improvement in each step of
our radargrammetric chain.

INTRODUCTION

Radargrammetry is the automatic or semi-automatic
process of extracting height information from more than
two stereoscopic SAR images. It is equivalent to
photogrammetry for optical images. The first research
work on the spatial domain was with stereoscopic
images from SIR-B mission. The development of
radargrammetric techniques has been slowed down
because of a new method for relief restitution
(interferometry), and because of problems encountered
due to geometric sources (layover, shadow...) and
radiometric sources (speckle...). Now that more and
more stereoscopic SAR images are available thanks to
the growing number of multi-incidence sensors

(RADARSAT...), and that the operational statue of
interferometry has suffered a check, researchers and
industrialists are again interested in radargrammetry. In
this paper we propose a new description of the
functional architecture ofradargrammetric processing.

PROCESSING STEPS

Fig. 1 shows the flow chart, which represents the
different phases of our radargrammetric processing.

SLC stereoscopic images
+Ancillary data

Geometric Modeling

Epipolar deformation

Multi-looking
and/or filtering

Specific
matching

Classical
correlation

Space triangulation

Delaunay triangulation

3D visualization
Raster DEM

Fig. I : Flow diagram of the radargrammetric
processing
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We start with a couple of SLC (Single Look Complex)
stereoscopic images and their ancillary data (ephemeris
points, sensor parameters ...). At the end, we obtain a
regular DEM in a reference geometry. Next, every
module of the diagram is described in detail, and
illustrated on an example of RADARSAT couple of
SAR images.

GEOMETRIC MODELING

The viewing geometric models are set for each image to
tie them to the terrain using the leader files information.

The parameters of these models are generally inaccurate
and need to be adjusted by means of GCP (Ground
Control Points). At this time, this correction is restricted
to two parameters per image : the time and the near
range. Fig. 2 shows two RADARSAT images that have
been geo-referenced, i.e. being subject to the previous
handling.

For the images on fig. 2, two GCP were taken manually
from the images and scanned topographic maps. Direct
and inverse localization can then be computed to link
image pixels and ground points [l].

Fig. 2 : original RADARSAT stereoscopic images pair in standard mode, descending orbits, covering the region of Aix
Marseille, including Sainte Victoire mount. Left: standard 3. Right: standard l

EPIPOLAR DEFORMATION

Computation of epipolar lines

Let us consider a point M, with the altitude h in the first
image and its homologous M2 in the second image. If
we don't change M, and let h vary and then perform a
direct then an inverse localization, the different
homologous of M, in the second image describe a curve
C2• In the same way we obtain a curve C2 in the first
image by letting h vary while fixing M2 in the second
image. Every point on the curve C, has its homologous
on the curve C2 whatever the altitude h and reciprocally
[2].

To compute the image points of the epipolar lines, a
mean altitude and an altitude step are fixed. In fig. 3 and

fig. 4, we see the principle of epipolar lines
computation.

Fig. 3 : Computation of the epipolar curve containing
the homologous of (Lc.) in the right image
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Fig. 4: Computation of the epipolar curve containing

(li,c) in the left image

From an initial point (li,cJ, we first determine the
homologous line (represented by a set of points) by
direct localization on several altitudes (h;+ nah)
followed by an inverse localization (fig. 3). Then the

169

curve that contains the initial point is similarly
computed from each point of the previous set on the
same altitude h., (fig. 4).

Resampling in epipolar geometry

To resample the stereoscopic pair into epipolar
geometry, we compute a deformation polynomial model
by means of the previous homologous curves (set of
points) for a number of initial points (li,cJ by putting
these curves as lines of the new couple of images. In
fig. 5, we see the application of this resampling on the
initial pair shown in fig. 2.

The deformation procedure takes into account the
characteristics of the radar signal. Doppler centroid
estimation, upsampling by zero-padding and nearest
neighbor interpolation help to keep the phase
information unchanged. Initial resolution is also
unchanged after this deformation.

Fig. 5 : RADARSAT stereoscopic images resampled in epipolar geometry. The homologous point of any pixel on the
left image (standard 3 mode) lies on the same line on the right image (standard 1mode)

IMAGE MATCHING

Classical matching method

It consists on matching the two images of the
stereoscopic pair after a multi-looking and filtering step
to reduce the speckle and to accentuate the resemblance
(fig. 6). The matching procedure is based on the
correlation of the two intensities or modules images [3].

Fig. 6 : An extract from the standard 3 mode image in
epipolar geometry, multi-looked 6 times in lines and

twice in columns, then filtered by a frost filter.
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Specific matching method

Filtering has the inconvenient of deleting some
important information in the SAR images, especially
structures and contours. Here we present our matching
method that combines a global optimization technique
with a SAR specific estimation of the correlation [4].
Input images are not filtered.

Tahu Search

Now we are to describe an iterative matching algorithm
based on an optimization technique: the Tabu search
[5]. For the particular problem of matching images, we
start with an initial solution (first approximation) of the
disparity map. Then we converge by successive
iterations towards a final solution as close as possible to
the global solution of the problem. This one consists in
minimizing a cost based on two fundamental criterions :
an estimation of the correlation between the two images,
as well as the disparity gradient used to measure the
local continuity-regularity of the disparities.

Estimation of the correlation

If we take into account two pixels with intensities A1

and A2• We can write the probability distribution of the
pair of pixels as in (1) :

(1)

Where p is the correlation between the two pixels and
a, b, and b2 are parameters estimated from the two
images. Ia denotes a modified Bessel function of first
kind. If we suppose that the pairs of neighboring pixels
have the same distribution and that every pair is
independent, the maximum likelihood estimator of p is
calculated as solution of (2) :

n(l-p2)[(a+l)p2 -a+1]-2P2L[A{ +A~)+
i b1 b2

A;A;]]_1_2 =0
b1b2

(2)

We suppose in (2) to have n pairs of pixels, i.e. n
independent realizations of a 2-dimensional Gamma
law.

Disparity gradient

The second fundamental criterion taking part in the
computation of the global cost quantifies the local
variations of the disparity. The aim is to express that the
depth variations of a given surface are very small
compared to the distance between it and the sensor. For
that we use the disparity gradient defined by Julesz [6].

Multiscaling strategy

The Tabu Search program works with three resolution
levels. This cuts down the computation time since the
disparities computed at a given resolution level guide
the computations for the higher levels, so the interval of
allowable disparities is reduced.

3D RESTITUTION

Given the disparity map and the inverse deformation
model, we can identify homologous points in original
images before epipolar transformation. Thus, by means
of a space triangulation process (fig. 7) and the viewing
models, we compute the three-dimensional position of
each homologous pair.

Satellite 1 Satellite 2

View circles

30 point

Fig. 7: Computation of the 3D position ofa pair of
homologous pixels by intersecting the range sphere and

the Doppler cone for each image

The result is a set of 3D points (longitude, latitude, and
altitude) in a reference system (for example wgs84).
This forms an irregular DEM.

EVALUATION OF THE DEM QUALITY

Test data

Stereoscopic SAR images used as input for the
radargrammetric chain are RADARSAT SLC images in
standard and fine modes covering the same region of



Aix-Marseille, Hereafter we show only results for the
Sl/S3 pair from descending orbit. A reference DEM is
also available. The format of this DEM is dted 1 (3"
arc).

Test method

If a reference DEM is available, the evaluation of the
altimetric precision of the radargrammetric DEM takes
place after the 3D restitution step. Each 3D point
generated by space triangulation is localized
automatically on the reference DEM (line, column),
then the point altitude is compared to the altitude read
from the DEM after interpolation (because the line and
column numbers are floats). This is done automatically
for all the irregular radargrammetric DEM.

Results

We have tested the two matching methods : the specific
matching for SAR images (fig. 8) and the classical
correlation preceded by a filtering stage (fig. 9).

Fig. 8 : Extracts from the SAR pair unfiltered used as
input of the specific matching

Fig. 9 : Extracts from the filtered pair used as input of
the classical correlation

Fig. 10 shows extracts from the two disparity cards
resulting from the specific matching stage (left image)
and from the classical matching (right image). We point
out that even that input images for the classical
correlator are much more alike due to the filtering, the
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correspondent disparity card is less regular and noisier
than the one issued from the specific correlator. This is
confirmed by table 1. In this table we have the results of
the comparison between the two DEM generated by this
radargrammetric chain and the reference DEM. This
evaluation proves, for the two cases, the good accuracy
of computation in each step of our radargrammetric
processing. These results could be better if we had a
fine-mesh DEM as reference.

Fig. 10: Extracts from the disparity cards generated
after the specific matching step (left) and the classical

matching step (right)

Points with altimetric error
<20m <50m < lOOm

% rmse % rmse % rmse

Chain with
classical 38 11.1 74 24.7 89 35.5
matching
Chain with
specific 49 I 1.0 85 23.0 95 3I .4
matching

Table l : Results of the comparison of the two DEM
generated by the radargrammetric processing on the
SI /S3 RADARSAT pair and the reference DEM. The
percentage of points and the root mean square error on
those points. Statistics are performed on all points even

uncorrelated ones.

DELAUNAY TRIANGULATION

The set of points generated from the 3D restitution step
forms an irregular DEM due to the inverse epipolar
transformation, the relief distortions and the unmatched
points. Thus, we organize these points in a network of
Delaunay triangles [7] to be able to handle the DEM.
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3D visualization

After the Delaunay triangulation of the irregular DEM,
we can put it in the VRML format (Virtual Reality
Modeling Language) and then visualize it in three
dimensions. Fig. 11 shows a 3D view of the triangulated
DEM generated by radargrammetry.

Raster DEM generation

A raster DEM can be generated from the triangulated
one by putting a regular grid under it and giving each
node of the grid the value on the triangle at the vertical.

Fig. 11 : 3D view of the DEM generated by radargrammetry from the RADARSAT Sl/S3 stereoscopic pair on the
region of Aix-Marseille, east of Aix-en-Provence town

CONCLUSION

In this paper, we have presented all the radargrammetric
processing chain. Each step of treatment is analyzed to
be the most rigorous possible. This chain is all
automatic unless the taking of GCP for the geometric
modeling, which also can be made automatic.
Adjustment of parameters is restricted to range and time
which is not sufficient in some cases. We are working
on a block adjustment method correcting physical
parameters of the models to improve the geometric
accuracy. Concerning the matching step, our
experiments have proved that the tabu search program is
a robust and reliable tool for image matching. The
Julesz' disparity gradient is used to produce regular
disparity maps. The specific coherence estimation in
original images permits to measure the underlying
reflectivity, without pre-filtering the images in order to
keep the whole useful information.
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ABSTRACT

In the state-of-the-art of 3D SAR extraction, we can
distinguish three main techniques: radarclinometry,
interferometry and radargrammetry. Our project is to
perform radargrammetry on high-resolution images
recorded by the airborne sensor RAMSES. The goal of
this paper is to verify that this method is adapted for
such images. First, we are interested in the location
errors due to sensor parameter and disparity errors. A
theoretical error model is proposed and used to evaluate
the geometric potentiality of RAMSES sensor for three
stereoscopic configurations. We are then dealing with
the pertinence of strong echoes. We show the first
quantitative results of radargrammetry on two different
strong reflectors in an industrial park.

INTRODUCTION

Radarclinometry is often applied to completely
developed speckle areas. Because of specular reflection,
this hypothesis is no more valid in high-resolution. In
airborne case, repeat-track interferometry is weakly
sensitive to atmospheric artefacts but requires very
accurate data. Cross-track interferometry needs two
boarded antennae. For these reasons, we choose to
operate radargrammetry on high-resolution images.
Radargrammetry includes the matching process leading
to the disparity map and the stereo computation where
3D point co-ordinates are deduced from disparities and
viewing parameters. The extracted information leads to
a Digital Elevation Model (DEM).
However, the location precision must be compatible
with the expected DEM accuracy. Furthermore, strong
echoes occur because of the specular backscattering of
the radar beam on smooth surfaces. A study of these
spots is important to understand if they correspond to
the same reflectors and if they contain 3D information.
Therefore, the RAMSES sensor aptitude is evaluated
owing to a theoretical error model. In a second part, the
pertinence of strong echoes for 3D is verified through
the interpretation of the images of two different strong
reflectors. This work completes the study of [1].

VIEWING CONFIGURATION ASSESSMENT

The quality of the extracted topographic information is
confronted to the well-known compromise between
stereoscopic accuracy and radiometric dissimilarities

between the two views [2]. In order to evaluate
quantitatively the viewing configuration, we deal with
the effects of parameter errors (sensor position, velocity
and range) and matching errors (column and row of
corresponding points) on the ground point location.
Such measures have already been made using ground
control points (GCP) [3,4] or theoretically in particular
cases (parallel trajectories, zero Doppler,... [2,5]). A
more general theoretical error model is proposed,
adapted for any viewing arrangement.

Location by stereomodel

We note (Fig. 1):
- Earth referential (o, ~, ~, ~)
- ?-coordinates in this reference frame: X (x,, x2, .r,)1
- left and right parameters at ?-imaging time:

position S1(st1,st2,s:1)1 - S2(s;1,s2<2,s;1f- ~velocity VJvt1,v1'2,v:1)' - V2(v;1,v;2,v;1)1
slant range r1 - r2

- left reference frame: (NJ'~.~.Z ), N1 left nadir,
+ - - -xi =v;tvl, Y1=z1 /\XI' Z1 =SIN\ /SIN\

- crossing angle between trajectories, G
- stereo angle, ~0 (difference between incidence angles)

The ?-coordinates result from the intersection of the
two range-Doppler circles, that we resolve by non-linear
least squares:

{
r,2 = S,P', r1 sintv, = S,P.V~
r,' =S,P', r2sint2V2 =S,P.V,

Method

We first look for the expression of the location errors
due to parameter errors. For that purpose, we use the
method presented in [1]. It provides the complete
covariance matrix of the estimated coordinates from the
parameter measures and the function minimized during
the stereo intersection stage. The effects of matching
errors are then deduced considering that these errors
induce date (and so sensor position and velocity) errors
and range errors.

Parameter error model

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000
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Fig. 1:Notation for any viewing configuration

We show that the covariance matrix of the estimated co
ordinates depends on scalar and vectorial products of
position and velocity vectors (table 1). The vectorial
function F,k (x 1,) ( F"" (x P), r; )defines the relationship
between the P-coordinate and the position on -;;:; axis
(velocity, range) of the antenna k. We suppose that left
and right measures are independant and range measure
is independant from position and velocity measures.

Matching error model

Matching error includes row and column errors of the
associated points. Column error causes range error
according to: r =NearRange +PixelSize.j .Then:

a j =a, I Pixelsize

We suppose at first order that row error produces only
sensor position error.. Rigorously it might give rise to
velocity error too. As, i - t, "' PRF.S 0S IV , PRF is the
Pulse Repetition Frequency and S0 the initial sensor
position related to the first row i0 , we have:

nF~ ]a.=-= (s" -s'')O" +(s'2 -s'2)0" +(s'3 -s'3)0"' VS S O .•'' 0 .1.x2 O ,,xJ
0

When working in the left referential, we consider that
row matching error only generates sensor position error
on x, axis (along track direction).

Influence of the crossing and stereo angles

We can observe that the error model depends on:
- stereo angle by ~ /\ S 2P)

crossing angle by ~ /\ v;)
Doppler angle by t" /\SJ).

We work in the left referential. Briefly, let us remind the
parallel and zero Doppler case. Errors on y, and z, P
coordinates are decorrelated from the x, P-coordinate
error. The errors along y, and z, axes are due to look
angle and range errors (so on r., s;1,s:' ), whereas x,
coordinate errors occur when a non-zero Doppler is
introduced (so on s:', v;1, v;' ).

The analysis of the crossing and stereo angles is based
on simulated trajectories. Starting from a reference
trajectory, the other ones are built so that they define an
increasing stereo angle from about 5 to 60° and a
crossing angle of 0, 10 and 20°. The left incidence angle
is around 30°.
The location errors are expressed in pixel unit per error
on the measure of one unit (meter for position and
range, meter/second for velocity). The pixel size on
ground is used to convert the error coefficients in pixel
unit.

In [l], the error effects are studied on each axis. We
prefer here to distinguish error effects on planimetric
and altimetric P-point location. As some measures are
linked, we consider only effects of column, row and
velocity (projected on y, or z, axis) errors (Fig. 2).

The following points are observed:

Table 1: Covariance matrix of the estimated co-ordinates in terms of measures ( i, j E [1,3]2 , t complementary of k)

oov(x.,x,) ~. ~ t[~.(x,);;:Jr.(x,)u,k:- +~)x,J;;: )~. (x,)u,kr]+~.;;:; )~.;;:;k +ti:K,,,p',,"l
D F ( ) - p=I q-1 ·'k °'k

·'' x, .u,, + F'.,2 (x, ).u,,
F,(x,) = 4kT, +~ -s:' ~ ~ ~ -s' )i7+v• N j T,= (s;J>AS;P)(v..(s;J> ,<5,J>))

p k k p k k k . k - Wi )(s:P Wir.(x")=-(xp -s:p )kT;°+~ J Uk= v; Av; SkP.v; Av;))
F,,=4.kr,,.A, /2)"i,+, .M~~u+(J A /2).Nj M, =I ItAs:P)f.Pt As;))]

k k k : k Dk k k U•I

Kp,q.i.J = (F,k(xJ~)(F,k (xJ~)+ (F,k(xJ~)(FJxJ~) N, = ~ [f,"S,,P )f.f, "SJ))]
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Table 2: Parameter (velocity, position, range) precisions
required for a theoretical location accuracy of one pixel
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b-effectof z, -velocityerroron altimetry d-effectof rowerroron altimetry f-effectof columnerroron altimetry
Fig. 2: Location errors due to velocity and matching errors according to stereo and crossing (G) angles (in pixel unit)

couple viewl-view3 view3-view2 view2-viewl
.:19 (0) 30 20 10
G (o) 0.22 0.50 0.38
velocity(mis) 0.05 0.03 0.04
position(m) 0.75 0.32 0.26
ranze(m) 0.65 0.28 0.20

Concerning the influence of the crossing angle:
parameter errors in the orthogonal plane to the
viewing direction (along-track and height axes)
have less effect in parallel case, whereas the impact
of parameter errors in the viewing direction (across
track axis) decreases with the crossing angle.
Velocity measures must be particularly accurate.
Row errors are less penalizing than column errors,
producing location errors inferior to a half pixel.
Thus column errors are limiting, but a precision of
one pixel on altimetry and planimetry can be
reached for a stereo angle greater than about 25°.

It derives that radargrammetry is theoretically possible
with a one pixel precision in some viewing condition.

Application to RAMSES images

Presentation of the images

The images have been recorded by the RAMSES
(Radar Aeroporte Multi-Spectral d'Etude de Signatures,

·.--,. 11--. ••••••••----- ........•
e-effectof columnerroronplanimetry

couple

Table 3: Matching error effect in pixel unit/measure unit

viewl-view3 Iview3-view2 Iview2-viewl

1.99 I 2.77
1.73 I 1.42

0.64 I 0.49
0.22 I 0.09

for more information see [6]) sensor of the ONERA.
Three views of an industrial site are available (Fig. 3).
These images allow the visualization of man-made
structures such as tanks, buildings and streets.

Viewingparameter correction

To improve the geometric modelling that enables the
image-to-ground correspondence, viewing parameters
are corrected with GCP. It consists in adding an offset
on sensor position. The offset is fitted by least squares.
The GCP are selected on the BD TOPO® (IGN, 30
model with a one-meter accuracy).

Theoretical assessment of the three pairs

The error model is applied to the three possible pairs.
We report in table 2 the required precisions on the
parameters to obtain a one pixel location accuracy. The
effect of matching error (table 3) confirm that the
view1-view3 pair has the best potential. The other ones
have a capacity limited by the effect of column errors.
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Fig. 3: Three views of an industrial park in ground-range geometry

s s s

H H

Fig. 4: Beam paths for direct, double and triple reflections

ANALYSIS OF STRONG REFLECTORS dh relative height: dh = h= h,

8 incidence angle on h-point
r2 (dh, r,8) range of the double reflectionThe direct reflections

The surfaces backscatter the radar beam diffusely if they
are rough or specularly if they are smooth. Definition of
smoothness depends on the wave length (2). Specular
reflectors appear on radar images as one or more
punctual strong echo. In the following study, we deal
with the succession of echoes. This phenomenon can be
observed for any high smooth component. In general,
two successive strong echoes are visible (Fig. 5). Here
is proposed a simplified interpretation of the
phenomena, that could be included in our future
radargrammetric chain.
The first echo is due to the specular backscattering from
the top of the structure. The second echo corresponds to
the corner between the structure and the ground (Fig. 4).
Besides indirect mirror reflections occur because of a
smooth surrounding ground. In this case, multiple
reflections happen between the ground and the
component [2). Considering only dihedral reflections
(between two smooth surfaces), we identify double and
also triple reflections if the object is very reflective.

The double reflection corresponds to the path of the
radar beam as shown in Fig. 4, or to the similar path
with a mirror angle on the structure. The beam first hits
the ground or the structure.
In [l], we find that the double reflection corresponds to
the second echo, as the direct reflection from the base.
Let us study the theoretical expression of the difference
of ranges, !:i.r=Ir, (dh, r,8 )- rg(dh, r,8) I.
Supposing that the ground is flat, we have:

r. (dh, r,8) = (r I 2).(1+.J1+4dh cos8 Ir+ 4dh 2 Ir' )
(mirror angle on the ground)

r, (dh, r,8) = r ( 1+.JI+2dh cos8 I r+dh? Ir')

For dh«r: 11r=dh2sin28/2r
So:

f:i.r<O ::::}ldh1<.J2Ho/cos8sin28
The double reflections

It means that the double reflection and the direct
reflection from the base contribute to the same echo
while the relative height is below a threshold. For any
sensor height, this threshold corresponds to an incidence
angle of 54.7° and is written:

dhm,.,=~3..f3H

Theory

We note:
h, base height (so ground height) and rK its range
h absolute height of the object and r its range
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Fig. 5: three views of street lamps in slant-range geometry

Table 4: statistic on ten street lamps. Altimetric (A) and
planimetric (P) distances between the two echoes of

each street lamp

Fig. 6: Extracted Hough circles on the geocoded images (the pixel sizes are different)

counle viewI-view3 view3-view2 view2-viewl
(A)mean(m) 8.09 7.79 8.36
(A)std (m) 0.64 0.71 1.28
(P)mean(m) 0.72 0.65 0.60
(P) std (m) 0.22 0.28 0.81

Therefore, for a sensor height of 2000m, the difference
of ranges is less than one meter while the relative
altitude of the structure is inferior to about 1OOm.

Example of the street lamps

A street lamp induces two echoes (Fig. 5). The first one
corresponds to the direct reflection from the top. The
second echo is the sum of the direct reflection off the
base and the double reflection via the ground as
interpreted before. Of course, the double reflections can
happen at any height of the structure and the
corresponding ranges vary from rrrange to rg-range.

We match manually the maximum pixel value of each
spot and compute their 3D location. According to the
table 4, the stereoscopic pairs lead to very good location
precisions with mean differences between pairs inferior
to 60cm in altimetry and less than 15cm in planimetry.

The triple reflections: interpretation for a gas tank

Echo extraction and matching

Table 5: Reconstruction of the Hough circle centres
(planimetry: distance to real point on BD TOPO®)

results(m) viewl-view3 view3-view2 view2-viewl
echo l : height 41.60 46.46 36.84

olanimetrv 1.30 2.44 9.98
echo2 : height 30.48 30.17 30.68

olanimetrv 2.35 1.98 2.85
echo3 : height 8.78 7.84 9.32

olanimetrv 2.80 2.05 4.67
echo4 : height -12.73 -15.19 -10.91

olanimetrv 3.24 1.48 6.90

Here we are interested in a gas tank. Its image is
composed of four successive echoes (Fig. 6). Only one
side of the tank is visible. The mirror backscattering off
the smooth roof away from the sensor explains this. So
a circular Hough transform is used to define the tank
boundaries on the four echoes and to perform the
matching.
We use a Hough transform based on [7] and adapted so
that the circles go through the highest pixel values under
the bright arc [l]. Here, we look for four circles of same
radiuses.
However as the tank appears to be oval in slant-range
geometry, the Hough process is performed on the
geocoded images (Fig. 6). The geocoding uses a null
height for all points. The extracted centres are then
reprojected in the slant-range geometry, matched and
located by stereo computation (table 5).
We observe that the location of the first echo varies
from one configuration to another. The three other
echoes are quite consistent with a metric accuracy for
the second echo. The imprecision of the circles explains
the location differences for the two last echoes.
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Table 6: difference between theoretical height deduced
from altitudes of echoes 2 and 3, and height of echo 4

results(m) viewl-view3I view3-view2I view2-viewl
heightdifference 0.19 I -0.70 I 1.13

s

H

Fig. 8: Interpretation for triple reflection. Pse(Pre):
intersection point of second (fourth) echo

Qualitative interpretation

The picture of Fig. 7 shows a footbridge surrounding the
tank. It is responsible for the two unusual echoes.
Besides, the roof is mobile. As one of the three images
(view 2) has been taken at a very different date from the
others, the inconsistency of the first echo reconstruction
can be explained by a change of height.

We can find three possible specular reflectors:
the crenelated top of the tank
the metallic footbridge
the corner at the base of the tank.

They give rise to direct backscattering with three
different ranges that correspond to the three first echoes.
The presence of a fourth echo means that indirect
reflections occur, because of a smooth ground. As
previously, double reflections are associated to the third
echo, related to the base. The fourth echo is due to the
footbridge that defines a corner underneath. A triple
reflection then happens from the smooth ground (Fig.4).

Theoretical interpretation

For a flat ground, the range for a triple reflection is:

r, (dh, r,8) = r.Jl +4dh cos8 Ir+ 4dh2 I r '

The negative height of the fourth echo can be explained
geometrically [2]: the two range-Doppler circles
intersect at the symmetric point of the footbridge
reflector under the ground (Fig. 8). Consequently,
supposing a flat ground, the triple reflection altitude is
expressed in terms of the ground height and the
footbridge height by:

h =-(hf -2h,)

Table 6 proves the validity of this formula.

Fig. 7: Picture of the studied gas tank.

CONCLUSION

This study allows us to conclude that radargrammetry is
adapted on high-resolution images. First, a one pixel
location accuracy can be reached for viewing
configurations with a stereo angle above around 25°.
Then a succession of strong echoes, interpreted by
direct and indirect reflections, contain pertinent 3D
information. However the echoes indicate different
altitudes: real height, ground height. Therefore a
processing is necessary to enable echo association and
attribution of the right altitude to the structure.
However, as Doppler angles are different between
images, the pixels of maximum value in spots are not
axactly corresponding points. Their association leads to
matching errors. Image rectification can then avoid this.
Future work will concern automatic matching taking
into account strong reflectors. In addition to strong
echoes and the research of a robust matching, the
complete DEM reconstruction must also consider
typical L-shape buildings and half-circle-shape tanks.
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ABSTRACT

The performance of any synthetic aperture radar (SAR)
is highly dependent on the gain patterns. In particular,
the elevation patterns, which may be different on
transmit and receive, contribute to the overall
radiometric performance. Image quality measures such
as sensitivity and ambiguity suppression determine the
acceptable swath coverage. It is therefore extremely
worthwhile to consider the resulting performance
during the design process. The image quality
requirements can be used as inputs to the gain pattern
synthesis. This iterative process can then be driven by
the user to produce the desired performance, either
using a template or directly against the requirements.
Both approaches are discussed using examples from the
forthcoming ASAR.

INTRODUCTION

Within the highly complex SAR design process one of
the most critical elements is the elevation gain pattern
optimisation. This has a major impact on a wide range
of performance measures from swath coverage through
radiometric sensitivity to ambiguity suppression. The
trade-off process for the selection of individual swaths
is inherently linked to the antenna size. It is therefore
extremely important to ensure that the correct antenna
dimensions are established early in the design process,
prior to any breadboarding and manufacturing.
Subsequently, monitoring of the performance prediction
process allows the overall system design to be
continually optimised against the evolving subsystem
performance predictions.

Traditionally a template has been used as the basis to
determine the required aperture excitations. The
performance requirements for radiometric sensitivity
and ambiguity suppression are translated into
requirements on the mainlobe and sidelobe structure of
the two-way elevation gain pattern. This approach was
used on the ERS AMI, and has been used for ASAR. It

is a sensible approach when using different partners in a
consortium, since it provides an interface between the
beam pattern synthesis and the performance analysis.

Such an approach to the beam pattern synthesis process
means that the optimisation process for the transmit and
receive patterns may be independent of each other.
Consequently, any over- or under-achievement of the
synthesis against the template in one dimension can
only be compensated in the other dimension by altering
the template for the latter dimension. This results in a
potentially time-consuming iterative process involving
template manipulation and pattern synthesis for each
dimension.

The use of a performance-based optimisation process
removes the need for the template altogether. The
radiometric performance, notably sensitivity and
stability, imposes requirements on the mainlobe of the
two-way pattern, whilst the ambiguity suppression
imposes requirements on the sidelobe structure. Rather
than using the template as the measure against which
the synthesis is compared, the performance of the
synthesised two-way pattern can be determined and
used as the basis for the iterative process.

This paper describes the latest upgrades to the synthetic
aperture radar (SAR) Instrument Modelling Software
(IMS) package produced by the Marconi Research
Centre (MRC) under contract to the European Space
Research and Technology Centre (ESTEC). It
represents the latest in a series of software tools used
successfully in the development of spaceborne systems
including the ERS-1 SAR, and the forthcoming ASAR.
IMS provides a facility to support the high-level design
and development of future SAR systems, and provides a
capability to investigate various design options for
multi-parameter SAR instruments. It can be used in
both the design and performance assessment stages of
programmes. Furthermore it is under continual
development to incorporate the latest techniques (e.g.
multi-polarisation operation and spotlight).

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000
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TRADITIONAL TEMPLATE-BASED SYNTHESIS

Historically, the approach used in the beam pattern
synthesis process has been to define a template. This
places requirements on the mainlobe region and the
ambiguity regions to either side.

IMS provides such a facility. Within the IMS template
generation module the performance requirements for
radiometric sensitivity and ambiguity suppression are
translated into requirements on the mainlobe and
sidelobe structure of the two-way elevation gain pattern.
The two-way template is then split between the transmit
and receive beams. Nominally, this is simply an equal
division although the user may assign alternative splits
for the mainlobe and/or sidelobe regions. This can be
beneficial if the aperture constraints being applied to
the transmit and receive pattern syntheses are different
(for example, the transmit beam may only have a
capability for phase variation, whereas the receive beam
can vary both the phase and amplitude of each
element).

The target swath and range ambiguity regions are
considered in terms of the edges of the target swath.
This equates to the extent of the mainlobe of the
template (with allowances for a roll error). The target
imaging geometry and the PRF then determines the
ambiguity regions. The absolute gain requirement on
the mainlobe is determined from the radiometric
sensitivity requirements (e.g. radiometric resolution (y)
or noise equivalent sigma zero (NEcr0)). The link-loss
budget is used to derive the two-way gain pattern
contribution to the signal-to-noise ratio budget.

The relative sidelobe levels are then determined from
the ambiguity suppression requirements. The point
target range ambiguity ratio (PTRAR) imposes a limit
on each ambiguity region individually, whilst the
distributed target range ambiguity ratio (DTRAR)
represents a cumulative measure and so the distribution
amongst the sidelobe regions is somewhat arbitrary.
Within the template generation process the user is given
some guidance towards the distribution, notably
equating to a constant sidelobe level for each
ambiguous location, or a variable sidelobe level for
each ambiguity corresponding to equal powers in the
received signal from each.

The beam pattern synthesis then considers each of the
(one-way) transmit and receive patterns separately.
This means that the optimisation process for each is
independent of the other. Consequently, any over- or
under-achievement of the synthesis against the template
in one dimension can only be compensated in the other
dimension by altering the template for the latter
dimension. This results in a potentially time-consuming

iterative process involving template manipulation and
pattern synthesis for each dimension.

A simple improvement to this process is to consider
both dimensions simultaneously. The synthesis still
uses a (two-way) template as the main driver, but
addresses the product of the transmit and receive
beams. Both beams retain the option of separate
aperture constraints. The key advantage to this
approach is the removal of the template adjustment for
each beam separately.

PERFORMANCE-BASED SYNTHESIS

The use of the template introduces the possibility that
the requirements on the synthesis process are over
specified. In particular, this relates to the distributed
target ambiguity ratio as an input to the template
generation process. The template is based on the
radiometric sensitivity and ambiguity suppression
requirements. As mentioned previously, the
radiometric sensitivity imposes requirements on the
mainlobe of the template, whilst the ambiguity
suppression imposes requirements on the sidelobe
structure. The point target ambiguity ratio requirement
considers each ambiguity separately, and so imposes a
unique requirement on each sidelobe section of the
template. However, the distributed target ambiguity
ratio considers the sum of the returns from the
ambiguous regions. The user then has control of
allocating the allowance from each ambiguity region.
Consequently, the requirement placed on one particular
ambiguity region may be over-specified (since the
synthesis can over-perform in other regions). For the
template-based approaches, this situation would require
the template to be adjusted, and the synthesis
performed again.

Relating the performance directly to the synthesis can
circumvent this procedure. Rather than using the
template as the measure against which the synthesis is
compared, the performance of the synthesised two-way
pattern can be determined and used as the basis for the
iterative process. The user can then trade-off the
different performance measures directly against each
other. For example, they may prefer to improve
ambiguity suppression at the expense of sensitivity.

The synthesis process is driven by the specification
values for the performance measures. The far-field
pattern needed to satisfy the performance requirements
is computed every iteration and the appropriate
adjustments made to the array weights. This approach
is particularly suited to cases where different transmit
and receive beams are being utilised. Relating the
performance requirements directly to the synthesis
process is particularly advantageous for those measures



which are based on a combination of gain values at
different angles, notably the distributed target range
ambiguity suppression. Indeed, the transmit and
receive patterns can be used to compensate for
variations in the other.

BEAM PATTERN GENERATION

We assume that the two-way gain pattern can be
expressed as the product of two separable l-d cuts.
This is based on underlying assumption of a rectangular
lattice for the radiating elements. Furthermore, only the
error-free syntheses are performed. The inclusion of
errors can be accommodated as an off-line activity.
This is a reasonable approach since the inclusion of
errors tends to vary from case to case (and will depend
upon the actual antenna layout in terms of T/R
modules, sub-arrays etc.).

The elevation gain pattern is based on the co-polar
element pattern and the array distribution. The
synthesis process determines the latter settings. These
are derived using the successive projections synthesis
method. This is an iterative process that determines the
phase and amplitude settings (weights) across the
aperture. The initial array distribution can be user
defined or determined by the synthesis process itself.
For a given set of weights the far-field gain pattern is
determined. The far-field point for which the
difference between the pattern and the template is
greatest is found. A revised set of weights are produced
which satisfy the template at this point and which also
involve the minimum change to the previous set of
weights. This process continues for a specified number
of iterations or until the template is met.

ONE-WAYTEMPLATE-BASED TRADE-OFFS

The template used on input to the beam pattern
synthesis process represents the effective one-way gain
pattern template, and is simply half of the two-way
template. The 2 one-way templates can then be
adjusted by updating two parameters. The first allows
the user to define the proportional split in the two-way
mainlobe gain requirement between transmit and
receive. Similarly, the second allows the user to
apportion the sidelobe contribution between transmit
and receive. These adjustments tend to be useful when
the transmit and receive beams use different aperture
constraints.

For any given synthesis we can determine the
performance. Thus, we have the potential to provide a
trade-off capability within the synthesis process based
on the resulting performance. This trade-off can be
driven by adjustments to the array gain margin for each
pattern.
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Normally, the array gain margin is used to relate the
directivity to the gain, and so can be thought of as the
antenna losses. However, during the synthesis process
they can be adjusted artificially as a means of aligning
the achievable mainlobe gain with the template
mainlobe requirement. This provides a useful short cut
if the template mainlobe and achievable gain is
significantly different, and does not require the template
to be modified. By allowing the user to specify a range
of adjustment margins in each dimension we can
produce a 2-d trade-off for each performance measure.
Note that the performance is then calculated using the
appropriate phase and amplitude settings, but with the
adjustment margins removed.
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Fig. l(a): One-way Template-based DTRAR Trade-off

Key NEsO (dB) (Separate Tx/Rx)

-5· Oi'

~ -10 .

~
c
2" -2
0
E
{}.

-15- -4

-20- -6

-12 -10 -6 -6 -4
Tx margin (dB)

Fig. l(b): One-way Template-based NEcr0Trade-off

Figs 1(a-b) show the DTRAR and NEcr0 performance
for the swath denoted IS3 in the ASAR Image mode.
This swath has proved to be particularly problematic in
achieving good performance. It is primarily due to the
fact that the near range ambiguity lies very close to the
nadir region (i.e. small incidence angle). In tum this
leads to large ambiguous returns - the radar cross
section model used on ASAR is a combination of land
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and sea models and represents quite a severe worst case
scenario).

The diagrams show each performance measure in terms
of contour levels, spaced at 5dB intervals. The legend
beside each contour plot shows the data range in that
plot. The colour range is normalised for each plot. The
darker regions demonstrate good performance (<-20dB
is compliant for each measure for this swath). The
DTRAR has an optimum value of -2ldB whilst NEcr0
reaches -24dB (but not simultaneously). It can be seen
that the performance appears to be cyclical in nature
with respect to the transmit margin. For the range
considered optimal performance appears to be produced
for a transmit margin of between -6dB and -5dB,
coupled to a receive margin of -4.5dB.

TWO-WAY TEMPLATE-BASED TRADE-OFFS

As discussed previously the main limitation of the one
way template-based beam pattern synthesis is that each
dimension is considered separately. The optimisation
process for each is independent of the other, and
consequently any over- or under-achievement of the
synthesis against the template in one dimension cannot
directly be compensated in the other. This limitation is
overcome if the synthesis considers the two-way
template.

In this synthesis process the defined two-way template
is compared with the two-way pattern product and the
maximum error found. The weights of both the
transmit and receive beams are adjusted to achieve the
required two-way product (again using the method of
successive projections). The synthesis process
alternately attempts to optimise the transmit and receive
patterns (using the current 'best' pattern for the other
dimension when comparisons are made with the
template).

This approach to the beam pattern synthesis is
particularly suited to cases where different transmit and
receive beams are being utilised. For example, it may
only be possible to adjust the phase of the excitations
on the transmit path. Often this is the case when
maximum power is to be transmitted (although this
does not necessarily lead to optimal performance). The
power loss associated with the use of amplitude
weighting on transmit (depending upon the antenna
design) may mean that the optimal overall performance
is achieved with two distinct patterns.

Figs. 2(a-b) show the corresponding performance for
this two-way template case as considered for the one
way template approach shown in Figs l(a-b).

This shows similar performance to the one-way
template-based approach. However, the preferred
solution can usually be found using fewer iterations
(although each iteration takes longer to perform).
These contour plots were produced using 50 iterations
for each margin combination. This comprises 5
transmit pattern iterations coupled to 10 receive pattern
iterations. This compares to 500 iterations for each
dimension in the separate one-way template example.

This approach is better suited to producing flatter
mainlobe characteristics. By synthesising both beams
simultaneously the variations in one can be offset by the
other. This is much harder to accomplish with the one
way template-based approach. There, the mainlobe
characteristics are controlled by the mainlobe allowance
(effectively the peak-to-peak variation).
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Fig. 2(a): Two-way Template-based DTRAR Trade-off
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Fig. 2(b): Two-way Template-based NEcr0Trade-off

The optimum DTRAR is -26dB whilst NEcr0 reaches
-25dB. As with the one-way template case the user can
use this 2-d trade-off capability to home-in on their
preferred balance between the different performance
measures.



The trade-off facility provides the user with a capability
to select their preferred antenna patterns based on the
resulting performance, which is ultimately the main
aim. Compliance against the template is effectively an
artificial requirement.

PERFORMANCE-BASED SYNTHESIS

The preceding technique considers both propagation
directions simultaneously, but still uses a template as
the main driver. The key advantage to this approach is
the removal of the template within the synthesis
process. The use of the template allows the
requirements on the synthesis process to be (possibly)
over-specified. If the requirement on the template
region is uniquely defined (e.g. by the PTRAR for the
sidelobe regions, or the radiometric sensitivity for the
mainlobe) then there is no freedom in the template
definition. However, for the DTRAR the user
essentially has control of allocating the distribution of
the requirement between each ambiguity region. A
template is a single example of a possible solution to
the DTRAR requirement. By not using a template we
allow the synthesis process greater freedom.

The complexity of this approach depends upon the
number of performance measures used to drive the
synthesis. We offer the user the basic case that uses the
NEcr0 requirement to drive the mainlobe characteristics,
coupled to the DTRAR requirement to control the
sidelobe structure. Additionally, the PTRAR and
Radiometric Stability (Rstab) can be specified. These
drivers are included once the main two drivers have
been met. The Rstab controls the gain slope at the
edges of the mainlobe by imposing an additional
constraint on the mainlobe (peak-to-peak) variation.
The slope tends to be greatest at the edges of the swath.

The synthesis process uses the performance measures
to define an internal template. This template is
continually adjusted depending on the current synthesis
performance. For example, if the ambiguity
suppression is insufficient at one location the internal
template will be adjusted for that location. The
performance is determined for a number of positions
across the target swath. These are used to adjust the
mainlobe requirements on the internal template. For
the sidelobe regions all the ambiguity locations
corresponding to each particular target location are
adjusted equally based on the performance shortfall.

This simplifies the procedure and is possible due to the
fact that the performance measures and adjustments are
made in decibels (i.e. on a relative scale).

The performance of this synthesis approach is
ultimately dependent on the performance requirements.
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Sensitivity is directly proportional to the system power
budget, whilst DTRAR performance is highly
dependent upon the radar cross-section model(s). The
user should be aware of the trade-offs between the
performance measures when specifying them. For
example, if the aperture can produce more gain than is
required to meet the sensitivity requirement, the
synthesis process will attempt to distribute the
remaining available gain across the sidelobe regions
(principally in the 'don't care' gaps between the
ambiguities) which may then lead to poorer ambiguity
suppression. As with the template-based approaches a
trade-off capability is provided to assist in the system
design optimisation.
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Fig. 3(a): Performance-based DTRAR Trade-off
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Fig. 3(b): Performance-based NEcr0Trade-off

A single margin is offered to control the trade-off
process. The lower bound on the mainlobe gain
requirement is dependent on the sensitivity
requirement. The user is offered the opportunity to
vary this requirement. This leads to different synthesis
solutions as the algorithm attempts to achieve the
desired mainlobe gain whilst providing sufficient
sidelobe suppression in the ambiguous directions. Figs
3(a-b) show an example of the l-d trade-off for the
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same case as shown previously. Similar plots can be
produced for the template-based cases by taking cuts
through the contour plots. For this synthesis
requirements of -20dB for NEcr0 and -24dB for
DTRAR were specified.

Fig. 4 shows the resulting 2-way beam pattern, which
uses phase-only control for the transmit pattern. The
suppression of the sidelobes in the ambiguous regions
can clearly be seen.

2-woy Tx/Rx Goin Pattern100~~~~~~~~~...e.-~,__,..._,~~~~~~~~~~~~

80

60

-20

-50 1000 50
LOok angle (deg)

Fig. 4: Performance-based 2-way Gain Pattern

CONCLUSIONS

The elevation beam pattern synthesis for SAR systems
has been demonstrated. Techniques using a template to
drive the synthesis process have been shown for cases
using separate or combined transmit and receive
patterns. A capability to trade-off the image quality
performance is used to control the overall process.

An alternative approach using the performance
measures to directly control the synthesis process,
without the need to specify a template, has also been
presented. This uses the radiometric performance
(sensitivity and stability) to drive the mainlobe
characteristics, whilst the ambiguity suppression is used
to control the sidelobe structure.

All the techniques have been incorporated into the latest
version of the MRC SAR Instrument Modelling
Software (IMS). These techniques will be beneficial to
the assessment of any future systems. They allow
alternative optimisation of the beam patterns with direct
assessment of the performance implications.

The performance-based approach allows the user to
vary the performance requirements during the synthesis
trade-off process and so examine the limits of
achievable performance rapidly. Additionally, this
provides a facility to design the error-free beam patterns
to satisfy requirements which then accommodate some
level of margin to allow for possible degradation during
the instrument lifecycle.
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ABSTRACT

The use of wavelet and wavelet packets basis for
synthetic aperture radar (SAR) raw data compression is
investigated. Moreover, the performance of signum
coding (SC) techniques, advantageously adopted for
real time processing, is presented in terms of bit rate
reduction and quality parameters evaluation.

INTRODUCTION

The development of advanced SAR systems for
earth observation from satellite, offers flexible
microwave . imaging sensors, capable of multiple
imaging modes and resolutions. These features together
with the wide swath requirement, determines the
production of a huge amount of data, that have to be
processed to generate the high resolution image. Due to
the large amount of data to be processed, the received
signal is quantized using from 3 to 8 bits, properly
coded and transmitted to the ground, where the image
formation process is performed. The amount of
produced data is then constrained by on board storage
and downlink bandwidth. To manage this problem,
many efforts have been taken place in order to develop
suitable compression techniques of the bit stream
necessary for raw data coding [1-5], that well adapts to
the particular raw data statistics.

To develop suitable compression techniques the
particular statistics of received raw data has to be
considered. The received signal can be viewed as a
(complex) random process, whose real and imaginary
parts are Gaussian, with zero mean and identical
variance, and uncorrelated. It can be also shown that
adjacent samples, in both range and azimuth directions,
are low correlated. These features make conventional
image compression techniques not very convenient.

The most widely used compression techniques is the
Block Adaptive Quantization (BAQ), due to its
simplicity for coding and decoding. This technique
consists on an optimal scalar quantizer, which adapts to
the changing levels of the signal to be quantized [2]. It
can be used also a non-uniform quantizer (or Lloyd
Max quantizer) that minimizes the Mean Squared Error
(MSE) for a given number of quantization levels [6].
The algorithm divides the raw data in blocks, and for

each block computes the standard deviation o , in order
to determine the optimum quantizer (see Fig. 1). The
minimum block size is selected in order to guarantee a
Gaussian statistic within a block; the maximum block
size is limited by the fact that the signal power should
be approximately constant in the block.

BAQ

Raw Data Block variance O'
- •...~ computation

~

•...

Delay +a
line Compressed

\ 1

N-level Raw Data
Lloyd-Max

...,,,-
quantizer

Fig. 1: BAQ quantization of the raw data

Vector quantization techniques [3], allows a small
improvement at expenses of a noticeable increase of
complexity.

In order to reduce the quantization error and to
increase the compression ratio, other techniques
combining the advantages of BAQ and vector
quantization have been developed [2,4]. They allow a
small improvement of the performances, at expenses of
a noticeable increase of complexity.

Transform coding algorithms can be also applied.
They are based on the decomposition of the signal to be
encoded in an orthonormal basis. Then, to construct a
finite code, each decomposition coefficient is
approximated by a quantized variable. If a wavelet basis
is adopted, different quantization strategies can be
followed for the different resolution frames in which the
data are decomposed.

Other techniques, which are based on signum coding
(SC) of the raw signal [7], besides to data compression,
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allow to deal with binary sequences, that can be
processed in real time by using low-cost, low-weight
and low-power consumption dedicated hardware [8].

The performance of the above mentioned
compression techniques, applied to the SAR raw data
signal of ERS-1 mission relative to Fleevoland (The
Netherlands) test site, is presented. Different quality
parameters are computed on the SAR images, obtained
after processing the compressed data.

WAVELET TRANSFORMCODING

Transform coding algorithms decompose the signal
to be encoded in an orthonormal basis. Let us consider
for the sake of simplicity a one dimensional case. If we
adopt a wavelet basis 1fJ n,m , the SAR raw signal can be
expressed as [9]:

(1)

where the orthonormal wavelet coefficients are given by
the inner product:

(2)

In order to compute a separable two-dimensional
wavelet decomposition of an image, one-dimensional
quadrature mirror filters are used, in both horizontal and
vertical directions, combined with downsampling. In
multilevel octave-band decomposition, the coarse
resolution image is then further decomposed in the same
way (see Fig. 2). The tree in Fig. 3 is then spawned by
the scaling/wavelet filter pairs.

inp'::!_
sequence

Fig. 2: Octave-band filter banks

To construct a finite code, each decomposition
coefficient has to be approximated by a quantized
variable cn,m = Q(cn,m ). An entropy constrained scalar
quantizer has to be designed .in such a way to minimize

the entropy of the quantized coefficients for a given
distorsion rate

(3)

The distortion rate depends on the choice of the
orthonormal basis and of the quantizerQ .

Fig. 3: Wavelet decomposition tree

An advantage of the application of a multiresolution
decomposition is that we can use different quantizers
and associated entropy coders, optimized for the statistic
of each frequency band of wavelet coefficients. A bit
allocation algorithm can then be used to distribute bits
among the subbands.

A popular bit allocation criterion is given by [10]:

where R is the desired overall bit rate, R, is the bit rate
for the ith subband, <J"; 2 is the variance of the ith
subband, a; is the relative area of the ith subband

N
(normalized so that La; = l ), and w; are weighting

i=I

factors accounting for the variable gain effects of the
inverse transform among different subbands.

Given the bit allocation (bit rate) for each subband,
the continous-valued wavelet coefficients are converted
to a set of symbols that can be transmitted with the
available bits. As far as the choice of the quantizer is
concerned, it is well known that at low bit rates uniform
quantizer is not optimal [l l]. A non-uniform quantizer
consists in quantizing to zero the coefficients whose
amplitude is outside a proper interval [-T, T] and
uniformly quantizing the others. This is an optimal
entropy constrained quantizer if the decomposition basis
is chosen so that many coefficients are close to zero and
few of them have a large amplitude. The position of
zero versus nonzero quantized coefficients is stored in a



binary significance map. This map is commonly
recorded with a run length coding, that is entropy
encoded.

The wavelet coefficients are scanned in a predefined
order, in such a way to properly exploit the energy
correlation properties of the wavelet coefficient at
different scale levels. In the same scanning order the
amplitudes of the nonzero quantized coefficients are
also entropy encoded with a Huffman or an arithmetic
coding, and transmitted together with the coded map.

The total number of bits necessary to encode a data
frame is then given by the number of bits necessary to
encode the significance map plus the number of bits
necessary to encode the significant wavelet coefficients.
Of course, the total bit rates decreases as the coefficients
pdf p(x) becomes more peaked, that is the number of
significant coefficients decreases and the map becomes
more correlated.

(a)

(b)

Fig. 4: (a) pd/ of the raw data (b) pdfs of the wavelets
coefficients for different subbands.
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In our case, due to the particular nature of the SAR
raw data to be quantized, the pdf of the wavelet
coefficients in each subbband is not as peaked like in
common image compression applications (see Fig. 4),
so that the number of significant coefficients is not very
low and the bit rate required for map coding is
commonly very close to one.

The wavelet transform, however, is only one of
many possible transforms that are derived from the
same scaling/wavelet filter pairs. A generalization of the
wavelet transform basis is given by the family of the
wavelet packets basis [12], whose complete
decomposition tree (uniform decomposition) is shown
in Fig. 5.

This generalization of the traditional wavelet filter
bank structure permits the representation of a signal by
one of many bases given by the ensamble of all possible
scalings and translations of the same scaling/wavelet
filters, that optimizes a given quality criterion. This best
basis can be then obtained by properly pruning the
complete wavelet packet tree (see Fig. 6) [12].

Fig. 5: Wavelet packets complete tree

Fig.6: Waveletpacketsprunedtree

The pdfs of the subband coefficients obtained by
applying a 3-level complete tree wavelet pakets
decomposition are shown in Fig. 7. The different
statistical distribution of the coefficients in different
subbands is evident.
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Fig. 7: pdf of the coefficients for different subbands
obtained by a 3-level wavelet pakets
decomposition

SIGNUM CODING OF RAW DATA

Let us consider the expression of the raw signal iilt)
received on board from the SAR antenna, in its
analytical form:

ii(t )= A(t )exp{; [2nf0t +~(t )]}+ n(t )= u(t )+n(t ~ (5)

constituted by a deterministic part u(t), and by an
additive Gaussian random component n(t) with zero
mean, and variance o; . f 0 is the intermediate
frequency, and A(t) and s (t) are envelope and phase
of the analytical signal. Let us denote with B the signal
bandwidth.

To quantize the received signal (5) at one bit is
equivalent to take the signum of its real (9\ ) and
imaginary (g ) parts. It has been shown [7] that, when
the noise power is sufficiently large with respect to the
signal power, like in common SAR applications, the
signum coding (SC) quantization renders its spectrum
as the sum of partial spectra related to the odd signal
harmonics vm , that are centered at frequencies
jm-lmf0, and exhibit bandwidths mB, proportional to
their order. Consequently, the partial spectra will be
positioned accordingly to the values assumed by the
three parameters f 0, B , and m. In particular for an
assigned value of B , f0 can be properly chosen in such
a way to avoid the overlapping between the most
significant harmonics.

The normalized amplitude of the Fourier transform
(FT) of the SC signal relative to a point scatterer
response, averaged over the noise, with B = 6MHz and
f 0 = 20MHz, is shown in Fig. 8(a). It is possible to
distinguish the fundamental harmonic v1 , whose FT is

equal, but for a constant factor, to the FT of the original
signal u (see Fig. 8(b)), and all the other (most
significant) harmonics v3, v5, v7, v9, v11, whose
central positions on the frequency axes, and whose
relative bandwidths assume the predicted values. Note
that the value of f0 has been chosen sufficiently high,
in such a way to avoid the overlapping of the harmonics
of order lower than thirteen.
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Fig. 8: FT normalized amplitude of a point scatterer
response obtained by: (a) SC data; (b)
conventionally quantized data

In the practical cases the raw signal is available in a
sampled form, then the sampling effect has also to be
considered. Sampling at rate f 5 renders in fact the
signal spectrum periodic of period f s , thus determinig
aliasing between harmonics.

Very often the SAR raw signals are available in the
baseband carrier-quadrature form ( fo =0 ). In this case,
all the partial spectra, for each m, are centered on the
origin of the Fourier domain, while their bandwidth mB
is still proportional to the order m. If we choose a
sampling frequency t,~2B, we can observe (see Fig.
9) that all the harmonics spectra are overlapped each
other in the low-frequency part (between -BI 2. and
BI 2 ), but no aliasing between v1 cc u and the replicas
of v3 is present in this range. Note that, in order to
obtain such a behaviour, we should sample the signals at
a rate at least 2 times larger (along each image
dimension) than the Nyquist frequency B, usually
adopted in the conventional case. This leads to an SC
data dimension that is almost the same of a 4-bit
quantized signal sampled at the proper sampling
frequency B, and that is half respect to a 8-bit quantized
signal sampled at B.

In this the third harmonic can be partially filterd out



by the processing for the SAR image formation.
Aliasing effect due to higher order harmonics is very
negligible due to their negligible amplitude.

-·-____ ,, _
Fig.9: DFT normalized amplitude of a low pass

response

NUMERICAL EXPERIMENTS

To test the performance of the presented methods, a
set of SAR raw data of the ERS-1 mission, relative to
Fleevoland (The Netherlands) test site, has been
considered. The considered data frame is of 2048x4098
samples in the azimuth and range directions
respectively.

Different quality parameters have been computed on
the SAR images, obtained after the processing of the
compressed data. In particular, the most meaningful
parameter is the signal to noise ratio (SNR), computed
as the reciprocal of the normalized mean square error
between the (complex) image obtained by coherently
processing conventionally 5-bits quantized data y and
the one obtained by compressed data y . It can then be
expressed as:

SNR = SAR image power
quantization noise power

llG(y)-G(y)ll
lly-yjj

(6)

where G is the operator performing the SAR image
formation.

It has to be noted that the SNR computed on the
focused images is certainly higher of the one computed
on the raw data, due to SAR processing that processes
coherently the useful signal and incoherently the
quantization noise.

Other quality parameters are the integrated side lobe
ratio (ISLR), and the image dynamic range, which is
strictly related to the radiometric resolution [7].
The results obtained by using the BAQ Lloyd Max

compression technique are summarized in Table 1.
In Table 2 are reported the results obtaineb by using

the compression technique using a complete 3 levels
wavelet packet decomposition (or uniform wavelet
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decomposition), and the bit allocation given by (4).
As far as SC techniques is concerned, we first

consider the images obtained starting from SC data
sampled at a rate tailored on the conventional signals,
i.e., we do not neither oversample nor interpolate the
involved signals. Then, we consider 2:1 oversampled
SC data (i. e., using a double sampling frequency along
azimuth and range directions), providing improved
quality images. The obtained binary data frames are run
length encoded and entropy encoded. Obtained results
are shown in Table 3. It can be noted that the
performance of the method is not very satisfactory from
the point of view of the achieved data rate reduction for
a fixed SNR value. However it has to be considered that
its main advantage is the possibility of performing real
time processing using a very simple hardware [8].
Moreover, better results can be achieved if more
efficient compression techniques, exploiting the higher
correlation introduced by oversampling, are used for
coding the 2:1 oversampled data frame. Then an
improvement is expected by applying one of the several
techniques developed for fingerprints compression [13],
and by using iterative algorithms for a bandpass signal
reconstruction from zero crossings by projections on
convex sets [14]. These last points need to be further
explored in future work.

ISLR ISLR Dynami Rad.bps SNR azimuth c
(b/s) (dB) range Range res.

(dB) (dB) (dB) (dB)

Ref. -22.53 -17.59 57.43 21.734.82
2 11.11 -22.56 -17.61 54.95 20.84

1.5 8.86 -22.51 -17.63 53.90 20.47

I. 5.44 -23.42 -17.62 52.13 19.84

Table 1: Quality parameters computed on the images
(after SAR processing) obtained by BAQ
Lloyd Max compressed raw data.

!SLR !SLR Dynami Rad.bps SNR azimuth c
(b/s) (dB) range Range res.

(dB) (dB) (dB) (dB)

Ref. -22.53 -17.59 57.43 21.734.82
2.05 11.46 -22.31 -17.44 54.19 20.57

1.51 8.82 -22.77 -17.79 54.68 20.74

1.02 5.43 -23.16 -16.98 54.77 20.77

Table 2: Quality parameters computed on images (after
SAR processing) obtained by wavelet pakets
coded raw data.
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ISLR ISLR Dynami Rad.bps SNR azimuth c
(b/s) (dB) range Range res.

(dB) (dB) (dB) (dB)

Ref. -22.53 -17.59 57.43 21.734.82
1. 5.27 -21.76 -17.09 53.36 20.28
2.6 8.44 -21.93 -17.15 57.18 21.64

Table 3: Quality parameters computed on images (after
SAR processing) obtained by SC coded and SC
coded upsampled data.
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ABSTRACT INTRODUCTION

In this paper, a new method for compressing with loss
temporal series of SAR images is proposed. The aim of
this compression strategy is to compress images as and
when acquired. Then, a reference image is used as an
input in the compression process and all the images of
the scene have to be co-registred. Then, the image ac
quired at time to - 1is used as reference for compressing
the image acquired at time t0, and so on. The compres
sion is achieved through affine transformations, compa
rable to the ones used in fractal coding, but applied in
a non-convergent way. Blocks in the image to be com
pressed are defined by a non-overlapping recursive parti
tion. Those blocks are remplaced by blocks taken from
the reference image at the same location, on which affine
transformations, containing isometries and grey level ad
justments, have been applied. In order to avoid inher
ent low-pass effect and texture restitution bias of com
pression algorithm, grey level adjustment have been cal
culated to minimize .C1-basederror criteria. This algo
rithm is very powerful and outperforms classical com
pression algorithms (such as JPEGor wavelet-based com
pression methods) at high compression ratio with poor
loss of information. Moreover, the compressed code can
be viewed as a description process which points out evo
lution between the image to be compressed and the refer
ence image. Some results are presented with ERS images
of French Guyana, which can be compressed at 40 : 1
while still remaining of sufficient quality for land use
monitoring.

Images are of interest for a large number of applications.
In teleconferencing, compression allows two simple PC
to communicate through telephonic support. In medi
cal imaging, it is possible, thanks to adapted compres
sion to share results of examinations between doctors to
help non-specialists into their diagnostic. To perform en
vironment monitoring, compression is to be considered
to manage a large amount of data and to perform multi
temporal analysis.
Nevertheless, the main core of image compression tech
nology consists of 3 processing steps: pixel transforms
(such as DCT or DWT), quantization (scalar or vecto
rial) and entropy coding (as the arithmetic encoding or
L'ZWdoes) [1]. The next section will focus on problems
yielded by such a low-pass filtering-based compression.
Then, it is proposed, in the case where a set of co
registred SAR images has to be compressed, to adopt
a multi-temporal point of view. This knowledge based
strategy allows to compress images as and when acquired
and may be viewed as a lossy description process be
tween an image acquired at time to - 1and the image
to be compressed, acquired at time t0.

COMMON COMPRESSION PROBLEMS

Most of the lossy image compression algorithms achieves
compression through a low-pass filtering strategy. Or
thogonal transforms present information in a frequency
point of view, and most of the quantization and bit al-
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(a) original ERS
image

(b) T/ = 21 : 1 (c) T/ = 22: 1

Fig. I: Example of compression ofERS image: JPEG compression (b),
Davis's SQS compression (c). SAR ERS images @ESA.

location techniques are based on Human Visual System
(HVS) which acts as a low-pass filter. Moreover, high
frequencies are often considered as noise signatures that
may be filtered. The quantization table that is in use
for compressing grey level images with the JPEG stan
dard is more selective for high frequency DCT coeffi
cients than for the lowest frequency coefficients (99 for
the highest DC coefficient while 11 for the lowest DC
coefficient of the 8 x 8 DCT blocks) [2]. In [3], An
tonini & al. apply a bit allocation technique to perform
the wavelet-based compression. 0.5 bpp are allocated for
finest scale wavelet coefficients (high frequency equiva
lent) while 2 bpp are dedicated to the coarse scale (low
frequency equivalent). Efficient wavelet-based compres
sion algorithms, that use efficient partitioning of coeffi
cients, such as the Zerotree concept [4], SPIHT [5] or the
SFQ [6], are based on an efficient encoding strategy of
zero-value (or insignificant) coefficients.
Fig. 1 shows an example of a compression at 'T/ ~ 20 :
1 of ERS-1 rice cultures image acquired over French
Guyana. This acquisition is dedicated to monitor agri
culture activities and extentions. Then, it is necessary to
distinguish forest areas and cultivated fields. This point
is achieved by a texture analysis. Moreover, field ex
tention may be characterized by structure analysis of the
speckled image. It is shown that the JPEG compression
does not fit remote sensing problems. On image (b), rice
field surface estimation would be achieved with a dra
matic bias that is appalling. Also, the image (c) does not
suffer from blocky effects. Nevertheless, the smoothing
effect that is yielded with the strong quantization of sig
nificant wavelet coefficients does not allow any texture
analysis that may distinguish forest and fallow fields.

MULTI-TEMPORAL COMPRESSION

The multi-temporal point of view for compressing a set
of images that have the same location and have been ac
quired at different dates, may be used efficiently to avoid
the low-pass effect of strong compression. In order to

compress a set of images as and when acquired, a ref
erence image is used as a blockwize basis and the im
age to be compressed is describe with the knowledge of
the reference image. The strategy is closed to the Vec
tor Quantization (VQ) strategy except that in the case of
the use of a reference image, blocks may be considered
as truth samples as they have been acquired by a given
captor. The basic skim of mutli-temporal compression
of co-registred images is shown on fig. 2, and points out
concepts of recursive partition, block transformation and
error criteria.

Recursive partition

Blocks of the image to be compressed and blocks of the
reference image are defined by a recursive partition. The
partition is very similar to the quadtree partition, but has
been upgraded with new shapes such as triangles and
rhombs [7]. During the compression step, large blocks
are considered to be substituted by blocks of the reference
image. According to an error criteria, if the substitution
between two blocks is too erroneous, the current block
is decomposed in order to yield the most homogeneous
sub-blocks, choosing between the quadtree way (i.e. four
smaller blocks) or some triangles. The substitution pro
cess continues with the smaller blocks until limited error
or one of those smaller blocks reaches the smaller size
(fig. 2).

Block transformation

Each blocks of the reference image is transformed with
an affine transformation that fit the template (1) :

(1)

Affine transforms are compactly encoded if the
([ab] [c d]) matrix, that characterizes geometric transfor
mation, is limited to height possibilities (Identity, rota
tions of 7r /2, 7r and 37r /2, and horizontal, vertical and

Reference image

Image to be compressed

Fig. 2: General skim of co-registered image compression.



diagonal symmetries). Massie transformation, as written
with the scale factor s and the offset o, has to be scalar
quantized. The translation (tx, ty) is to be applied to the
block of the reference image (denoted d, as inspired by
the domain blocks concept of fractal encoding) to fit cur
rent location of the block the be subtituted (denoted r, for
range block).

Error Criteria

Given a block r to be substituted by d for encoding, an
affine transform w have to be found in order to minimize
the distance between r and w(d). The minimization is
achieved in two steps: first, find the best isometry (geo
metric transformation) so that the structural properties of
the two blocks r and d may match each other. Then, find
the massic transformation (s, o) in order to minimize the
MSE.
The isometry to be applied to d may be easily found
thanks to a pre-classification step that was propsed by
Fisher [8] for a quadtree-based fractal encoding. This at
tempts to find an isometry iso to each block in order to
classify the block in to one of the 3 templates that orders
grey levels means of each sub-blocks of size B /2 x B /2
if d is of size B x B.
Then, if iso., (respectively iso.) is the isometry to be ap
plied in order to classify d (resp. r) into one of the 3
classes, then iso;1 o iso., is the isometry to be applied
to d in order to fit r, Latter, pixels of the isometrically
transformed block d will be indexed diso( i) instead of the
original d;.
Then, the massic transformation parameters (s, o) can be
estimated directly in order to minimize the Mean Abso
lute Error (MAE), which is an L'.1-based error criteria that
fit textured images:

1 N
EMAE = N ?= lsdiso(i) + o - r;I· (2)

i=l

where N is the number of pixels in r (typically B x B
for square blocks).
Optimal parameters may be estimated through a min
imization problem. Let's consider a random variable
X which has an expectation E[X]. The expression
E[IX - ai] is minimum when a is the median of X.
Re-writing (2) as E[i(R - s D) - oi], o can be found
to minimize MAE calculating the median of the random
variable R - s D. Even if o may minimize exactly
MAE, the evaluation of s is more difficult. Knowing that
Isdiso(i) + o - r;I ~ is diso(i) - r;I + [o],MAE can then
be upper-bounded when s be the median of the random
variable R/ D (talking into consideration pixels diso(i) -
realizations ofD- not null).
Even if the algorithm finds the optimal affine transform,
to fit the current range block, the error of the blockmatch
ing may remain too high (over a threshold). In that case,
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(a) (b) (c)

(d) (e) (f)

Fig. 3: Multi-temporal registered image compression. Original set (a,
b, c). Compressed images (d) 1/ = 36.5 : 1, (e) 1/ = 38.6 : 1, (f)

1/ = 39.4 : 1. SAR ERS images @ESA.

the range block is decomposed, yielding new smaller
blocks, and the algorithm continues the block matching
with the new ranges (fig. 2).

APPLICATION TO ERS IMAGES

Fig. 3 shows compressions of ERS-1 rice fields images,
acquired over French Guyana. Compressions achieved
by the affine transform-based formalism, have been as
sociated with the L'.1-based error criteria. The aim the
compression strategy is to compress images as and when
acquired. Thus, a compressed image becomes reference
for the next compression.
Then, images have been compressed at a compression ra
tio varying from 35 : 1 to 40 : 1, that means that the vol
ume of the compressed code is between 35 to 40 times
smaller than the volume of the uncompressed one. It is
interesting to note that no blocking effect can be distin
guished easily, instead of the block-based approach. In
fact, the use of MAE allows to restitute textures with a
better accuracy than the simple MSE so that no smooth
ing is introduced. Nevertheless, even if structures are
well localized, and the visual restitution is much more
satisfactory, the pixel to pixel restitution is much more
erroneous with the MAE criteria than the standard MSE
criteria.
The MAE criteria requires median calculations to evalu
ate (s, o) parameters and to decide the decomposition of
the recursive partition. Then, MAE complexity may be
considered as appalling. Nevertheless, the co-registered
image compression is based on a domain-range substitu-
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tion with blocks that have the same location. Finally, less
a minute is required for compressing 1024 x 1024 16 bit
images.

ANALYSING THE COMPRESSED CODE

Affine transforms achieved a link between domains of
the reference image and ranges of the image to be com
pressed. This link includes scale and offset adjustments
that transform d to fit r grey level distribution. Then,
affine transforms can be viewed as a compact terrain
modification description that is observed between the two
images. Thus, scale factors may be considered as modi
fication descriptor and time analysis may be investigated
directly into the compressed code.
Fig. 4 shows such an analysis of the compressed stream.
In the description process between the reference image
and the image to be compressed, scale factors of affine
transformations have been stressed. Considering values
of s as pixel-values, it is possible to draw an image of
time-modification that is registered with the image to be
compressed. Image (a) may be interpreted as contrast
evolution between images (a) and (b) of fig. 3, and im
age (b) as the evolution between images (b) and (c) of
fig. 3. Then, scale factor images proved to point out
ground modification of rice fields, which may be very
useful as this underlined is achieved in 40 times smaller
memory space than the one required to analyse one of the
two images.

CONCLUSION AND FUTURE WORK

While classical compression techniques are divided
in three steps, transformation-quantization-entropy cod
ing, that yield a low-pass effect compression, affine
transform-based multi-temporal compression achieves
compression of co-registred images through a lossy de-

(a) (b)

Fig. 4: Groundevolutionpointedoutintothecompressedcode. (a)
scalefactorvaluesofcodestreamthatdescribeimage(b)from(a)of
fig.3. (b) describestheevolutionbetweenimages(b)and(c)offig.3.

scription of structures and textures. Lost may the consid
ered as lack of structural definition (due to the recursive
partition that may be too rigid) or as an erroneous texture
restitution that fits a £1-based criteria (through the use of
the scale factor s).
The co-registered multi-temporal compression appears
to be a very simple method, even with the use of £1-
based distance criteria. This method may attract attention
thanks to its power of describing temporal evolution of
two successive images into the compressed code.
This algorithmmay indeed be upgraded with the use of a
Voronofpartition that is much more adaptive than the one
used in [7]. In order to move this description-based com
pression method to an object-based encoder, it should be
interesting to select parts of images that may be consid
ered as modified.
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ABSTRACT

ScanSAR images are important products of modern
spaceborne SAR systems. A wide swath is covered
during one single data take.
Usual processing of ScanSAR images with a high
number of looks not only reduces speckle but also
leads to data compression. However, the amount of
data can be further reduced, if an appropriate ScanSAR
data compression is applied.
In our paper, we propose a new wavelet based
compression technique, which adapts to the ac energy
distribution in ScanSAR images and minimizes
artifacts due to compression. Special attention is paid
to reduce block effects.
Our technique is tested on ScanSAR data of
RADARSAT and the SIR-C space shuttle mission.
Compressing the SIR-C ScanSAR scene of
Chickasha/Oklahoma, USA with factor 1:8, we achieve
an improvement in the overall signal-to-distorsion
noise ratio (SDNR) from 29.7 dB to 48.03 dB.

1. INTRODUCTION

ScanSAR is an important mode of most future
spaceborne SAR sensors. Compared to stripmap mode,
a much greater coverage of the earth surface can be
achieved by mosaicking several sub-swaths. For
example, for the ASAR system of ENVISAT a swath
width up to 450 km is intended.

SAR images acquired in ScanSAR mode are mainly'
processed by multi-looking which creates detected
images of reduced speckle. Using multi-looking, a
certain data compression is automatically performed.
The more looks are used the higher is the achieved
compression ratio. Furthermore, due to speckle
reduction multi-looking increases inter-pixel
correlations. Higher correlation between pixels means
increase in data redundancy, which provides good pre
cautions for further data compression.

We use ScanSAR images of two different SAR
platforms to test our wavelet based data compression
technique. The SIR-C image is more difficult to

1 ScanSAR images can also be complex if interferometric or
polarimetric applications are considered.

compress compared to the RADARSAT image due to
higher fluctuations in data dynamic. We show that our
method overcomes difficulties in both data sets.

Our emphasis in results is not only laid to a high
signal-to-distorsion-noise ratio and improved
reconstruction of point targets, but also to a scene
independent noise to allow proper calibration of SAR
products.

2. SCANSAR DATA CHARACTERISTICS

The used RADARSAT image in this study has a
geometric resolution of 80 meters in both, azimuth and
slant range. The scene is of an extent of 355 km in
azimuth and 190 km in range. The original data set
possesses a sample distance of 100 meters. It is
processed with 2 looks in azimuth and 4 looks in range.
Filtering has been applied to remove scalloping effects.
In this example, we measure no explicit influence of
the applied anti-scalloping filter.

The SIR-C data set depicts a scene around
Chickasha/Oklahoma, USA [l]. It has 5 azimuth looks
and 5.68 looks in range direction. The resolution in
ground range deteriorates from 148 meters in far range
to 331 meters in near range. The azimuth resolution
ranges from 230 meters in near range to 270 meters in
far range. Many strong single scatterers such as in the
city area cause high fluctuations in data dynamics,
which make a dedicated compression technique
necessary.

Inter-pixel correlations

Due to multi-looking, an increase in inter-pixel
correlations can be observed in ScanSAR data
compared to data acquired in stripmap mode (Fig. 1).

Energy concentration in subbands

Decreased geometric resolution and reduced speckle in
multi-look images enable better energy packing
compared to stripmap images if a wavelet transform,
for instance as in our approach, is applied. In ScanSAR
images, most of the ac energy is concentrated in the LL
(low-pass/low-pass) subband which allows a dedicated
bit assignment. The ac energy in single-look complex

Proceedings of the CEOSSAR Workshop, Toulouse, 26·29 October 1999, ESA SP-450, March 2000
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X-SAR stripmap data is not only concentrated in LL
subband, half this amount can be found in the other
subbands, too. In Fig. 2, we compare the energy
content of the LL subband (100 percent) to energy
contained in other subbands. Best energy packing is
achieved for ScanSAR images.

Inter-Pixel Correlation in Azimuth
1,2

·· ..._ RAOARSAT ScanSAR Image

-··•. SIR-C ScanSAR image

g 0,8 ~', _._X-SAR stripmap image

I
~ 0,6 '-,.,.'-

!
~ 0,4 - ---... --

0,2+-----

10 12
ptx e l distance (number of pixels}

Fig. 1: Inter-pixel correlation in images. The ScanSAR
images (RADARSAT and SIR-C) are higher correlated
from pixel to pixel compared to a single-look complex
X-SAR stripmap image.

Energy Concentration In Subbands after Wavelet
Transform

100

80
60

LH

[EA.DARSAT ScanSAR Image
IR-C ScanSAR Image
-SAR str1pmapImage--------

Fig. 2: AC Energy concentration in image subbands.
The ScanSAR images (RADARSAT and SIR-C) show
better energy packing compared a single-look complex
X-SAR stripmap image.

A certain subband can be considered as more important
than others if its ac energy is relatively high compared
to the other ones. More quantization levels (number of
bits) are assigned to those subbands of greater
importance. The larger the ratio among the subband
energies the more efficient is the bit allocation
performed. The used scalar quantization, however,
only allows integer number of bits to be assigned. This
implies that minor energy ratios between subbands
cannot be fully covered.

3. COMPRESSION TECHNIQUE

ScanSAR scenes are of large extent. Due to limited
memory, it is not possible to hold the entire ScanSAR
image in memory and to perform calculations at the
same time. The image must therefore be compressed
blockwise. We measured no significant influence of the
chosen image block size to energy packing and hence
to the compression performance. We therefore propose
to choose the size of image blocks as large as possible
aiming to minimize computation time. Our method is
applied to each image block in the following manner.

After transforming the image block into wavelet
domain, a quantization of wavelet coefficients is
applied to each subband. All coefficients of a certain
subband are quantized with the same number of bits by
a block adaptive linear quantizer. The number of bits
for a subband is read off a table of bit masks.

Wavelet transform

We perform a one iteration wavelet transform using a
Daubechies-8 wavelet. Other wavelets than the
Daubechies are of course imaginable [2]. More than 8
coefficients slightly improve the compression
performance [2] but lead to enhanced computational
expense. Sufficient energy packing can be reached by
only performing one wavelet iteration. In our approach,
it is not possible to achieve significant better
compression results by iterating the wavelet transform
more than once. This is mainly due to the fact that - in
case the LL subband is again subdivided into four sub
subbands - an even enhanced refinement in bit
allocation is necessary to use the additional energy
packing. This, however, cannot be done as only integer
number of bits can be assigned.

The wavelet transform has to be performed onto
overlapped image blocks in order to ensure no invalid
pixels within a wavelet transformed image block. An
overlap of eight pixels - the number of wavelet
coefficients - is sufficient.

Quantization

The quantization of a wavelet transformed image block
is performed by quantizing each subband separately. A
certain subband is quantized by subdividing its
coefficients into small quantization blocks, e.g. 8 by 8
coefficients. A subdivision into small blocks is
necessary due to the changing data statistic within the
subband. The coefficients within each small

2 A wavelet transform is leads to invalid pixels in marginal areas
within the subbands.



quantization block are quantized using a certain
number of bits which is read off a bit mask.

Bit mask generation

To compress a ScanSAR image in wavelet domain, we
need an optimal bit mask consisting of four numbers of
bits - each for one of the four subbands. The four
numbers give a mean number of bits, which - together
with the header information - determine the overall
compression ratio.

The bit mask is fix for a certain compression ratio; it
does not change from image block to image block. We
also tested bit masks adapted to each image block. This
approach showed no significant improvements.

As a bit mask reflects the typical ac energy packing
gained by our wavelet transform, the bit mask can be
used for all data of the same SAR platform processed
with a certain processing technique, e.g. multi-looking
with certain number of looks.

In order to find a suitable bit mask to each data type
(SAR platform and processing technique) and each
compression ratio, we use a test procedure, which
numerically optimizes bit masks by applying test
compressions onto small image pieces.

4. MINIMIZING BLOCK EFFECTS

In wavelet domain, the image content is reflected in
each subband. And, as described above, each subband
is compressed using the same constant number of bits.
In case nothing is undertaken to adapt to the changing
dynamic within the subbands, those quantization
blocks including high dynamic will end up with
increased compression noise than others. This finally
makes a blocking structure visible indicating the
subdivision into quantization blocks. Those block
effects can at first be observed in SDNR maps (Fig. 4
and Fig. 12) - a very sensitive measure to show
differences between original and reconstructed images.
In more severe cases, a high compression ratio for
example, the blocking structure even becomes visible
in the reconstructed image ruining a homogeneous
reconstruction quality across the image.
A simple first approach to minimize block effects is to
separate the image content in each subband into
'foreground', i.e. data of high dynamic, and
'background', i.e. data of low dynamic.
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<=20 SDNR [dB] >=70
Fig. 4: SDNR map showing sensitively differences
between the original (Fig. 3) and the reconstructed
image part. Block effects in the environment of high
dynamic become visible, compression rate was I :8.

Normally, those data in SAR images which show very
high dynamic compared to their neighborhood make an
percentage of far below one percent of the SAR data
set. In our first approach for block effect minimizing,
we separate in each subband the upper one percent of
wavelet coefficients which show highest dynamic in
the subband compared to the other coefficients (Fig. 5
to Fig. 8).

Fig. 5: A map corresponding to the detail image (Fig.
3) indicating where high dynamic data are located
(high dynamic =I (white), low dynamic =0 (black)) in
the LH subband.

Those coefficients of high dynamic are stored without
compression or they are compressed with small
compression ratio. As they make up only one percent
of the image, the achieved compression ratio is not
decreased considerably. For high compression ratios,
we recommend to compress also the high dynamic data
using a relaxed compression rate in order to avoid an
significant deteriorated overall compression ratio.
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Fig. 6: High dynamic data located in HH subband

Fig. 7: High dynamic data located in HL subband

Fig. 8: High dynamic data located in LL subband

The header information is slightly increased by
proceeding so, because a binary map indicating the
location of high dynamic data by ones and zeros
elsewhere has to be added. But due to the high
redundancy, this map can be coded easily by using a
suitable entropy coder. The slightly increased header
information and therefore slightly smaller compression
ratio can be accepted since the improved quality in the
reconstructed image can make up 20 dB (Fig. 9 and
Fig. 10).

Finally, it is to mention that best performance is
achieved with approximately the same amount of
separated high dynamic data in each subband. In our
method, this is assured by the given percentage.

5. RESULTS

In our compression technique, there is necessity to
introduce two different kinds of blocks. One adapts to
limited computer memory, the other adapts to the
changing dynamic of image contents. In some cases,
e.g. the SIR-C image of this study, the decomposition
into quantization blocks can trigger block effects in

reconstructed images due to a rapid change in image
dynamic across the scene.

Applying our new technique, we are able to minimize
those block effects independent of the data set to
compress. Extra treatment of high dynamic data in
wavelet domain leads to significant quality
improvement in reconstructed images for those
ScanSAR scenes depicting many single point targets
(see Fig. 9).

SIR..C Image Co111>ression Performance
140

'T ~f(._:S~q
40

20

o~~~.-==--~.---~~.---___:~
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number<:Ameanbits permagnitudesample

Fig. 9: Compression performance for SIR-C ScanSAR
image. Preserving high dynamic data a much better
performance is possible.

By proceeding in that way, not only point targets are
preserved with excellent quality (infinite SDNR if
demanded) but also their environment.
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Fig. I0: Compression performance for RADARSAT
ScanSAR image. Preserving high dynamic data the
performance can not significantly be increased.

Extra treatment of high dynamic data is not necessary
for those data sets as the used RADARSAT ScanSAR
image in this study. But apart from a minor increase in
header information, our method is not disadvantageous
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Fig. 11: Part of the original SIR-C ScanSAR image (approx. 200 km x 70 km in azimuth and ground range) depicting
an area around Chickasha/Oklahoma, USA.

Fig. 12: SDNR map showing block effects due to invalid pixels after wavelet transforming (I) and due to worse SDNR
in environments of point targets (II). Image was compressed with factor 1:8. Overall SDNR = 29.71 dB.

Fig. 13: SDNR map after applying the proposed technique. No block effects visible. Image was compressed with factor
I :8, high dynamic data (approx. one percent) were not compressed. Overall SDNR = 48.03 dB.
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for those data sets. It also improves compression
performance by small amounts (Fig. I0).

<=20 SDNR [dB] >=70
Fig. 14: SDNR map (to Fig. 3) after treating high
dynamic data separately (not compressed in this case).
White values indicate preserved point targets, no
blocking structure is visible (compare to Fig. 4),
compression rate was 1:8.

The chosen percentage of separated high dynamic data
was approximately one percent for both, the SIR-C and
the RADARSAT image. Varying the percentage allows
a trade-off between image quality and compression
ratio.

Moreover, our intention is not only to reach sufficient
overall SDNR but also to achieve a scene independent
error distribution. Of course, maps of signal-to
distorsion-noise ratios (SDNR) always show image
content but artifacts due to compression should be
avoided.

In Fig. 12 and Fig. 13, we compare resulting SDNR
maps after decompression of the SIR-C image. Using
our technique, we are able to avoid artifacts caused by
introduction of necessary blocking in the compression
method.

A similar improvement as it is possible for the SIR-C
image is not achieved for the RADARSAT image due
to the fact that no compression artifacts have to be
removed here. We yield an overall SDNR of 36.58 dB
after compression with rate 1:8. With extra treatment
of 1 percent (high dynamic) data (not compressed), the
performance has improved to 38.27 dB. In case an anti
scalloping filter is applied prior to compression the
results are 36.81 dB and 38.35 dB, respectively.

6. DISCUSSION

In this paper, we only considered detected ScanSAR
data. But the same procedure as applied to magnitude
data can also be applied to both, the real and the

imaginary part of complex ScanSAR data. Proceeding
in that way, we still achieve an overall SDNR larger
than 30 dB and a standard deviation of phase error'
below 5° for compression ratios smaller than 1:7.

For compression ratios larger than 1:7, we propose a
data format conversion from cartesian to polar format.
In this case, the magnitude image is compressed as
described in this paper; we recommend for phase
compression either no compression or compression by
a vector quantizer.

A further refinement of this method can be done.
Instead of distinguishing two different types of
dynamics in the frequency subbands, more levels of
dynamics can be introduced in order to reach a higher
adaptability to the reflected image content in subbands.
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ABSTRACT: The assessment of soil moisture content
and surface roughness from remotely sensed data is of
primary importance for improving agricultural
techniques of conservation farming such as yield
forecasts, scheduling irrigations, fertilization. SAR
(Synthetic Aperture Radar) remotely sensed data may
provide a powerful tool for indirectly retrieving these
agricultural surface parameters over large areas with
frequent coverage. Nevertheless, one major source of
error in the quantitative estimate of such geophysical
parameters is the presence of the speckle within the
scene. To overcome this difficulty many speckle
filtering techniques have been developed for reducing
this multiplicative noise. However, up to now, few
works analyze the performance of these filters on the
retrieval of spatially and physically accurate
information useful for the estimates of these soil
properties. In this context, this paper outlines the
sensitivity of several speckle filtering methods on the
assessment of these two agricultural surface parameters.
Results stressed that depending on the speckle filtering
method used, significant deviations were obtained on
the estimates of soil properties.

INTRODUCTION

Soil moisture content and surface roughness play a
critical role in the hydrological processes. They control
the distribution of rainfall into runoff, evapo
transpiration, and infiltration, which must be considered
in water and energy balance [1]. Thus these two soil
parameters need to be measured consistently on a
spatially distributed basis.

Remotely sensed SAR (Synthetic Aperture Radar) data
have the potential to provide spatial and multitemporal
estimates of these surface parameters, depending upon
the sensor configuration and field condition.
Nevertheless, the strong radiometric variability of
extended surface targets within the SAR scene make the
quantitative estimate of soil properties difficult. This
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variability is due to the presence of a signal-dependant
multiplicative noise (so-called speckle), and directly
results from the coherence of microwave radiations
which induce unpredictable interference phenomena
within SAR cell resolution.

Many techniques have been developed to attempt to
reduce speckle within SAR images. The first category
of filters, namely heuristic filters, does not consider
the distribution of radar reflectivity within the scene
(e.g., median filter) and the second, the adaptive
filters, (e.g., Lee filter [2]) incorporate as A Priori ·
knowledge statistical description of the scene and of
the speckle. Both methods enhance radiometric
resolution at the expense of spatial resolution. Recent
more sophisticated filters (e.g., Gamma-MAP filter
[3], Wavelet filter [4]) try to preserve pertinent details
and spatial resolution keeping a strong speckle
reduction in homogenous area.

The Speckle filtering of SAR images is a primordial
step in extracting the useful signal (i.e., the underlying
scene radar reflectivity or backscattering coefficient, d')
to be inverted for the retrieval of physical properties of
the ground target. Although these filtering approaches
have been tested with image processing criteria, such as
the preservation of edge gradient value and the
smoothing degree of homogeneous areas, a main issue
is to know how these SAR filters influence spatially and
physically the signal useful to the extraction of surface
parameters.

In this paper, we attempted to reply to this question for
a case study on an agricultural site in Normandy
(France). This was conducted using RADARSAT-SGC
time-series for which a set of filtering techniques (i.e.,
'box' and 'median' filters, and more sophisticated·filters
using wavelet representation and simulated annealing
technique) was applied. Results stressed the significant
impact of SAR filtering technique in the assessment of
soil moisture content and surface roughness.
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214

SPECKLE REDUCTION TECHNIQUES

Speckle filtering methods can be separated into two
categories:the non-adaptive approaches (box filter,
median, etc.) and adaptive techniques.

Speckle reduction can be achieved using a simple box
filter which enhances radiometric resolution without any
consideration on the target nature. Consequently, edges
and other significant details are strongly degraded. The
median filter allows to better preserve edge properties but
with a possible bias in the radar reflectivity estimation.

By using adaptive filters a compromise exists between
the radiometric enhancement in the homogeneous areas
and the preservation of the spatial resolution within the
heterogeneous areas (i.e., the textural area or edges).
Depending on the local heterogeneity degree of the
target, pixels are weighted with a value ranging from the
local mean to the raw intensity values. Filters differ from
the local weight determination depending on the A-Priori
hypothesis applied on the probability density function
(pdf) of both speckle and radar reflectivity. Thus, filters
can be distinguished by the estimation strategy used such
as the Minimum Mean Square Error (MMSE) or the
MaximumA Posteriori (MAP). As an example, whereas
Lee's filter [2] assumes Gaussian pdf and apply a MMSE
criterion, Gamma-MAP filter [3] assumes gamma pdf
and uses a local MAP estimation. Oliver proposes a
global MAP estimation based on the Metropolis
algorithm [5]. Integration of both optimal target and edge
detection with an adaptive size of window strategy can
improve filtering results [2]. Wavelet filters are based on
a multiscale representation of the image where high
frequencies (Wavelet coefficients) are denoised using a
MAP criterion and gammapdfassumptions [4].

On the contrary, in the case of an agricultural parcel, a
non adaptive filter will be to take the parcel mean as input
for the assessmentof the soil parameters.

DATASET

RADARSAT-SGC time-series (4 dates) were acquired
over an experimental agricultural site in Normandy
(Blosseville, France) under several incidence angles
(standard beam S4, SS, S6 and S7, which correspond to
an incidence angle of 37°, 39°, 43.5° and 47°,
respectively) during March 1998. These SAR data were
over-sampled, reducing the 12.5 m nominal resolution
to 25 m, with a number of looks around 4. Moreover, a
SPOT-XS image from 1997 completed our remote
sensing database.

METHODOLOGY

Speckle filtering methods
Five speckle reduction methods were applied on all the
calibrated SAR images using the following
specifications: (I) box filter (with a window size of

llxll pixels); (2) median filter (5x5); (3) Gamma
MAP filter (11x11); (4) simulated annealing (ACMAP
[5]) using 50 iterations and (5) wavelet filter (3 levels of
decomposition) [4].

Co-registration of SAR images
Standard techniques were employed to extract control
points in all images (30 points were found for both optic
and SAR data) and, subsequently deduce bilinear
polynomial transformations using standard image
processing techniques. Residuals were monitored in the
process of selecting the polynomial degree: it was found
that simple linear polynomials were sufficient to
achieve residual (sub-pixel) levels and that these
residuals were independent of the application of higher
order polynomials.

Parcel sampling
Samples (- 300 relatively homogeneous parcels) were
selected within the SPOT scene, thus allowing a better
control of the sampling quality for the sensitivity study
of filtering SAR data in the estimate of physical soil
parameters.

SAR backscattering models
2 SAR backscattering models were used for retrieving
surface roughness and soil moisture content over each
of all selected parcels.
The first is a semi-empirical model from Dubois [6]
which presents some built-in limitations (the imaginary
part of the dielectric constant E is not taken into account,
no dependence on the surface correlation, cf [7]).
Angular dependence of the backscattering coefficient
for HH polarization is given by :

cos':' eath = 10-2.75. sins e . I00.028.t.tan0 .(k.h).sinl.40. A.0.7 (l)

where (}is the incidence angle, k the wave number, sthe
real part of the dielectric constant, h the rrns height of
the surface (cm) and A. the wavelength (cm). The
validity domain of this relationship corresponds to rms
roughness (k.h) values within [0.3 ; 3] and incidence
angles between 30° and 65°.

The second is the analytical integral equation model
(IEM) specially adapted to roughness values typical of
agricultural soil, and convenient for a large range soil
status conditions [8]. The SAR backscattering
coefficient (<I) is expressed as:

o _ k2 11" 12 ~ «x» min)( le. •a - 2 ·Vpp .exp(-4.Ko).~ 1 .w: 2. smO,O)
PP n=I n.

/( ,,a• ~ (2.Ko)" min) •+ 2 .R"'Vpp·Fpp).exp(-3.Ko). ~ 1 .w· (2.k.smO,O)
n=I n.

/( I 12 ~ (Ko)" min)( /c. •+g· Fpp .exp(-2.K0).;; nl .w· 2. sm(},0) (2)
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and Ko=(k.h)2.cos2()

wherepp stands forHH or VVpolarization and R11 and R.1
are the Fresnel reflection coefficients dependent on
dielectric constant for vertically and horizontally
polarized waves. Re means the real part of the complex
number. wn)(2.k.sin8,0) characterizes the surface
roughness spectrum [9], and is a function of the rms
height h of the surface and of its correlation length I for a
surfacewith an exponential-distributedroughness values.

For each of all selectedsamplesa least-squarefit to (1) was
applied on the 4 corresponding angular SAR
backscattering coefficients for estimating e and (k.h)
values. The SAR multi-angular fit to (2) for retrieving
(k.h), (le.I) and sparameters relies on the optimizedsimplex
method [IO]. These 2 SAR multi-angular regression
methodswere performedon a pixel per pixel basis for each
set of angular SAR data (i.e., d' intensity resulting from
parcel averages and d' estimated by each of 5 filtering
techniques).sis converted to volumetric soil moisture m
through empirical curves [11].

Samples with a too small number of pixels (n<200) and
for which the number of realistic estimates is lower than
75% were discarded from our analysis. A degree of
heterogeneity level for each parcel (sample) was
evaluated using the normalized standard deviation
coefficient of the underlying radar reflectivity (CR) [5].
The statistical validity of the regression is evaluated using
the followingprobability:

xy2
P= J r(N22,x)dx

0

(4)

where i2 is the fit dispersion and N the number of
observations. P > 0.9 means than the fit should be
discarded. This probability will give us a level in
confidence in the physical significance of the retrieved
parameters.

To analyse the sensitivity of each speckle filtering
methods on the assessment of agricultural surface
parameters, we defmed 2 filter performance indices, I,
and Ih for surface roughness and soil moisture content
respectively, as follow:

lhfllter-hparce/I ( Pfilter )!h x 1---
hparce/ Pparce/

(5)
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fr lrfilter-rparcellx(l- Pfilter )
Tparcel Pparce1

where hfitte,., rfit1e,., hparce/, rparcel stands for humidity and
roughness parameters derived from multi-angular
regression on SAR data set filtered with filter and
parcel methods respectively. These indices were
computed for each pixel and thresholded in [-1;1]. They
represent a relative deviation of the estimate on the
surface parameter weighted by the relative deviation of
the dispersion. If the analyzed filter gives better results
on the estimate of the soil parameter than the parcel
mean value then the filter performance index value I for
this parameter will be greater than 1, on the contrary if
the estimate is degraded then this value will be negative.

RESULTS

Figure 1 displays the RADARSAT Std Beam S4 image
on which were superimposed -300 field samples used in
our SARmulti-angular regression.

Fig. 1: RADARSAT Std Beam S4 image acquired over
Blosseville watershed (Normandy, France) in
March 25, 1998. Area shown is 5.6 km x 5.6 km.

Once the 2 statistical criteria (mentioned above) applied
to this set of samples, only 100 parcels remained for our
filter sensitivity analysis. For each selected parcel and
each speckle reduction techniques, 2 performance
indices(!,,, !,) were then computed for the soil moisture
and surface roughness retrievals. Results indicated that
50% of parcels gave a better estimates of soil properties
derived from IEM or Dubois'model for each of the 5
local filters (box, median, Gamma-MAP, ACMAP and
Wavelet filters) than for the parcel average method.
Among this 50%, the large positive values of Ih and I,
for heterogeneous parcels stressed the interest of use of
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these local filters for retrieving an useful signal to be
inverted in a SAR backscattering model. Consequently,
this means the parcel average method must be carefully
applied even ifthe parcel seems to be homogeneous.

For a detailedanalysisof the performanceof these 5 filters
two fields are selected within the test site. These two
parcels are delimited by a white thick line in the right
bottom side of Fig.I. The largest from these two parcels is
relatively homogenous with a SAR intensity coefficient
variation (Ci) of 0.56, and an area of 10ha. Surface
roughness(kh) and soil moisture content (m) derived from
the parcel averagemethod are 0.42 and 0.53, respectively.
The other parcel, with a smaller size (area of 3.5 ha), is
heterogeneous(C1=0.61) with an estimated kh and m of
0.15 and 0.56, respectively.

Figure 2 displays <1.>10 values for each of the 5 speckle
filtering methods on the assessment of soil properties
for these two selected fields.
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Fig. 2: <l>kT1 values for surface roughness and soil

moisture estimates, and for each of 5 speckle
filtering methods: (a) homogeneous field, and
(b) heterogeneousfield

Results confirm the smoothing filters (Box, Median) are
more efficient than the adaptive filters (ACMAP,
Wavelet) for the homogeneous parcel (Fig.2a) whereas
all the 5 filters are better than the parcel averagemethod
for the heterogeneous parcel (Fig.2b). It can be noted
that the Gamma-MAP filter realized the best
compromise for these two fields.

Figure 3 depicts «Ib/a, values for the 2 soil parameters
estimates as function of the window size of the Gamma
MAP filter. For the homogeneous parcel (Fig.3a), it
clearly appears an optimal size of windows (i.e., 1lxl l
pixels) for estimating surface roughness estimates
whereas smaller window sizes are better for the case of
the heterogeneous parcel (Fig.3b).
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of the Gamma-MAPfilter: (a)homogeneousfield
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Figure 4 depicts the spatial variability of the
performance indices of the Gamma-MAP filter (Fig.4a
& 4b) and the Box filter (Fig.4c & 4b) relative to
surface roughness and soil moisture content within the
homogeneous field, and the corresponding spatial map
for each of two agricultural parameters derived from our
multi-angular SAR regression with Dubois' model.
Window size of both two filters are llxl 1 pixels. This
parcel comprises two distinguished areas with different
SAR reflectivities (Fig. l ). The adaptive filter performs
well better than the heuristic approach by preserving
this fluctuation. The window size used in speckle
filtering appears to be optimal (as observed in Fig.3a),
due to the fact that it keeps local statistics unmixed
between these two kinds of ground target. For window
size larger than l lxl 1 pixels, we noted a decreasing of
the spatial Gamma-MAP performance indices which
stresses that many local statistics are not within an
homogenous target. This behaviour was observed for
the 4 other filters, but also with the soil properties
derived from the IEM model.
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Fig. 4: Filterperformance indices relative to 'roughness'
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and 'soil moisture' estimates for the
homogeneous field, and parameter maps derived
from our multi-angular SAR regression with
Dubois' model: Gamma-MAP filter (1lxl1)
[a, b], and Boxfilter (1Jxll) {c, d].

Figure 5 is similar to Fig.4 but with performance indices
of the Gamma-MAP filter 3x3 (Fig.Sa, Sb) and the
Wavelet filter (Fig.Sc, Sd), for the heterogeneous parcel.
This is a an illustration case where thin detail
preservation strategy of the adaptive filter can improve
the performance indices. Gamma-MAP 3x3 and
Wavelet filter well perform whereas the Gamma-MAP
17x17 (Fig.6) is inappropriate due to the polluted local
statistics.
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Fig. 5: Filter performance indices relative to
'roughness' and 'soil moisture' estimates for the
heterogeneous field, and parameter maps
derived from our multi-angular SAR regression
with Dubois' model: Gamma-MAP filter(3x3)
[a, b], and Waveletfilter {c, d].
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Fig. 6: Same legend as Fig.5 but for Gamma-MAP

filter(l 7x17).

CONCLUDING REMARKS

Results derived from this study stressed the importance
of the choice of the SAR filtering technique for
extracting the useful signal to be inverted for accessing
information about soil dielectric constant and surface
roughness. Depending on the speckle reduction method
applied to raw intensity images, significant deviations
were obtained on the estimated soil parameters in
comparison with the commonly used parcel average
method. The soil roughness is much more sensitive to
the employed SAR filtering method. In fact, estimates
of such a parameter using the parcel average method or
non-adaptive filtering approach result from a too large
smoothing of SAR intensity fluctuations within the
parcel which seems physically significant for soil
moisture and surface roughness retrieval.

For a parcel with an uniform radar reflectivity without
any discontinuities, a global mean is statistically more
efficient than an adaptive filter. However almost all
parcels are composed with heterogeneous targets,
adaptive local filter seems to be more appropriate
because of the visual result they give but also because
physical models provide better results. For an
heterogeneous parcel, we established that there is an
optimal size for the local window which maximized the
parameter retrieval. One further step would be to select
this window size for each pixel according to the model
response.

Jn short, statistical based filter hypothesis seems to be
confirmed by the behavior of the physical models.
However, due to the lake of in-situ measurements, we
could not validate this result and go thoroughly into the
discussion. Consequently, this work needs to be
confirmed with another campaign.
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ABSTRACT

Five new Distribution-Entropy Maximum A Posteriori
(DE MAP) speckle filters are established for the
following cases: single detected, multilook multi
channel detected, single look complex SAR images,
separate complex looks, and fully polarimetric SAR
data.
As shown, these new filters are particularly efficient to
reduce speckle noise, while preserving textural
properties and spatial resolution, especially in strongly
textured SAR images.

Keywords: Speckle filtering, Maximum Entropy,
Maximum A Posteriori filters, Complex SAR images,
multi-temporal SAR data, multi-channel SAR data,
Polarimetric SAR images.

1. DE-MAP SPECKLE FILTERING

In the case of multi-channel detected SAR images, let
define the vector quantities of interest: I is the speckled
intensity vector available in the actual SAR data; R is
the radar reflectivity vector which is the quantity we
want to restore. The Maximum A Posteriori (MAP)
filtering method bases on the famous Bayes' theorem:

P(Rll) = P(llR). P(R) I P(l) (1)

For multi-channel detected SAR images, MAP
Filtering is a vector filtering method. For any channel i,
the posterior probability is maximum if the following
condition is verified:

/\

aLn(P(l/R))/()R;+aLn(P(R))/dR; =0 for R;=R;MAP (2)

In presence of very strong texture, as it is often the case
in SAR images of dense tropical forest, and in the
presence of relief, it may be hazardous to make an

assumption about the probability density function of the
radar reflectivity.
In this context, the A Priori knowledge with regard to
the observed scene can hardly be an analytical first
order statistical model. However, we introduce a
Maximum Entropy (ME) constraint on texture [1-3]:

S(R;) = - I[Rik.log(Rik)] for the i1h channel (3)
k

Because the Rk are non-negative and exp(S(R;))/Z is
normalized, it can be treated as a probability density
function (pdf) whose entropy is S(R;) [1]:

To estimate P(R;), the radar reflectivities Rik are
estimated by deconvolution from the SAR impulse
response function as described in Nezry et al., 1995 [4].

2. DE-MAP FILTERS FOR DETECTED SAR
IMAGES

Single detected SAR image case:

For a single detected SAR image, the conditional pdf of
the speckle can be modelled as a Gamma distribution:

P(l/R) = (L/R)Llr(L).exp(-Ll/R). IL-I (5)

With this assumption, the Gamma/Distribution
Entropy MAP (Gm-DE MAP) filter for single-channel
detected SAR images is the solution of the following
equation:

LI - LR - R2.:L,[log(Rk)-l/Ln(IO)]= 0
k

(6)
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Figure I and 2 illustrate the application of this speckle
filter to a ERS-PRI (3-looks) SAR image. Figure 1 is
the original ERS-PRI image, and Figure 2 is its filtered
version.

Detected multi-channel SAR data case:

For multilook SAR images, the conditional pdf of the
speckle P(//R) can be modelled as a multivariate
Gaussian distribution [5], in the case the speckle is
correlated between image channels:

P(//R)=[(27t)NICovslT112.exp[-\/-R).Cov5·1.(l-R)] (7)

The ME constraint on texture is introduced as above.
With this technique, there is no need to introduce
explicit correlation between the diverse texture
channels.

Figure I: Unfiltered ERS PR/ image.

Under these assumptions, the Gaussian/Distribution
Entropy MAP (Gs-DE MAP) filter for multi-channel
multilook detected SAR images (N channels) comes
down to the resolution of a set of N coupled scalar
equations of the form:

i(l;).Cs-1.(/-R)+ i(/-R).Cs-1.(1;)
- R;2.I[log(Rik)-l/Ln(l 0)] = 0

k
(8)

Note that in the case the speckle is not correlated
between image channels, the Gamma/Distribution
Entropy MAP (Gm-DE MAP) filter for multi-channel
detected SAR images (N channels) comes down to the
resolution of a set of N independent (uncoupled) scalar
equations similar to Equation (6).

Figure 2: DE-MAP filtered version of the ERS SAR
image.



3. DE-MAP FILTERS FOR COMPLEX SAR DAT A

The L separate complex looks are usually extracted from
the useful Doppler band, at the cost of the azimuth
resolution. From the point of view of the speckle
filtering-problem, the case of interferometric complex
SAR data sets can be considered in a similar way. The
measurement vector for each pixel is X={y0}, where
Yn=in+jqn.
When speckle is fully developed, the (i0,qn) are
statistically independent random processes. However, the
Ynare correlated complex Gaussian random processes
with pdf given by Goodman, 1985 [6):

(9)

Separate complex looks case:

In this case, the Complex-Gaussian/Distribution-Entropy
MAP (CGs-DE MAP)filter for separate complex looks (L
complex looks) is expressed as:

1x·.cs·1.X - LR; - R;2.I[log(Rik)-l/Ln(IO)) = 0 (10)
k

where Cs is the covariance matrix of the speckle between
the complex separate looks [7].

In the case of a series of single-look complex (SLC)
images (e.g. interferometric complex SAR data sets), Cs
is the covariance matrix of the speckle between the SLC
images, and the same filter can be applied, without loss in
the spatial resolution.

Single-look complex (SLC) image case:

In this case, the Complex-Gaussian/Distribution-Entropy
MAP (CGs-DE MAP) filter for SLC SAR images is
expressed as follows:

l/N.1x*.cs·1.x - R - R2.I[log(Rk)-l/Ln(l0)) = o (11)
k

where Cs is the spatial covariance matrix of the complex
speckle, and N is the number of pixels within the
processing window.
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4. DE-MAP FOR POLARIMETRIC SAR DATA

In the case of polarimetric SAR data, L, is the
polarimetric covariance matrix, and C. is the unspeckled
covariance matrix, i.e. the quantity to be restored through
speckle filtering.
In the reciprocal case, and for low look correlation, the
conditional pdf of L, is a complex Wishart distribution of
the form [8):

(det I,)L-3 LL-3
P(l:,/C,)= exp[-Tr(L C;1 l:,))

rr1r(L)r(L-l )r(L-2)(det C,)L
(12)

Using physical backscattering models, assuming (as a
rough approximation) that texture is identical in all
polarizations, we get the following approximation [8):

C, = µ E(C,) (13)

where µ is the scalar textural parameter equal to the
normalized number of scatterers within the resolution
cell, and E(C,) is the mean covariance matrix [9].

With this assumption, the ME constraint on texture [l-3)
becomes:

P(µ) = 11µ. exp(-2,[µk.log(µk)] and E(µ) = I (14)
k

In this case, the Complex-Wishart/Distribution-Entropy
MAP (CW-DE MAP) filter for polarimetric multilook
SAR data is expressed as:

L Tr[ECC.r1 I,) - Lµ - µ2.I[log(µk)-1/Ln(IO)] = 0 (15)
k

E(C,) is obtained using the maximum likelihood
estimator described in Lopes et al., l992 [8].

Figures 3 to 10 illustrate the application of this filter to
high resolution P-band 4-look JPL AIRSAR polarimetric
data. The restoration of the radar reflectivity is illustrated
on Figures 3 and 4. The restoration of the degrees of
coherence is illustrated on Figures 5 and 6; the
restoration of the phase differences is illustrated on
Figures 7 and 8. Figures 9 and I0 allow to appreciate
how the CW-DE MAP filter and enhances the P-band
polarimetric texture signatures [IO] on the textured
(forest) area indicated on Figures 3 and 4 (2035 pixels).
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Figure 7: Unfiltered P-HHNV phase difference

Figure 9: Original polarimetric texture signature.

Figure 8: CW-DE MAP filtered HHNV phase difference.

Figure 10: Texture signature after CW-DE MAP filtering.



5. CONCLUSION

The new DE-MAP filters presented above adapt to a
much larger range of textures than the previous MAP
filters [7,8,11,12] developed under the assumption of K
distributed SAR intensity. In particular, these filters
might be of interest in the case of very high resolution
SAR images.

The filtered images shown in Figure 2 and 4 show that
performances in terms of speckle reduction, texture
restoration (cf [13]), as well as structures and point
targets preservation are fully satisfactory. These filters
have already proven a remarkable efficiency in
operational remote sensing (cf [14,15]).

From the theoretical point of view, it is noteworthy that
these filters present the very interesting properties of
control systems [12,16].
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A PROTOCOL FOR SPECKLE FILTERING
OF SAR IMAGES
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Abstract- Speckle filtering of SAR images that pre
serves the spatial signal variability (texture and fine
structures) remains a challenge. Recently, research
activity in this topic has become very active until the
appearence of many "new" filters. Filter performance
assessment mainly based on visual interpretation, is
not effective in revealing hidden limitations of filters.
Hence, there is an immediate need for the develop
ment of rules which permit more effectiveassessment.
These rules could be also used as the basis for the de
velopment of new filters. In this study, a protocol
which is based on the state of the art in speckle fil
tering is introduced. Such protocol, which should not
become an obstacle for the advancement of research
in speckle filtering, might be updated according to the
actual state of the art in the field. Finally, the intro
duced protocol is used to assess several well-known
filters, and to develop a new multi-resolution MMSE
(i.e. Minimum Mean Square Error) which is much
more effective than the classical MMSE filters.

I. INTRODUCTION

Speckle filtering of SAR images while preserving
the spatial signal variability (texture and fine struc
tures) still remains a challenge. The nonstationary
nature of the underlying signal makes adaptive fil
ters more effectivethan the spatially invariant filters
used extensively in digital image processing [4], [13].
The former filters adapt their processingto the non
stationary scene signals by using a spatially moving
window of a fixed size. Two speckle-scenemodels
are generally used: the multiplicativemodel, and the
product model. These models yield two families of
filters which might be distinguished: filters based on
the multiplicative speckle model which do not use
explicitly the statistical distribution of the underly
ing scene such as the Lee and Frost filters [4], [13],
and the Bayesian filters [12],[17]based on the prod
uct model which requires, in addition, an a priori
statistical model for the underlying scene signal. In
practice, the two family filters are applied using a
moving window of a relatively small size (7x7 win
dow is the mostly used (see [13])in order to provide
a satisfactory compromisebetween specklereduction
and preservation of small structures within a tolera
ble computing time.
In the following,the objective of speckle filtering

is considered. In Section III, specklefiltering of non
stationary scene signals is discussed in the context
of estimation theory. It is shown that the scene re
flectivitycan only be retrieved accurately for nonsta
tionary scenes which are locally stationary. Signals
which ate not locally stationary have to be filtered
separately using a priori information. In section IV,
the specklemultiplicative noise model, the product
model, and the related scene models are analysed
with regards to signal nonstationarity. Specklefilter
ing of locallystationary scenesis discussedin Section
V, and the necessityof the use ofmulti-resolution al
gorithms for accurate estimation of filter parameters
is brought out. Speckle filtering of locally nonsta
tionary scenesis then considered in SectionVI. This
leads to the introduction of a protocol for speckle
filtering in section VII. Finally, the protocol is used
to assess theoretically the performance of some well
known filters, and to develop a new multi-resolution
MMSEfilterwhichismore effectivethan the classical
specklefilters based on the MMSE technique.

II. OBJECTIVE OF SPECKLE FILTERING

The main objective of speckle filtering is to re
trieve the radiometric and spatial scene information
"R" fromthe observed"speckled" SARmeasurement
"I". "R" is generally the incoherent image of the
original scene signal (i.e. scene signal viewed with
the incoherent transfer function of the SAR system)
[19],[12].In certain cases, the signal to be retrieved
"R" might be the scene signal free from the view
ing system transfer function, and the delivered fil
tered output is named the super resolution image
[20].Deconvolutiontechniques might be used to re
construct the scene signal. Such techniques which
tend to amplify the high spatial frequency noise are
not suitable for the inversionof SAR images of small
signal to noise ratios [3].The scene signalmight also
be retrieved using the Bayesian inverse problem ap
proach proposed in [2].Such a technique is very sen
sitive to the assumed a-priori models, and unrealistic
behaviour might be introduced due to an erroneous
model [2].
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Ill. SPECKLE FILTERING IN THE CONTEXT OF
ESTIMATION THEORY

In both the two cases mentioned above (i.e. in
coherent or super-resolution image), speckle filtering
remains mainly an estimation problem, and filter de
velopment should be performed with respect to cer
tain rules determined by classical estimation theory.
Given one realisation of the stochastic process I(t)
observed during a finite interval of time, the estima
tion of the random process parameters can lead to
meaningful estimates only if I(t) is ergodic and sta
tionary. Stationarity is required such that the time
averages of each process converge to a finite limit.
Ergodicity is also required so that the different time
averages of each process converge to the same limit:
the ensemble average. The process parameters can
then be estimated by time (in the image domain
spatially) averaging the process over a finite inter
val of time. In the following,the processes involved
in the SAR image modelling are assumed ergodic.
Speckle filtering will be discussed in term of signal
sationarity-nonstationarity.
Because of the spatial variations of the scene sig

nal, the measured radar signal I(t) is not generally
stationary, and the estimations of the filter parame
ters (such as the mean and coefficient of variation)
lead to meaningless values.
In practice, stationarity in mean (the assumption

that the mean E(x) does not vary) may be relaxed:
all that is required is that E(x) does not change sig
nificantlywithin the observation interval [10].If such
a condition is satisfied by the processes involved in
the filtering equation, the nonstationary processes
can be considered locally stationary (named "sta
tionary in increments" in [10]),and the parameters
required for speckle filtering can be estimated over
a moving window in which the processes involved
are stationary. This corresponds to the basic idea
of the adaptive filtering. The adaptive filter param
eters which are estimated locally within a moving
window (in which the observed and the scene signals
are stationary), vary spatially (with the windowpo
sition) to cope with the observed and scene signal
variations.

IV. SPECKLE AND SCENE MODELS

A. Multiplicative model for speckle
Under the assumption that the terrain reflectivity

R(t) is slowlyvarying within the resolution cell (i.e.
locally stationary within the resolution cell) [29],the
multiplicative model states that the observed inten
sity of the pixel located at t=(x,y) is given by [4],
[13]: I(t)=R(t).n(t). The speckle random function
n(t) is assumed to be stationary white unit mean x2
distributed. As we previously mentioned in a study

on speckle filtering of polarimetric data [26],the sta
tionarity assumption for speckle noise is suitable for
the followingreasons:
• Speckle statistics are constant on the whole scene.
They can be accurately estimated, and need to be
estimated once for the whole scene.
• The algorithms for filtering of stationary noise are
much simpler to implement and less expensive in
computing time than the ones developed for nonsta
tionary noise.
• Certain aspects of speckle related to the illumi
nated scenes (such as the degree of polarization of
the scattered wave due [26]) should remain in the
filtered image (for a better characterisation of the
scene).

B. Scene model for stationary speckle noise
For accurate estimation of signal parameters, the

observed signal should be locally stationary. ·Such
condition might be satisfied provided that R(t) is lo
cally stationary (as speckle is stationary). The scene
signal and the observedsignals are then both station
ary in increments, and signal parameters can be esti
mated accurately within a movingwindow in which
the signalsare locallystationary (and ergodic). For a
nonstationary scene,signal parameters vary fromone
windowposition to another. This leads to parameter
estimates whichvary spatially with the windowposi
tion in order to cope properly (and as such to have a
better capability of speckle filtering) with the spatial
variations of the scene signal. One application of the
stationary in increments model is the nonstationary
mean nonstationary variance scene model (NMNV)
of [12]. It assumes that the scene (and consequently
the observed) signals are locally stationary in mean
and variance. This model might be presented as as
the basis of somewellknown filters such as the Frost
and Lee filterswhoseparameters are mainly the local
mean and coefficientof variation estimates.

C. Speckle-scene product model
The product model, also called the double stochas

tic model, wasused as the basis of the MAP Bayesian
one-level (Gaussian [12],and Gamma [16],[21]),and
multi-level([2])filters. The product model was intro
duced in ([15], [8],[7])to express the K-distribution,
which fits well ocean backscattering [6], as a func
tion of the Gamma distribution whose statistics are
easier to estimate [22], [9]. The spatially varying
Rayleigh clutter distribution which is conditioned on
its gamma-distributed local mean leads to uncondi
tioned PDF which is K-distributed.
The product model is based on a technique devel

oped for characterising nonstationary functions (see
[15]for example). The first-order density function of
the nonstationary process is treated as a function of



random key parameters, and is presented in term of
conditional probability density function (pelf). The
conditional pdf is averaged over the parameter un
der consideration to yield an unconditional pdf which
is stationary in the parameter of integration even
though the original (conditional) pdf is not station
ary. An equivalent method was proposed in [23] to
transform a nonstationary correlation function to a
stationary function named the spatially averaged cor
relation function. This method was used in [28] to
justify the use of the adaptive coherence estimate for
characterisation of nonstationary coherence signals.

In contrast to the multiplicative model of (IV.A),
the product model of (IV.C) assumes that speckle,
which is still locally stationary within a resolution
cell (i.e. the multiplicative model condition satis
fied), is not stationary in mean within the moving
processing window. The mean is supposed to vary
from one pixel to another according to a given dis
tribution (Gamma for example). Using the product
model, the Bayesian filters transform the nonstation
ary speckled signal (I( t)) in a locally stationary signal
(K distribution of stationary mean and variance for
example) within the moving processing window. The
parameter estimation is applied in two levels: esti
mation at the pixel level (for each pixel) of the mean
of the x2 speckle distribution, and estimation at the
window levelof the statistics of the mean reflectivity
(i.e. the averaged pixel means which corresponds to
the Gamma parameter). For meaningful statistical
description, the processing window should be large
enough to include many samples of the same speckle
x2 distribution (for the first-level estimation), and
enough samples of the various x2 distribution (for
the second-level estimation). Therefore, the filter
ing window size should be larger than the one which
might be used under speckle stationarity assumption
of section (IV.A).
The result above concerning the classical product

model which is a double stochastic model, might be
extended to the multiply stochastic model described
in [15], [25]. The multiply stochastic is formed by
averaging its mean over a first-leveldistribution; the
latter which might itself have a mean that is subject
to uncertainty is then averaged over a second-level
distribution of that mean. The process may need to
be continued, in principle, until the deepest-leveldis
tribution has a mean and other statistical parameters
that are truly deterministic. The parameter averag
ing lead to an unconditional pdf which is stationary
in the smeared parameters. The minimum window
size required for accurate estimation of these param
eters increase with the number of levelsof averaging
as the complexity of the unconditional pdf tends to
rise rapidly with each additional level.
At the deepest level, the a-priori information is
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described with a process stationary in mean (or pa
rameters smeared other than the mean). Among
the most used a-priori scene models are the Markov
Random fieldswhich are expressed in term of Gibbs
Random fieldsunder the local stationarity condition
[24]. For accurate estimation of the pdf parameters
of such process, large neighbour in which the process
is stationary, are required. Segmentation and multi
resolution techniques were used for example in [2],
[30]to form an image with separate entities in which
the process is stationary. If this not done properly,
unrealistic behaviour might be introduced in the fil
tered image.

V. SPECKLE FILTERING OF STATIONARY IN
INCREMENT SCENES

A. Adaptive filtering

Many digital filters were developed in the field
of communication theory to reduce the transmission
channel noise which was generally assumed to be
white and additive noise. Someof them wereadapted
to SAR images to filter the multiplicative speckle
noise under the adaptive form which is shown to
be suitable for stationary in increment signals. The
most well know are based on the Minimum Mean
Square Error (MMSE) [4], [13],[12],or the Bayesian
[12], [17], [2] techniques. These filters which were
originally derived for stationary signals are adapted
to slowly varying nonstationary signals. The filters
parameters are performed within a moving window
in whichsignals can be assumed to be stationary and
ergodic. The filter output is a spatially varying (as
a function of the processingwindow position) scalar
(or a vector) which corresponds to an estimate of the
nonstationary scene function.
In contrast to speckle filters based on the mul

tiplicative model, the filters based on the product
(or the multiply stochastic) model requires a pri
ori models at each level of averaging. Speckle fil
tering is mainly Bayesian model fitting which opti
mizesthe Maximuma posteriori (MAP) criteria [12],
[17], [2]. However,speckle filtering under the multi
ply stochastic model (like for any inverse problem
method) is very sensitive to the assumed a-priori
models, and unrealistic behaviour might be intro
duced due to erroneous models [2]. Consequently,
unless the a-priori models fit well the reality, meth
ods based on the simplemultiplicative model remains
more effective, and more attractive as they are ex
pansive in computing time. A promising solution
was proposed in [2]which consists in matching vari
ous a-priori models to the scene under study at the
expanse of large computing time.
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B. Multi-resolution adaptive filtering

The filter parameters are calculated using the ob
served signal statistics within windows (generally of
fixed size) in which the signal is locally stationary.
Certain parameters like the second order statistics
(the covariance function for example) need large win
dows for an accurate estimation. Filters based on the
product model need larger windows than the ones
based on the simple multiplicative model of section
IV (A and C). Both models have to be applied within
a region where the observed and scene signal are lo
cally stationary. As such, the processing window
should be of a limited size such as only a "stationary"
portion of the illuminated target is covered. Tests of
stationarity should be applied on the observed sig
nal to adapt the size and the shape of processing
window to signal nonstationarity. As such, the esti
mation within the selected windowof local stationar
ity leads to accurate and meaningful parameter esti
mates. This improves significantly the performance
of the classical filters which are blindly applied on a
movingwindowof a fixedsize. An example is given in
[5] concerning the classical box (average) filter. The
Hagg filter which is a multi-resolution box filter is
much more effective than the classical box filter of a
fixed size. One problem with the Hagg filter is that
is it only adapted to areas of constant reflectivity
(R(t) = constant). The filter, which is not based on
a solid method of signal estimation theory (averag
ing of homogeneous region), is completely ineffective
in textured areas (which might be locally stationary
but not necessarily locally homogeneous).

VI. SPECKLE FILTERING OF LOCALLY
NONSTATIONARY SCENES

Scene signals might be nonstationary even within
a small region. Nonstationarity might be due to the
presence of edges, curvilinear features, or point tar
gets. If the scene signal is varying rapidly within
the resolution cell, the multiplicative speckle model
(and consequently the product model) cannot even
be used. Signal variations from one resolution to an
other within any small neighbourhood makes statis
tic estimation meaningless. The solution would be to
correlate the observed signal with a replica (noise
free ideal signal) which models local scene nonsta
tionarity. Such correlation would improve the signal
to the speckle noise ratio, and as such would enhance
the nonstationary feature (the source of nonstation
arity). The filter might then adapt the shape of the
window to the enhanced feature, and as such use a
sufficiently large number of independent samples for
an accurate estimation of the unspeckled feature sig
nal. Since the underlying scene signal is not known,
various replicas might be tested and the one which

would enhance the best the scene feature might be
selected. Multi-resolution processing remains again
the best way to increase the signal to noise ratio of
the replica-image correlation. The multi-resolution
technique first introduced for SAR images in [27],
significantly improves the performance of the ratio
edge detector in the presence of small edges, and in
areas of low contrast (see [27]).

VII. A PROTOCOL FOR SPECKLE FILTERING

A. Presentation of the protocol

According to the discussion above, a set of rules
(i.e. a protocol) might be set for effective speckle
reduction. Filter conception should be done with re
spect to the protocol presented in Figure 1. This
means that any speckle filter should include the fol
lowing tools:
1. An algorithm which takes into account speckle
statistics for speckle reduction of locally stationary
areas
2. An algorithm to detect neighbourhood which are
not locally stationary,
3. Replicas to match local non-stationarity
4. Algorithm for speckle filtering of locally non
stationary areas as a function of the matched scene
replica
5. Multi-resolution algorithms to fit the size and the
shape of the neighbour to signal stationarity

B. Applications of the protocol: filters assessment
and development

Such a protocol allows one to assess theoretically
the performance of any speckle filter. For example,
the followingfilters suffer of a number of weakness:
• The Hagg filter [5]employs a simple box algorithm
for speckle filtering of locally stationary areas. As
such, texture cannot be preserved,
• The Kuan and Frost filters do not include tools to
detect nonstationarity,
• Application of the Bayesians filters with small win
dows might lead to erroneous filter parameter esti
mates.
• Filters based on wavelets [1]can only preserve fine
structure. They should be equipped with a speckle
model based algorithm for an effectivespeckle filter
ing within locally stationary areas.
The protocol abovewas used to develop an MMSE

multi-resolution filter. Figures 2, 3, and 4 present the
original image (Radarsat fine mode 1-look), and the
images filtered with the enhanced ([18])MMSE ([13],
[11])filter over 7x7window, and the multi-resolution
MMSE filter. The multi-resolution filter converges
to stable values for a 29x29window size. Obviously,
the multi-resolution technique permit better preserv
ing of texture and fine structures with an effective



speckle reduction within homogeneous areas.

CONCLUSION

Speckle filtering of nonstationary scenes can be
performed accurately if the scene signal is stationary
in increments. Scenes which are not locally station
ary should be filtered separately using a priori repli
cas of the nonstationary scene feature. The protocol
of speckle filtering introduced in this study might
be used to assess theoretically the performance of
speckle filters. This protocol was used by the au
thor as the basis for the development of a newmulti
resolution MMSE filter which is much more effective
than the classical MMSE filters. The same multi
resolution technique used here to improve the MMSE
filter might be also exploited to improve the perfor
mance of other filters such as the Frost [4],Lee [14],
and MAP Gamma ([17], [21])filters.

Scene
Replicas

No jN(lj) I

Fig. 1. Flow chart
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Abstract --- To achieve better balance between
investment and return, the development of more generally
applicable technologies (generic, modular, multi
functional) or the application of the proven off-the-shelf
technologies are the key issues. Besides cost effective
design and manufacturing, the competitiveness can be
significantly improved with a wider applicability of the
technology. This paper discusses the modular design
approach and the implementation related aspects of a
multi-frequency, multi-mode, high-resolution SAR
system.

I. INTRODUCTION

The operational advantages of Synthetic Aperture Radar
(SAR) have been clearly shown by ERSl/2 and Radarsat.
Excellent images of the Earth can be produced, in all
weather conditions, day and night. Considerable progress
has been achieved in the interpretation of these imageslt is
believed that effective cost reduction can be achieved by
putting the emphasis on the improvement of SAR
technology to attract the commercial market [l].

To achieve better balance between investment and return
the development of more generally applicable technologies
(generic, modular, multi-functional) is a must.
Consequently emphasis has been given to the chirp
generation and coherent signal detection. Besides cost
effective design and manufacturing, the competitiveness
can be significantly improved with a wider applicability of
the technology development. Based on the specific features
of the basic building blocks, either of frequency
independent or of wideband nature as described in this
paper, quick radar instrument configuration can be derived
from system inputs. Besides the highly accurate
performance predictions, specifically for the antenna
layout, fairly good estimates of the mass, power and
instrument cost can be made.

11.PRINCIPAL DESIGN APPROACH

From a basic functional point of view the instrument
architecture can be subdivided into: RF Front-end
(Antenna, Up/Down Conversion) and the Signal
Generation I Detection Unit (IF, Tx Chirp Generation, Rx
Signal Detection). Furthermore it is very common to
distinguish between the Antenna (Radiator, TR module,
Subpanel Electronics (SPE), Distribution Network (DNW))
and the Central Electronics (Frequency Converter, LO, IF
Signal Handling I Processing Units, Satellite Bus I/F

Electronics). Figure 1 shows the Radar instrument general
block diagram.

Figure 1 Radar Instrument Block Diagram

III. RF FRONT-END

Modularity at antenna level should aim for low overall
complexity, for easy integration of all modules and units,
combined with low weight and temperature insensitivity of
electrical antenna performance. Important active array
antenna design drivers are in general mass, de-power
consumption and achievable SNR. Obviously good
performance will be achieved with a certain number of TR
modules. To ensure lowest mass contribution and
simultaneously keeping de-power consumption low, the TR
modules must be of lowest possible complexity. Avoiding
sophisticated phase, amplitude and thermal control will
lower the cost twofold: from hardware implementation as
well as from characterisation points of view.

A. TR Module

To get low TR module complexity, the minimum number
of components required shall be incorporated, which are
circulators, limiter, LNA and SSPA. The phase and
amplitude control circuitry together with Tx and Rx
amplifiers are "centrally" located in the Subpanel
Electronics (SPE) avoiding any TCM I/F harness to the
individual TR modules, and last but not least to allow this
components to be operated in a very tight controlled
thermal environment. The only required interface between
the TR module and the SPE is a single coaxial cable, which
transports the microwave Tx & Rx signals, the SSPA de
power and a 200kHz/2V signal to control the Tx/Rx gating
(switching) within the TR module. The TR module hybrid
will also employ a suitable simple gain control circuitry to
guarantee the gain stability for the LNA, and proper RF
drive power for the SSPA versus temperature variations.
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Dual polarisation operation is achieved by employing 2 8. TR Module - Power Supply Unit
modules, one per polarisation.
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Figure 2 shows the architecture of TR
proposed concept. The circulator at the antenna radia
separates the Tx and Rx signals. The limiter in front of the
LNA prevents passing excessive signal power towards the
LNA. The RF signal at the I/F with the s-- · · ·
200 circulator separ
from those coming fro
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C. TRModule - Phase & Amplitude Control

The SPE is composed, unlike the TR modules, of
frequency dependent and also frequency independent
components and units. Highest degree of modularity can be
achieved by using a wideband multifunctional GaAs
MMIC switch serving all bands and useable for phase and
amplitude control, MMIC-extemal delay lines depending
on the frequency bands & a control ASIC which contains
the relevant phase and amplitude adjustment look-up tables
based on the characterisation of this assembly. The SPE is
kept at a constant temperature avoiding the temperature
dependent performance drifts.
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D. Distribution Network

The Distribution Networlc (DN\V') is .split into ? levels:
Subpanel, Antenna and I/F towards Central Electronic
(CE). Table I shows details of the distribution network in
this approach. Due to the DNW simplicity and hence to the



minimum interconnections at Subpanel level, the bulk of
the DNW is concentrated at Antenna level (between the
SPEs) and towards the CE.

Subpanel Level llF towards CEAntenna LevelDNWTvoe
RF(TX & RXl
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Table II Active Array Distribution Network
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Figure 5 Phase & Amplitude Control

IV. SIGNAL GENERATION & DETECTION

The chosen baseline is modular chirp generation (digitally,
at baseband) and modular echo signal detection. The
modular blocks (hybrids) are designed for a fixed
maximum subband bandwidth 2w1. From a look-up table
(chirp memory) a 2w1 wide signal is read, DIA converted,
lowpass filtered and upconverted to the IF band. After
corresponding time 2t1 (subchirp pulse length) the LO
switches to a 2w1 higher (or lower) frequency and next
chirp memory readout over the period of 2t1 takes place,
and so on, until the whole chirp of the full bandwidth BW
= (2N+l).2w1 and pulse length T = (2N+l).2t1 is generated.
On the detection side functionally a suitable amount of
"similar" receive hybrids are operated in parallel, each
handling a 2w1 subband. Unlike for the signal generation,
the LO frequencies are not switched but steadily input to
the mixers for basebanding. After lowpass filtering the
signal blocks are AID converted and handed forward to the
signal processing I data handling unit.

A. Chirp Hybrid & Receive Hybrids

Full modularity and flexibility is only achievable with a
minimum of basic building blocks not requiring additional
hardware design efforts [l]. The signal generation I
detection is based on 2 building blocks:

• Chirp generation hybrid
• Receive hybrid
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Figure 6 Modular Wideband Chirp
Generation/Detection

Both types of hybrids are almost identical from a hardware
point of view (and physical hybrid layout!), containing LO
generation, mixers, analog LPFs, DAC or ADC, digital
memory or digital LPF. For the sake of flexibility and
hardware implementation, the LO block is chosen to be
part of the hybrids. Figure 7 shows the architecture of chirp
hybrid.

B. /IQ Modulator I Demodulator

For the signal generation and detection, the UQ
modulator/demodulator are preferred to the SSB modulator
I Image Reject Mixers respectively, because of the better
image rejection performance achievable as the quadrature
shifting is required for only for the LO frequency and not
over the band of frequencies. Image rejection is a measure
of the balances (amplitude & quadrature phase) realised in
the chosen configuration. In addition, in the present
concept, the quadrature phase shifting network (the delay
lines) is kept hybrid external and so delay lines can be
designed depending on the position of the hybrid making
the modular UQ networks applicable over wider
bandwidths.

C. LO Generator

One mixer block each, out of the required LO frequency
generation chain is implemented within a single chirp
hybrid. With the final arrangement of all the hybrids, the
complete LO frequency chain is automatically installed.
Although the prescalers are in principle required only once,
nevertheless each hybrid is equipped with one for the sake
of full modularity.

D. Phase Bias

To maintain the frequency coherency and phase continuity
during the summation process, the LO signals need to be
without phase bias at these intersection points (Figure 8).
The phase bias at the subchirp summing points, which is
due to the quadratic phase variation, can be taken care of
by either making it a multiple of 2n or by letting
consecutive subchirp memories hold the consecutive
subsections of whole chirp, but each at baseband (de to 2w1

Hz), and not "individual" chirps having bandwidth of 2w1•
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V. MODULAR DATA HANDLING ARCHITECTURE

Figure 9 shows the modular data handling architecture of a
multi-mode SAR instrument, whose parameters are given
in Table II.

Muc:k IA:r.imuth Sub.o;wt1th Saimplin& ~mpk:s/ l>11lll r11h: I:::i~-1silA'Modr (km) Frequency ..... (Mbp>)
lrMHzl

very High Spotlight 20 >300 20,000 >300
Resolution
High Imaging 100 100 25,000 500
Resolution
McJium Scan SAR 100 20to4 5000 10 100 lo:!O 120 (0 100
Resolution 1000

Table II Typical Parameters of a Multi-mode SAR
Instrument

Each of the modules in Figure 9 comprises of:
• demultiplexing and FIFO buffers in order to distribute

the data acquired during the echo window interval all
over the Pulse Repetition Interval

• a programmable digital filter in order to introduce
further flexibility in the chain.

Each of these modules should be interfaced with:
• Solid State recorders in order to ensure temporary

storage on-board and transmission to ground in non
real time (if necessary)

• Instrument Control Unit (ICU), for several operational
and monitoring tasks

• And also at least one of the modules should be
connected to a Data Processing Unit (DPU) for the on
board processing of low-resolution modes

Figure 9 Baseline tor a Modular Data Handling
Architecture

The subsequent sections deal with processing of raw data
for the generation of high-resolution SAR imagery. The
following are the major processing stages involved, which
could be performed on-ground:
• Combination of data coming from different modules
• Pulse range compression
• Azimuth compression

A. Combination of Data Comingfrom Different Modules

This problem can be seen from two perspectives: from the
time domain and from the frequency domain.



Time Domain Perspective

Every sub-module range line has to be first resampled into
the higher resolution and then summed to the other sub
module lines. In practice, this process can be efficiently
carried out with decimation and interpolation filters.
Figure JO shows one possible implementation when using
the block processing approach with an FFT oriented
algorithm.

Frequency Domain Perspective:

In the following paragraphs the decimated data coming
from one module or sub-band will be termed 'look'.
Figure 13 demonstrates the equivalency between the
combination of data from different modules and the so
called multi-look processing in SAR processing
terminology. The left-hand side of Figure 11 shows one of
the 'looks' in the frequency domain sampled at 'fs' rate.
Then, the same signal in the time domain is depicted below
with Ts = 1 I fs. Its interpolated signal, with the expected
high-resolution sampling period Ts' = Ts I N, requires a
new [s' = N · fs . The gaps that appear in the spectrum
can be considered as zeros (i.e. the so-called zero padding
in the digital domain). Since each look had undergone a
different shift in the analog domain in order to bring that to
base- band, that shift in frequency has to be corrected to
bring back to its original spectral location. In case different
looks have overlapping areas of the spectrum, some sort of
averaging should be considered. The whole process is
depicted on the right hand side of Figure 11. The
inconvenience of the frequency domain approach is that it
cannot lead to "Perfect Reconstruction" because the
equivalent interpolation filter does not depend on the
decimation filters. Its advantage however is that it is
computationally efficient, especially if it can be combined
with the matched filtering (Figure 12) during the pulse
range compression.

B. Pulse Range Compression

To generate range compressed data, every raw data echo
has to be matched filtered with the transmitted pulse replies
of the SAR. This process is outlined in Figure 12 for a full
bandwidth range line. Figure 13 shows the similarities
between:

N / 4 coeffi<:icnl& N I 4 coefficients

Decimation Interpolation

Figure IOEfficient Interpolation with a 4 -band Polyphase
Filters
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Figure 11 Interpolation and Combination of Looks

• the multi-looking technique, which is used to reduce
speckle by summing several lower-resolution images
with different spectral contents from higher-resolution
raw data,

• and the combination of several lower-resolution
modules of raw data, which is then combined to
generate a higher-resolution image.

Actually, both processes are simply symmetrically
opposed, but they have one common stage: the matched
filtering or multiplication in the frequency domain by the
conjugate of the spectrum of the SAR pulse replica with the
highest resolution. This shows that the modular architecture
shown in Figure 9 is equivalent to a set of lower resolution
SAR systems with contiguous carrier frequencies. The loss
of one of the modules would simply mean a loss in
resolution, or a degradation in radiometric resolution (i.e.
greater speckle contents) for multi-look processed modules.

C. Azimuth Compression

In order to achieve "almost" square pixels with the same
antenna configuration, azimuth processing will vary
dramatically from one mode to another. These differences
are not explained because they are independent from the
modularity principle presented here.

Figure 12 Classical Matched Filter
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Figure 13 Comparison of Matched Filtering of Modular
Data with the Classical Multi-Look Processing

VI. REDUNDANCY ISSUES

A. Antenna Level

"Standard" SAR Antenna configurations are usually
subdivided into Mechanical Subpanels (of deployable
nature) and Electrical Subpanels. Each of these Electrical
Subpanels will consist of a certain number of Subarrays,
individually connected to dedicated separate TR Modules,
which are interconnected to a single Subpanel Electronic
on Subpanel Level. The SPE units contain the Phase and
Amplitude Control devices as required for flexible antenna
beam shaping and steering.

It is obvious when choosing a reasonable high number of
Subarrays (e.g. > 500) redundancy on TR Module level is
not any longer required as it is understood that up to 10%
of the TR Modules can be lost without having significant
effect on the antenna performance, provided that the
malfunctions occurred are distributed randomly over the
whole antenna aperture: this fact is well known as "graceful
degradation" in performance.
The TC/TM digital electronics and the TR-PSU and the
SPE PSU are in principle required only once per SPE. To
avoid loss of a whole Subpanel these circuits are required
to be redundant. The DNW is proposed to be of passive
nature, so therefore redundancy is not necessarily required.
For dual polarisation radars the DNW caused single point
failure feature is avoided by the automatically needed 2"d
DNW.

In-flight Instrument Calibration, specifically for Active
Antenna Arrays, has been considered mandatory to ensure
the required Instrument Parameter Stability requirements.
However for the proposed Modular Instrument Electronic
it is believed that the usually performed in-flight Phase and
Amplitude characterisation is not any longer required
(relying on the assumption that the coaxial cable based
DNW is temperature invariantj.Nevertheless what might be
required is a "Health Check" mechanism (Go-No Go
message). Within the TR Module the RF output power
detector can provide the necessary information.

B. Central Electronic Level

As it is a standard practice, Cold Redundancy is the
recommended approach for the CE units. Hereby the
baseband radar electronic units can be treated in a different
way, since it is based on (2N+l) parallel blocks. And the
more blocks are implemented, the Jess critical is the Jossof
a single block!

VII. CONCLUSIONS

This approach is fully in line with the requirements
expressed to make radar design commercially self standing,
taking full advantage of the synergy with other disciplines
(e.g. communication), as well as to establish technology
spin-off in any applicable field to ensure highest benefit of
R&D investment. Modularity can be fully exploited based
on building block implementation. The following are
obvious advantages of the approach :

Technological simplicity: Each module deals wit!i signals
of a reasonable ba9~width ~j.e.tens ?f Mi;~·
Scalability: Larger··systems can be built from<··smaller
systems.
Operational flexibility: The SAR instrument can be easily
operated in several modes, by switching all or just a few
modules.
Reliability: If some modules fail, it is only necessary to
switch on other identical modules, or to accept a minimal
degradation in resolution (i.e. less bl:l-ndwiqt;h).
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ABSTRACT
The X-Band SAR Instrument Demonstrator (DESA)

is the modular part of an envisioned Synthetic
Apertur Radar (SAR) instrument with active
subarray. This paper describes the technical and
programmatic topics of the German development.
The techology development started in September 96
and will finish in September 2000. Main goal of the
DESA development was the realization of a flight
representative panel of a conceivable SAR
instrument, which serves as reference and which is
addressed in the following. Nevertheless the DESA
concept may be also suited to other SARinstrument
configurations.

INTRODUCTION
The X-Band SAR Instrument Demonstrator (DESA)

forms the basis for a future Synthetic Aperture
Radar (SAR) instrument with active front-end, which
is intended to be utilized for earth observation from
space. The Demonstrator is a modular part of an
envisioned full-size SAR instrument. It embraces the
active front-end with its radiators, the
transmit/receive modules (T/R modules), the
necessary electronics for power supply, control and
operation, and the operational software.

In the recent years the DESAtechnical basis was
established starting with the definition on the
instrument and some pre-developments of critical
parts. Task of the present DESAproject phase is the
final design and manufacturing of all the hardware.
The main emphasis was placed on the development
of highly stable X-band T/R modules. Before starting
the manufacturing of the T/R modules two
representative modules were built and successfully
tested under space conditions.

With regard to a future international cooperation
for a Multi Frequency/ Multi Polarization (MFMP)
mission for earth monitoring from space with a SAR,
the relevant X-band antenna technology
development is nearly finished in Germany. Such a
mission is envisaged for the year 2003.

SAR SYSTEM REQUIREMENTS
Future spaceborne SAR instruments shall be able

to operate in several SAR modes with respect to

coverage and resolution. Only phased arrays with
active elements can provide the necessary flexibility.

The present design of the DESAis based on a SAR
instrument design which has been taken as
reference (SAR-R).This reference SARhas an active
antenna of 12mx 0.7m with 30 panels. Details of
the system design studies are given in separate
IGARSS97 presentations [Ref. 1, 2, and 4].

The main system requirements for the SAR-R
concerning the derived DESA design are listed in
table 1:

Center frequency 9.6 GHz
Operational bandwidth 2". 150 MHz
Polarization horizontal; vertical
Overall receiving noise < 4.8 dB
figure
Radiated RF-power > 3,2 kW
Phase within± 10° rms
stabilty /accuracy
Receivergain 15 - 30 dB
RFpulse length 25 - 50µs
Pulse repetition max. 3000 Hz
frequency
Scan capability ± 20° in elevation;

± 0.75 ° in azimuth
Operational - 20° - +60°C
temperature range (full
performance)
Table 1: Main Requirements for SAR-R

The system shall be capable to change the radar
beam within every pulse interval. The SAR
performance data result from the technical
parameters and is presented in the Ref. 1 and 2.

The radiation pattern will be formed individually in
transmit mode (Tx) and in receive mode (Rx)
exploiting the full capabilities of active phased array
antennas. A fixed amplitude distribution is used for
Tx. This scheme has the advantage that in Tx the
amplifiers will be operated at the highest efficiency.
The sidelobes could be lowered by using
T/R modules with different output power in
elevation. In Rx the pattern will be formed by phase
and amplitude tapering.

Proceedings of the CEOS SAR Workshop, Toulouse, 26~29 October 1999, ESA SP-450, March 2000
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DESA TECHNICAL DESCRIPTION
The DESA instrument consists of the elements

illustrated in Figure 1. DESA embraces the active
front-end panel, the Central Electronics, and the
Electrical Ground Support Equipment (EGSE)
necessary for operation and testing the active array.
For convenience the Central Electronics is merged
into the digital part of the EGSE.Another essential
part of the EGSE is the RF operation and test
equipment (RF-EGSE).

Mechanical and Thermal Aspects: In figure 2
the DESA panel is illustrated showing the
fundamental parts like

the row of the T/R modules attached to the
radiators,
the divider /combiner networks for RF-power
distribution and calibration,
the electronic boxes for power conditioning
and supply and for digital control.

A compact design is achieved with a panel mass
of less than 14 kg and a depth of about 110 mm
which is important for the stowage of the active
array.

The thermal design of the active front-end for the
operation in space is completely passive without any
active cooling or heating provisions. The microwave
radiator also serves as thermal radiator for the heat
generated by the T/R modules. Tests with thermal
models of the active subarrays verified the
effectiveness of the design. The cooling loop shown
in the picture is only required for continuous
operation on ground.

EGSE ACTIVE FRONT-END PANEL

Fig. 1: X-BandSARDemonstrator Block Diagram

Radiators: The antenna radiator for the DESA
panel will be a resonant waveguide type employing
the Carbon Fibre Reinforced Plastics (CFRP)
technology that was already used in the Space

projects ERS-1, ERS-2 and X-SAR. Essential
advantage of this waveguide technology is the
thermal stability over the whole temperature range
with very good performance. For the multi
polarization capability, two radiators, one for H- and
one for V-polarization, are accommodated in the
same antenna aperture. Narrow space of these
waveguides was the prerequisite to fulfill the scan
requirement in elevation. Two waveguides, the
assigned T/R module and the thermal provisions
form an active subarray as sketched in figure 3.
Figure 4 provides the view of the panel on the
radiator side.

With this configuration the electrical and the
thermal performance of a single active subarrays
was successfully tested.

TRModules: TheTRModules have been designed
and manufactured by DASA/Ulm. The main
performance data is listed in the following table 2:

Output power 7 Wor 2 W
Noise figure 3.6 dB
Amplitude accuracy 0.5 dB
Phaseaccuracy ± 60
Table 2: TRModule Performance

Essential feature of the T/R modules is the active
temperature compensation of amplitude and phase
over the operational temperature range given above.

Figure 2: DESAPanelConfiguration

Digital Control: The Digital Control Subsystem is
split into two parts, the Panel Control Electronics
(PCE)and the Digital Control Electronics (DCE).Two
redundant PCEsare located on the panel, but only
one is active during operation.
The PCE generates the command for the T/R
modules on the basis of pre-programmed



configuration tables. 250 entries will cover nearly all
conceivable SAR modes. Mode switching by change
of the array configuration is possible within every
pulse repetition interval.

Furtheron the PCE acquires the housekeeping
data of the panel elctronics and sends them to the
DCE. The DCE would in a full-size SAR be part of the
Central Electronics. It corresponds with the PCE (and
with all PCEs in a full-size SAR instrument),
generates the timing signals for the active array and
would in a full-size SAR provide the digital interface
to the space craft. In DESA the DCE is part of the
Electical Ground Support Equipment, which is used
to operate the active front-end.

Figure 3: DESAActive Subarray

Figure 4: DESA Top View on Radiator Side

Power Subsystem: The Power subsystem consists
of the Power Converter, which converts the
spacecraft voltage (i.g. 28V de) to 115V ac and
supplies the DESA panel (all panels in a full-size SAR
instrument). On the DESA panel (later on each panel)
the AC-voltage will be conditioned for the panel
control electronics and the T/R modules. The
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advantage of this system is the high efficiency and
the good reliabilty.

STATUS AND OUTLOOK
The SAR Demonstrator project is still ongoing with

the manufacturing of the complete panel hardware
and the EGSE and the development of the software
which is intended to be finished at the end of 1999.
Afterwards the intergration and test phase will start
with the assembly of the DESA panel, while the
mechanical and the electrical GSE will be already
available. Main task in the next project phase is
running a more or less space qualification program
with the panel.

This test program includes besides very detailed
performance testing the usual tests for space
hardware. A thermal test over the whole specified
temperature range -55° - + 70°C is planned, where
the performance tests are limited to the range in
table 1. In a thermal vacuum test the stability of the
instrument will be verified. A vibration test shall
demonstrate the mechanical integrity of the panel
hardware. Finally the the electro-magnetic
compatibility with typical spacecraft environment
will be tested.

During the manufacturing of the panel hardware
investigations will be made to build-up cost effective
production lines especially for the T/R modules and
the waveguide radiators.The synergies of other radar
development and manufacturing programs have to
be exploited.

In parallel investigations on SAR data processing
are ongoing. Moreover the direct access to SAR data
products should be possible by implementation of
SAR on-board data processing and compression,
which is presently studied within the DARA and ESA
technology programs.
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ABSTRACT

In March 1998, the Canadian Space Agency awarded
the RADARSAT II contract to MACDONALD
DETTWILER ASSOCIATES (MDA). This was a
second step, after the creation of RADARSAT
INTERNATIONAL (RSI), toward the establishment of
a fully commercial Synthetic Aperture Radar (SAR)
remote sensing service. The RADARSAT II mission
will ensure the continuity of the RADARSAT I data
and products and will open new market applications.

The RADARSAT II satellite will carry a C-band SAR
offering multiple modes of operation including quad
polarization, 3-meter high resolution and right or left
looking imaging mode. All RADARSAT I modes will
be supported to ensure data continuity. The satellite
will be placed on the same orbit than RADARSAT I to
ensure data continuity. If RADARSAT I remain in
operation for 7.5 years, as it is now projected, there
will be a period of time where both satellites will be
operated in tandem. Accordingly, the ground
infrastructure and data order system must be designed
to meet customer requirements in a timely manner. To
evaluate the system performance, CSA is developing
an analysis tool to simulate the operation of a multi
satellite SAR system. This paper describes the structure
of the tool and how it is used to assess the end-to-end
performance of the system.

INTRODUCTION

With RADARSAT II, SAR system design has reached
a point where trade-off between the satellite design, the
ground infrastructure and the system operation must be
taken into account. To get insight into the end-to-end
performance of the SAR system, CSA is developing a
new software tool that is used to model the complete
operation of a SAR system. In this paper, we describe
the main features of this tool and explain how it will be
used to assess the system performance.

TECHNICAL CHARACTERISTICS

Mission

All the RADARSAT I modes will be supported by
RADARSAT II, with most of the image quality
parameters met or exceeded. The new modes added on
RADARSAT II are dual or quad-polarization on
selected beams, 3-meter high-resolution mode and new
multi-look 9-meter modes. The RADARSAT II
mission modes are shown in Fig. I.

The RADARSAT II orbit will be synchronized with
the RADARSAT I orbit, which is a sun-synchronous
orbit at an altitude of 797.7 km with a repeat cycle of
24 days. This choice is made to ensure data continuity
between the two satellites. In order to use the same
TTCS facilities for RADARSAT I and II, the time
phasing between the two satellites at the ground station
must be of a minimum of 30 minutes to allow for all
relevant pre-past and post-pass activities to complete.
The selection of the operating node for RADARSAT II
will be dictated by the tandem mission requirements. A
twelve-day separation would maximize market access
and TTCS operation; a one-day separation may be
beneficial for surveillance and calibration.

A capability for quick changes between left and right
looking modes will enable RADARSAT II to support
an Antarctic Mapping Mission and result in reduced
planning time for imaging requests.

Instrument

The RADARSAT II instrument design represents a
significant improvement over its predecessor. The new
instrument will operate at a center frequency of 5.405
GHz with a signal bandwidth up to 100 MHz. The
payload mass budget is 750 kg and power consumption
is 685 W.

RADARSAT II will use S band for TICS up-links and
downlinks and X band for data downlinks in two 105
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Mbps channels. Therefore, RADARSAT II will be able
to operate with the existing network of ground stations.
Additional functionality includes a left and right
looking imaging mode, reduced revisit time, encrypted
X band down-link and S band up-link, higher down
link power which allows the use of 3-meter dish
antenna for ground reception and, finally, on-board
solid-state storage.

Interference from mobile communication has forced
the migration to a slightly different frequency
(RADARSAT I used 5.3 GHz). This is irrelevant for
most applications; however, this will preclude
interferometry between RADARSAT II and I and
necessitate an upgrade of the existing network of active
transponders.

SAR BEAMS

The nominal beams available with RADARSAT II are
listed in Table I. To provide the required coverage, a
total of 106 beams are needed per polarization per side.
Calibration of the RADARSAT II beams will be a
major challenge. The proposed approach at this stage is
to fully calibrate a subset of all the required beams and
then to rely on antenna modeling to predict the in-flight
beams patterns.

The T/R modules that will be employed for
RADARSAT II do not have an internal calibration
capability. Different schemes are presently being
explored to allow for the in-flight calibration of the
array. Proposed techniques rely on the use of
calibration probes that would be mounted at different
locations.

Table I Nominal SAR Beams for RADARSAT 2

Standard Standard, 7 17.30 42.33 101.7
Scansar (SS-
S7)

Wide Wide, Scansar 3 17.65 38.96 116.5
Extended Extended low I 8.80 20.10 169.6
low
Extended Extended high 6 41.93 50.18 70.18
high
Extended Fine, Triple 4 26.00 33.42 55
Fine Low Fine
Fine Fine, Triple 5 32.19 41.07 53

Fine
Extended Fine, Triple 2 4008 43.00 55
Fine High Fine
Quad Pol Std Quad Pol, 30 17.00 42.00 25

Fine Quad Pol
Ultrafine Ultrafine 48 26.00 50.00 20
The antenna beam synthesis and PRF selection is
driven by the ambiguity rejection requirements via the

NESZ. EMS Technologies has completed the synthesis
of nearly all the beams required for RADARSAT II.

GROUND INFRASTRUCTURE

The operation of RADARSAT II will be the
responsibility of MDA. Two years after launch, the
infrastructure has to be able to handle programming
and acquisition of 500 image requests per day and
production of I00 RADARSAT II SAR data products.
The system shall perform all required activities
between the acceptance of a user request and the uplink
of the resulting message to the spacecraft in less than
48 hours for routine request, 12 hours for worst-case
emergency and 6 hours for best-case emergency.

A complex system of operation will be set up that will
ultimately report to the RADARSAT Stakeholders. An
Order Handling System will allow customers to access
the RADARSAT II system directly, specify their
acquisition request and track progress of their orders.
Commercial and Government Distributors will be
responsible for financial aspects of the transactions
with their respective end-users. A simple scheme will
be used to prioritize the user requests.

SAR END-TO-END PERFORMANCE
EVALUATION

A common trend for the next generation of SAR
systems is that they will be operated on a commercial
basis. A key element for the commercial success of a
product is quality, ease to order and timely delivery.
To measure the end-to-end performance of a SAR
system, CSA is building a tool to simulate the
operation of the system from the request placement to
the delivery of the final product. The simulation is
very detailed and includes all significant parameters in
the system. The simulation tool is extremely flexible
and includes multi-satellites operations, ground
stations, processing facilities and sensor state
transitions among other features. The structure of the
simulation tool is shown in Figure 2. The simulation
proceeds in three main steps: Set-Up, Request
Scheduling and Analysis.

Set-Up

Set-up involves specifying the parameters of the
system simulation. All data are structured as records in
a Microsoft Access database, which allows a great deal
of flexibility in the construction of the various blocks
of the simulation. The main simulation blocks are:

Satellites (Can be any numbers)
Sensors (Can be more than one sensor per satellite)



Associated Mission Operation Center
Associated Ground Stations
Uplink and Downlink Sub-systems
Power Supply and Storage
Image Storage

The parameters for each main module of the system are
entered using form sheets similar to what is shown in
Fig. 3.

Request Scheduling

Once the simulation parameters have been entered, one
can proceed to the request scheduling, which is the
core of the simulation. The system processes a series of
user requests, finds appropriate imaging time for the
acquisitions (multiple acquisitions are often necessary
to fulfill one request) and checks all constraints for the
scheduling of the requests.

User requests are entered as a series of records in a
database. An interface allows creating tests requests or
to import actual requests that have been processed by
RADARSAT I Mission Management Office (MMO).
A typical user request, from RADARSAT I cycle 21, is
shown in Figure 4.

The request date is the date when RADARSAT MMO
has received the request. The request consists in a zone
to be acquired, an image type for processing, a beam
type, a delivery method, a downlink method and a
priority. Additional parameters for earliest and latest
acquisition dates can also be specified. For example, if
the user specifies that the acquisition is to occur at the
latest in a week, then this constraint is taken into
account in the scheduling.

An orbit propagation module is used to find the access
time to stations and acquisition time for the requested
area to image as a function of the specified beam. A
very fast, variable step, propagation module has been
implemented in order to reduce to a minimum the
computation time required to find access times to a
zone. Typically, all accesses to a I"x 1° area over a
one-month period are computed in less than 0.5 second
on a PC computer.

The basic step in the simulation is the preparation of
imaging schedule, which is the program that has to be
sent to the satellite, on a daily basis, for its imaging
operations. First, the requests are ranked by order of
priority. Simulation time is incremented up to the point
where the schedule must be frozen for one of the
satellites. At that point, the system attempts to schedule
all received requests and unscheduled requests on the
satellite. It must be noted that the acquisition time itself
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may occur much later in the cycle even if the schedule
is frozen on a daily basis.

The request placement flow diagram is shown in Fig. 5.
First, the program checks if the desired beam and
sensor is available on the satellite. Then, the orbit
module is used to find the acquisition time. A series of
checks are then made for the availability of downlink,
data storage and sensor constraints. If all constraints
are satisfied, the acquisition is saved in the acquisition
database. The process repeats until the total area is
covered (margins can be specified). When the
requested area is finally covered, the request is returned
as successfully scheduled, otherwise, it is returned with
a flag explaining why it could not be scheduled.

A typical test case using a RADARSAT I cycle 21
request is shown in Fig. 6. In this case, one acquisition
is sufficient to cover the requested area. The
acquisition data is returned as a database record. This
allows an easy implementation for the system
performance analysis tools. In passing, it is
worthwhile mentioning that this feature would allow an
easy integration of the simulation tool into an
operational order handling system.

The simulation tool has been verified by comparing its
predictions with RADARSAT I MMO operations.
Comparisons made so far are satisfactory and we are
moving forward to perform more in-depth simulations.
For this purpose, CSA is developing a module to
generate synthetic requests with realistic time and
geographical distributions to simulate the high
throughput expected in RADARSAT II. Main
questions to be investigated will be the evaluation of
the system performance, phasing between
RADARSAT I and II satellites and requirements on
optimization.

At present, only a simple optimization scheme based
on priority at request time is used. For the
RADARSAT I request that have been used for tests,
this approach proved sufficient to ensure proper system
operation. However, it is anticipated that system
performance will decrease for higher throughputs if no
optimization is implemented. Implementing different
optimization strategies and evaluating their impact on
the system performance will test this.
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RADARSAT-2 Beam modes

Fig. 1. RADARSAT II BeamModes.
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Fig.2. SAR End-To-End Simulation Tool Structure.



Fig 3. Sub-Menus in SAR End-to-End Simulation Tool. Three sub-menus are shown: DPF, Image Products and
Available Beams.

Fig.4. User Request Form extracted from RADARSAT I cycle 21. This acquisition occurred on March the zs", 1997.
To avoid providing any commercial information, we have arbitrarily selected the request date to be three days before the
actual acquisition.
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Cheek HDesired
Beam and Sensor is 1-------t~

Available

Request cannot be
Processed by this

Satellite

No

No

No Check H Image
Storage Device is

Available
Check if Direct

Downlink Is Possible

Yes

No
Check Sensor Constraints I I Store and Schedule

,_ _, (Transitions, Max on Time) • for Downlink

Request Successfully
Scheduled

Fig.5. Request Placement Flow Diagram

Fig.6. Example of a Request Successfully Placed. The request is returned as a record in a database. The simulation has
found the acquisition time that was used in RADARSAT I.
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ABSTRACT

Almost-simutaneous radar images can be
produced by a low cost system using a set of passive
receivers onboard a constellation of micro-satellites in
a special orbital configuration. The combination of
these images can improve the final resolution in range
and azimuth and provide a systematic production of
across-track and along-track interferometric data. Here
we review some of the technical peculiarities of these
systems, linked to (1) the system, such as the
chronogram, the orbital geometry and the required
pointing and positioning, (2) the image quality, such as
the ambiguity level, the required clock stability, the
processing to higher resolution and the geometric
limitations, mainly the behavior of the coherent
combinations over high slopes terrains.

We illustrate three applications of the concept
in cooperation with the radar onboard the Japanese
ALOS satellite, the ASAR instrument onboard the
European ENV/SA T, as well as a study-case for defense
applications of the concept.

1 Introductionand background

The interferometric cartwheel [ref.1,2] has been
proposed as a cheap solution for implementing some of
the possibilities of the coherent combination of radar
images. Among these possibilities are the computation
of Digital Elevation Models from interferometry using
the across-track separation of the data takes [ref.3,4,5],
the mapping of ocean currents using along-track
interferometry [ref.6] and the super-synthesis in range
[ref.7] and azimuth [ref.1,8] using the diversity of point
of view within the pixel, expressed in azimuth by the
difference in mean Doppler and in range by the slope
dependent spectral shift [ref.9].

The advantages of the concept include the
geometric stability of the baselines, both vertically and
horizontally, generated by the orbital configuration.
Furthermore, the combination of passive images is
independent of the emitter, a conventional radar satellite
which does not need to care about the passive
constellation because it orbits far from it with typical
separation of several tens up to more than one hundred
kilometers.

Another advantage of the concept is the
possibility to split the requirements for global antenna
surface, data storage and telemetry between several
micro-satellites. For instance, if each micro-satellite

features an easy-to-deploy umbrella of 4 m2, 20 Gbits of
solid-state memory and a conventional 50 Mbit/s
telemetry channel, the coherent association of six of
these micro-satellites [ref.1] adds up to a very
respectable radar system.

The independance of two images acquired
simultaneously from two-point with an along-track
separation is characterized by the critical horizontal
baseline. It is such that the range difference between the
receivers and a given ground target changes by one
wavelength from one pulse to the next. For coherent
combination of the passive images made by each
receiver, the along track separation of the receivers must
stay below this critical horizontal baseline. The same
way, we define a critical vertical baseline as an
adaptation of the traditional orthogonal baseline of
active interferometric systems [ref.10,11,12] to passive,
vertically-separated systems. It is such that the range
difference seen by the second receiver, across the range
pixel of the first receiver, differs from the range pixel
size by one wavelength. Again, for coherent
combination of the passive images made by each
receiver, the vertical separation of the receivers must
stay below this critical vertical baseline.

We call "interferometric area" [ref.1] the
rectangular area in the plane containing the orbit of the
satellites, centered on each satellite, and having the
critical vertical baseline as a height and the critical
horizontal baseline as a length. The resolution of an
interferometric product results from the coherent part
common to the intersecting "interferometric areas" of
the two receivers involved in the combination. It is
inversely proportional to the respective sizes of the
intersection in azimuth and range. Similarly, the
resolution of the combined images of two receivers with
intersecting interferometric areas is inversely
proportional to the respective sizes of the union of their
interferometric areas in azimuth and range. The situation
is illustrated by figure la and lb. To summarize, if PD
(resp. PA) is the nominal resolution in range (resp. in
azimuth) of the emitter, and if an (resp. a.A) is the
proportion of non-overlapping of the interferometric
areas of two receivers in range (resp. in azimuth), with

. . ha PDO<a.<1,the resultmg interferogram will ve (l-a.D)

PA 1 . . d . th hiland (1-a.A) as reso ution in range an azimu , w e
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we may hope to achieve resolutions of (l :~D) and

PA ..
(l +aA) as a result of "super-synthesis" m range and

azimuth. As it can be seen on figure 1b, the latter
resolutions are not completely right, because the
interferometric area explored by the combination is not
the stripped rectangle. Two comers of this rectangle are
not explored while the common area is explored twice.

Two along-track images sample the same
Doppler area with a split second delay. Any moving
target will experience a phase shift during this delay.
This shift can be used to measure currents [ref.6]. For
instance, a one-knot current perpendicular to the satellite
track observed under an incidence of 23° during a half
second will generate 1Ocmworth of displacement, that is
42% of a phase cycle in L-band or almost two cycles in
C-band. In the cartwheel configuration, the vertical
separation and the horizontal separation will always
occur together to some extent. However, we do not
expect problems for separating the contributions,
because land surfaces will show topography but no
slow-moving targets while ocean surfaces might exhibit
moving targets, but no topography. The correction for
residual orbital fringes will have to be performed in both
cases though.

Approximations were proposed [ref.1,2] to
compute both the horizontal and the vertical baselines.
However, for practical studies, the above definitions are
used to determine these parameters numerically, using a
straigthforward spreadsheet development.

2 System aspects

2.1 Chronogram

The concept of interferometric cartwheel is an
R&D program in CNES, in connection with several
projects in cooperation with existing or planned radar
instruments, used as emitters for the constellation. The
description of the micro-satellite itself and the
associated radar payload are not within the scope of this
paper [ref.13]. However, we will give a short description
of the scenario envisioned for all the missions under
study. The micro-satellite spacebus [ref.14] is limited to
100 kg in mass, with a three-axes attitude control
capability and a propulsion system capable of delivering
a LiV of 100 ms-1. Figure 2 gives an artist's impression
of the spacecraft. The size of the central cube is 60 cm.
In our scheme, the radar payload is not synchronized
with the one of the emitter. Its only duty is to point to
the area illuminated by the emitter by rotating the whole
satellite, to record the data stream continuously over a
sufficient bandwidth and to store the results after some
data compression. The complexity of the radar payload
is thus kept to a minimal. The nominal deployment of
the constellation calls for a set of three micro-satellites

orbiting far ahead, or behind, the emitter, on the same
orbit. Because of the slight bistatic effect linked to this
configuration, the echo of vertical is not a problem in
the system chronogram. However, the spillouts of the
emitter's antenna combined with the poor diagrams of
the antennae of the receivers can create a high level of
direct signal. For this reason it is planned to position the
constellation at a distance from the emitter such that the
direct signal does not arrive to the receivers at the same
time than the signal from the main swathwidth. This
precaution will be taken at least in the initial phase of
the mission. Since the recording is continuous, the direct
signal print will be recorded and measured. Besides, it
might be used to help accurately position the receivers
with respect to the emitter (see section 2.3). If the
amplitude of the direct signal is sufficiently low to allow
its superposition with the ground signal, the constraint in
positioning the constellation will be lifted. Anyway the

ambiguous distance is roughly defined by ~: , k being

an integer and fa being the pulse repetition frequency of
the emitter. For ERS-1 and k=l, this distance is 175km.

Since the main mission envisioned for the
cartwheel is a global coverage of land surfaces during
the lifetime of the receivers, practically limited to two
years, the work program of the constellation will be
dominated by a very repetitive pattern with three phases
during each orbit. Most of the orbit will be spent
maintaining the orientation of the small, fixed solar
panel toward the Sun. One to three minutes per orbit
will be devoted to acquiring radar data after a proper
time has been allocated to reorienting the receiver's
antennae. Finally, a few minutes will be devoted to
downloading the data over one of the several receiving
stations of the system, again after the necessary
reorientation. Although this has not been yet firmly
decided, there is a possibility that the same antenna will
be used for data acquisition and data downloading.

Continuous data recording requires a specific
resynchronization process on ground. The kind of
algorithm which might be used does not make the data
processing significantly more complicated [ref.1]. In
most impementations of the concept, the data will be
sampled on 8 bits (I,Q) and then compressed to 2 bits
(I,Q) using a block adaptative quantizer (BAQ).

2.2 Orbital cartwheel geometry

Here we recall the geometric configuration of
the interferometric cartwheel [ref.1,2]. We consider a
nominal orbit with an orbital period T. For simplicity we
assume the nominal orbital to be circular with A as the
value of the semi-major axis. Modifying the eccentricity
of the orbit will result in another orbit with the same
periodicity, but which describes an ellipse relative to the
nominal orbit. The ellipse is included in the plane
defmed by the direction of the velocity and the vertical



direction. If E is the additional eccentricity, the relative
motion as a function of time is described by :

y(t) = 2AE cos( f + $) (vertical direction)

. t
x(t) =AE smC"f + $) (horizontal direction)

where $ depends on the position selected for the perigee.
Three satellites with the same additional eccentricity but
perigees evenly distributed along the orbit lead to the
configuration of figure 3, where the satellites follow an
elliptical relative trajectory with a constant angular
velocity. In figure 3, the perigees are separated by 120°.
In a configuration with two satellites (figure 4) they
would be separated by 180°. We call AE the vertical
radius of the wheel. Note that the horizontal radius is
twice the vertical radius.

IfV is the magnitude of the orbital velocity, the
relative velocity reaches EV (resp. -EV) on the upper
(resp. lower) part of the elliptical trajectory. For
achieving a wheel with a vertical radius of AE from the
nominal orbit, each satellite must expend a delta-V

totalling E2V in two impulses. As a numerical example,

creating a vertical radius of 1 km from an ERS-like orbit
would typically require 0.5 ms-1. The additional
velocity along the orbit, with respect to the emitter's
trajectory would then be within ±1 ms-1.

The advantage brought by the wheel is the
stability of the vertical and horizontal baselines. With
three satellites, the baseline between the two satellites
most separated in the vertical direction changes from a
lower limit where two of the three satellites share the
same vertical position :

t 27t t 47t
cos(T +3 ) = cos(T + 3)

leading tot= kT (with k integer) and a vertical baseline
of:

27t
(1 - cos(3 )) AE = 1.5AE

and an upper limit where two of the three satellites share
the same horizontal position :

t 27t t 47t
sin(T +3 ) = sin(T +3 )

leading to a vertical baseline of: 2 sin(~ ) AE = \[3 AE

The variation with respect to the average vertical
baseline of 1.61 AE is always kept within ±7.5%, a
remarquable stability all along the orbit.

If we consider a wheel with only two satellites
phased at 180° (figure 4), the maximumbaseline is 2 AE
and will remain within 10% of this value when the time
to perigee of one of the two satellites is less than 7.2%
of the orbital period. The baseline will then remain
within 10% of the maximum baseline on two opposite
sectors of the orbits (close to apogee and close to
perigee) totalling more than 28% of the orbital time.
Such a configuration could process all the latitudes in
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four different sessions for which the perigees of the two
satellites would be shifted by 90°, at the cost of doing
and undoing the wheel with appropriate delta-V.

More geometric possibilities are brought by an
additional change in the relative orbits, for instance a
change of the equator crossing time of the satellites. In
this case, the plane in which the elliptical relative
trajectory is inscribed would not remain vertical, but
would "roll" with orbital periodicity. Such a roll could
be beneficial as it could allow variable sensitivity to
incidence angle. However, this sensitivity would depend
on the latitude. The drawback of losing the stability of
the parameters along the orbit seems to overweight any
advantage.

2.3 Pointing and positioning

A satellite of the constellation does not need
accurate pointing nor positioning. There are no severe
requirement for calibration of the amplitude signal, so
the pointing can be accurate to a fraction of the width of
the antenna pattern, itself wider than for a conventional
radar satellite. The only requirement is to keep the
portion of the terrain illuminated by the emitter within
the antenna pattern of the smaller antenna of the
receiver. keeping these low level specifications in mind,
we forbid any clever optimization of the sidelobes for
reducing the amount of azimuth ambiguity. For instance
any "magic", thus unstable, positioning of the sidelobe
of the receiver's antenna with respect to the one of the
emitter's antenna.

Some specific pointing scheme will also give a
limited polarimetric capability to the receivers. By
rotating the satellite around the antenna axis, the
receiver can be either optimized for the reception of
vertical or horizontal polarization. For instance, if each
position in the interferometric cartwheel is occupied not
by one, but by two identical receivers, with one rotated
by 90° along the antenna axis, a full polarimetric AND
interferometric signal can be recorded, provided the
illuminating satellite emits sequentially in H and V. The
cartwheel concept is thus flexible enough to turn a dual
pol satellite into a full polarization satellite, with two
restrictions : first, the lower gain will be damaging to the
image quality, especially for cross-pol products. Second,
given the low specification of antenna design in the
cartwheel concept, the result in cross-pol will actually be
a mix of cross-pol and direct-pol spillout. This mix will
require filtering whom feasibility remains to be
demonstrated.

The accurate positioning of the final image
products is less straightforward than with conventional
radar imaging, because of the bistatic acquisition. If we
aim at a typical 20-meter sided cartographic cell, the
products should be positioned within ten meters at
worst. The emitter's position is assumed to be known
with up to date positioning devices which make the error
negligible. It is expected to have GPS or DORIS devices
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on-board the satellites of the constellation, capable of
positioning them within ten or twenty meters (although
not in real-time). However, since we are not
synchronized with the emitter, knowing the signal range
is much less easy than with conventional radar. We will
rely on four different means of relocating the imagery :
(1) since the signal recording is continuous, we will
record the direct pulse from the emitter through the
spill-overs of the antennae. Since the constellation is
almost motionless with respect to the emitter, we can
easily integrate many pulses and resolve the triangle
emitter-target-receiver in range, because we can access
the pulse rate and we can easily guess the rank of
ambiguity being imaged. We can then reconstruct pixel
position more or less conventionally. (2)We can use the
images from the emitter, which can be conventionally
positioned, to derive the actual position of the receiver's
images, by correlation. This method is all the more
efficient that only two constants are lacking; a range
offset and an along-track offset. (3) We can use the
topographic product itself to determine the constant
offsets with an existing, crude topographic model. The
latter will not be accurate (typically 100m grid), but the
large area involved will compensate this drawback. We
are interested in a typical 10-meter-class final result.
Alternatively (4), ifthe topography is strong enough, we
can use the fake amplitude image generated by shape
form shading to nail one of the receiver's image to the
actual landscape. This last procedure has been
successfully used on a routine basis during the
interferometric case studies that were conducted in
CNES using the in-house DIAPASON software, which
features this positioning procedure.

Other means for reconstructing range (such as
autofocus) lack the necessary accuracy. We cannot
claim performances from these various options for
positioning before having identified the emitting partner
of the wheel. In particular, we need accurate SAR
antenna diagram.

3 Image quality aspects

3.1 Contribution of the
ambiguities

Since the receivers must be placed onboard a
small spacebus in order to keep the cost of the cartwheel
constellation very low, we must accept the idea that the
antenna of the receiver is much smaller than an optimal
radar antenna, such as the one of the emitter. In this
context, the antenna footprint of the receivers is much
larger than the footprint illuminated by the emitter and,
depending on the design, the receiver's footprint will
collect ambiguous targets from azimuth and possibly
range, especially with L-band satellites with large
antenna height. Most of the spaceborne radars feature an
along-track antenna size on the order of 10m. Since we
do not envision placing an antenna measuring more than

5 m along-track onboard a micro-satellite, we know that
the receiver will receive returns from the first ambiguous
lobes in azimuth. The two first lobes are much stronger
than their followers of higher rank. Thus, we might as
well consider that the receiver listens to the first order
ambiguous targets in azimuth, without further
attenuation that the one they had from the way in, where
they are shaped by the antenna of the emitter. As a first
approximation, we might then consider that the azimuth
ambiguity ratio is, in dB, half the one of the emitter (i.e.
24 dB would become 12 dB). In range, the situation
differs because the antenna onboard the rnicrosatellite
can match the height of the emitter's antenna, except
maybe for L-band systems. Anyway, the ambiguity ratio
is degraded in the receiver's image, with respect to the
emitter's. However, for coherent combination of several
image from the receivers, we will show that the
ambiguous targets cannot contribute to the coherent
result, and behave as an additional source of noise.

Figure 5 shows symbolically the ambiguous
contributions of a nominal target. In addition to the
nominal target with the nominal resolution, we have the
range ambiguity corning from targets imaged by the

c
previous pulse, located 2fa farther away (fa being the

pulse repetition frequency). If the geometry of the data
takes permits, we might also have the range ambiguity

from targets imaged by the next pulse, located 2~a
closer. Figure 5 shows range ambiguities elongated

. c
along the track, to convey the idea that the offset of 2fa
in range creates a severe mismatch of the azimuth
reconstruction algorithm, because of a wrong frequency
modulation rate. This mismatch is not, however, the
reason for which the range ambiguities do not
participate to the coherent combination.
If the wheel is tuned to a proportion a of the critical
vertical baseline (O<a<l ), there will be a additional shift
of a/... between the images for each range pixel crossing.
/...being the radar wavelength. The shift will result in one
range pixel shift every n range pixel with :

n=.!. fc = Q
a fd a

fc being the carrier frequency, fd the range sampling
frequency and Q their ratio. The time between two
successive pulses is equivalent to m range pixels with :

fd
m=fa

The mismatch for the ambiguities, assuming the nominal
images are ideally superposed, reaches, expressed in
range pixel units :



The term combining the three frequencies on the right
side ranges from 40 (for a typical ERS-1 setting) to 150
(for a typical L-band case). It is then clear that as soon
as a reaches a few percent, the range ambiguities will
never be properly superposed for coherent combination
(i.e. they will be offset by at least one range pixel).

In Figure 5 the azimuth ambiguities are
depicted as targets larger than the nominal targets. This
is to convey the idea that azimuth ambiguities are not
processed with the correct range migration during radar
image reconstruction. To quantify the phenomenon, we
assume without loosing the generality that the
processing is conducted around zero Doppler in the

fa fa
azimuth frequency band which range from -2 to +2 .
This frequency range correspond to a change in
distance, with respect to the closest distance of

f2
approach, ranging form zero to P T , where p is a

geometric factor depending on the satellite being used,
allowing to express the change of distance in units of

f2
range pixels. The expression p T can be equivalently

expressed as ~ where N is the number of raw data

azimuth samples to be processed to achieve full azimuth
resolution. The azimuth ambiguity is produced by the
same frequency band, but shifted by fa . For this target,

fa2 9fa2
the range evolves from p 4 et p -4- , but is

compensated as if it were the one of a nominal target
f2 f2

(from PT to zero and then again PT). Therefore

the ambiguous target is spread in range from 0 to 2Pfa2

or, equivalently, from 0 to ~ . The range resolution of

the azimuth ambiguous target is not anymore more or
N

less equal to the range pixel size, but to Q range pixels.

As a consequence, the azimuth resolution of the azimuth
ambiguous target is not anymore more or less equal to

the azimuth pixel size, but to ~ azimuth pixels, because

only a ~ fraction of the azimuth bandwidth is processed
at once, due to range spreading. In figure 5, the diameter

of the larger circles are therefore ~ in units of pixels, in

range and in azimuth.
Unlike what happens in range, nothing prevents

the azimuth ambiguities to be properly superposed, but
their degraded resolution in range practically multiplies

N .Q .a by Q . As soon as a exceeds N , the azimuth
ambiguities do not combine coherently anymore. For
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ERS-1, N is typically 1350 and Q is 280. The azimuth
ambiguities become incoherent for a baseline five time
shorter than the critical one. For a future L-band satellite
such as ALOS [ref.16], the critical baseline for azimuth
ambiguities will be 188 times shorter than the nominal
one, because we have Q = 42.5 (at 30 MHz) and
N=8000.

3.2 Oscillator calibration

In the course of interferometric experiments
with ERS-1, we had detected and tentatively explained
the effects of a frequency drift of the local oscillator
onboard the radar [ref.17]. We assumed the carrier
frequency as :

fc=fo+tfb
where fb is a time-dependent bias of the official
frequency fQ.The bias can create "clock fringes" when
the carrier frequency is mixed with a slightly different
one when the pulse returns, that is typically after a
number k of inter-pulse periods (k equals 9 for ESA's
ERS satellite). Iffa is the pulse repetition frequency, the
fringe rate, expressed in fringe per second, is :

kfb
Ta

If data from ERS-1 and ERS-2 are mixed in an
interferogram, only the difference of their frequency
biaises will contribute to clock fringes. A difference in
their fo would be cancelled when remixed. The fringe
rate would be :

k(fb1-fb2)
fa

The situation differs when two independent oscillators,
the receivers 1 and 2, listen to a third oscillator, the one
of the emitter. With obvious notations:

fc1= fo1+ t fb1
fc2 = fo2 + t fb2
fc3 = fo3 + t fb3

The third term from the emitter has hardly any effect on
the receiver's interferogram because the time t is almost
the same when hitting receivers 1 and 2, whose distances
to the target differs typically by one kilometer. The
resulting Lit is on the order of a few microseconds. After
interferogram formation and cancelling fo3, the
remaining fringe rate is :

fo1 + t fb1 - (fo2 + t fb2) - Lit fb3
which will clearly be dominated by the difference
between fo1 and fo2. If we want less than one clock
fringe during a recording session lasting T seconds, we
must have:

<fo1 - fo2) T < 1
The typical "clock fringes", almost perpendicular to the
satellite's track, could be distinguished from the "orbital
fringes" resulting from improper knowledge of orbital
separation, which are mainly parallel to the track.
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3.3 Geometric limitations

The level of independence of the images
acquired by the cartwheel depends on the local slope of
the terrain observed. To quantify these effects, we
assume two satellites observing with a difference in
point of view expressed by the angle (d), as illustrated
by figure 6.

The interferometric cartwheel is a passive
system and the difference in geometry between images is
created only on the return path. However, in order for
the reader to remain on familiar grounds, we will
develop the following model as if we were in
conventional interferometry. We will then link and scale
our conclusions to the critical value of the baseline. In
doing this our conclusions will remain valid in the
passive case, because the definition of the critical
baseline takes into account whether the difference is
created one-way or two-way.

We first consider the effects of slopes for
interferometry, and then for range super-resolution. p is
the size of the resolution cell (a value close to the pixel
size in general). We call "orthogonal width" of the pixel
the quantity L, which represents the pixel size once
projected on the wavefront. It is such that :

L =p cot (i-a)
where (i) is the incidence angle and (a) the slope. (a) can
be negative if the slope does not face the radar. The
"interferometric limit" [ref.11,12] is reached when the
walk difference equals half the wavelength on the one
leg travel. The interferometric domain is such that :

'A
L tan(d) < 2

The angle (d), always very small, is close to its tangent.
The condition with respect to the pixel size becomes :

pd cot (i-a) < 1
~ is the ratio of the radar carrier frequency to its

bandwidth, which we assimilate to the range sampling
frequency for simplicity and previously designated by Q.
The dimensionless factor equals about 280 for a satellite
such as ERS-1. We then have :

Qd < tan (i-a)
Or:

a< i - Arctg(Qd)
which gives the maximum slope allowed for proper
interferometric combination. The formula also gives the
limit of flat grounds :

i =Arctg(Qd)
hence the maximum difference of point of view, angle
(d):

d _ tan(i)
max- Q

The sensitivity to topography might be expressed by the
altitude of ambiguity ha, the change in elevation that
creates one topographic fringe :

sin(i)
ha ='A 2d

for dmax, the altitude of ambiguity equals [ref.12] :
cos(i) .

'AQ 2 =p cosu)

In order to assess the consequences of these relations, let
us consider the situations where d = 0.3 dmax and d =
0.7 dmax respectively, while the incidence angle is 45°.
More generally, we have d = a dmax where a ranges
from 0 to 1 as the baseline goes from zero to the critical
baseline. From our examples, we have :

Qd = 0.3 tan(i) = 0.3 (resp. Qd = 0.7)
The maximum observable slope is then :

i - arctg(0.3) = 28.3° (resp. 10°)
From these examples, it is clear that moderate
independence between images still allows high slopes to
be imaged. If the independance factor is closer to one,
the slope condition is more severe. It must be noted,
however, that a slope of 10° correspond to what would
be called "a 18% slope" on the road network. Such
slopes do not exist in practice on these networks.
Furthermore the limit applies only if the slope faces the
radar and is orthogonal to its track. Nevertheless, these
slope limitations are one more reason to work preferably
at high incidence.

If we now envision the consequences of slopes
on the super-resolution, we consider the resolution p on
the slope:

p-___E._
- sin(i-a)

let us consider a system with a as the "independence
factor". A value ao has been selected for a assuming the
surface is flat :

Qd = ao tan(i)
in the presence of a slope (a), we have a local a such
that:

Qd =a tan(i-a)
ao tan (i) =a tan (i-a)

The size of the super-resolution pixel is, locally:

P
_ ___£__

s - (1 +a)

Ps = (1 + ao tan(i)cot(i-a))
This relation has very interesting consequences. Let us
imagine two systems. The first one achieves range
resolution in a conventional way, with a range pixel size
pl· The second achieves resolution using a larger pixel
size P2 but combined in a super-resolution system such
that the resolutions of the two systems are the same on
flat ground :

P2 =p1 (1 + ao)
On a slope (a), the resolution of the first system is given
by:

Pl
Pl = sin(i-a)



and the resolution of the second systemby :
Pl (l+ao) Pl (l+ao)

P2 = sin(i-a)(l+a) = sin(i-a)(l+ao tan(i)cot(i-a))
the ratio of the range resolution is, as long as a < 1 :

1 +ao
't = (1 + ao tan(i)cot(i-a))

we then have two situations. 1) as long as a remains
smaller than one, that is if:

ao tan (i)cot (i-a) < 1
the resolution of the combined system is less sensitive to
slope than the conventional one. 2) When a grows
larger than 1, the super-resolution effect ceases and the
resolutions come back to their initial ratio of (1 + ao) to
the advantage of the conventional system. When the
slope is negative, the resolution of both systems
improves, but the one of the combined system improves
more slowly than the one of the conventional one.

The combined system using super-resolution
has a more stable ground resolution than the
conventional system to which it is equivalent on flat
surfaces. When the slope increases, the independence of
the two images of the combined system also increases
and compensates some of the slope-related resolution
loss. When the slope decreases, the independence of the
two images of the combined system decreases and
offsets part of the expected resolution improvement.

The critical slope value (a) is such that :
a= i - arctan(ao tan (i))

when this occurs, the resolution of the conventional
system has already been quite degraded by the slope.
Figure 7 indicates the resolution as a function of slope
for two systems equivalent on flat ground with ao = 0.5
and an incidence angle of 45°.

3.4 Processing to super
resolution

Assuming an non-overlapping ratio of UA in
azimut and UD in range, these coefficients ranging from
0 to 1, we might expect to construct interferometric

d ith l . PD d PA .pro uct wi reso ution (l-aD) an (1-aA) m range

and azimuth, while we hope to achieve resolutions of
PD PA

(l+cqj) and (l+aA) for the super-resolution products,

where p symbolizes the nominal emitter's resolution.
The procedure which will be used is currently being
tested. It consists of the following steps : (1) process
each image from the receivers in slant-range, up to the
maximum resolution in complex format (single-look
complex or SLC), (2) project the SLC images one by
one onto an oversampled Digital Terrain Model grid
with a grid size compatible with the ultimate expected
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super-resolution
PD

(l+oqj) or

(l :~A) (typically two to three meters) . The operation

consists of resampling the SLCs. At the same time, the
phase residuals corresponding to the round trip between
the point on the ground and the satellite is cancelled.
Thus, at this stage, we have three images from the three
receivers, each sampled to a high-definition DTM-like
grid and each phase compensated. (3) Extracting the
difference of phase of any pair of these image results in
an interferogram with a resolution degraded by factors
l+cqj l+aA
-1-- and -1-- in range and azimuth, with respect to-cn -uA
the desired resolutions. After averaging the phase values
by filtering the complex number over the cell size
defined by these factors, we have an estimate of the
local phase difference between the two images. The
phase difference is, hopefully, slowly varying since most
of the phase difference has been compensated by the
first step. (4) Then we use an oversampled version of the
phase difference to correct one of the image of the pair.
(5) Finally, we add both images into a super-resolution
image.

This way of processing to super-resolution is
certainly not unique, but it is the method we currently
favor and test. We call it the PHASEMAP architecture.
The only threat to this procedure (or any other) is if the
phase difference between images varies so fast that the
low-resolution image of the phase difference does not
reflect the real one. Such a situation may arise when we
have obstacles of when the slope reaches its limit (i.e.
section 3.3).

4 Examples of mission

4.1 Example of an L-band
mission

Here we present the main features of a
cartwheel dedicted to the radar instrument onboard the
future ALOS satellite [ref.16]. ALOS features a number
of operating modes with variable angles of incidence
and range resolution. With a primary mission aimed at
producing data for a global DEM, we favor the optimal
geometry, that is an incidence angle close to 45°, and
the highest range resolution, that is a 28 MHz
bandwidth. This does not exclude another operating
mode, in particular dedicated to ocean studies, where a
lower angle of incidence would be selected for
maximizing the gain over water. Considered as a first
mission for the concept, a wheel associated to ALOS
would have two successive phases. A first phase where
the radius of the wheel would be matched to the
requirement of covering land surfaces with adequate
parameters for optimal DEM computation and a second
phase where the wheel could be steered to a radius close
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to the maximum in order to test super-resolution. Along
the principles of the cartwheel, three micro-satellites
would listen simultaneously to the illuminated area,
gathering unsynchronized data at a rate of 30 MHz and
storing each sample as 2bits (1,Q) samples, which makes
120Mbits-1. At such rate the listening cannot last more
than 160 seconds before the 20 Gbit on-board memory
is full. We expect the average time of operation to be
closer to about one minute per orbit in practice.
Although with continuous recording we are not limited
to the nominal 75 km swathwidth of ALOS, but rather
by the observed signal to noise ratio, we do not expect
to cover more than 30000 km2 per orbit. One year (5000
orbits) is then a minimum time for a global coverage of
the land surfaces.

The features of ALOS imply a minimal altitude
of ambiguity of 3.8 m and a nominal pixel surface of 25
m2. The choice of the baseline is influenced by (1) the
need to have the contributions of ambiguities made
uncoherent (section 3.1), (2) the wish to work with an
altitude of ambiguity larger than the average error of the
global DEM available at the time of the mission, for
automatic unwrapping of the fringes and (3) the goal of
topographic sensitivity, which we would like to be
around one meter. For these reasons a value of 50 m for
the altitude of ambiguity is satisfactory. It represent 8%
of the critical baseline; it is compatible with publicly
available SRTM results for unwrapping and, as we will
see, it is compatible with the required accuracy.

Assuming our micro-satellites are fitted with a
circular antenna with a diameter of 2.4 m, the surface
ratio with the antenna of ALOS is almost 7. This means
a 8 to 9 dB loss in power. In contrast, we are interested
in a typical topographic product with a 20 m grid, a
surface 16 times larger than the nominal pixel size. Even
if the interferometric pixel size (Figure la) is slightly
larger than the nominal pixel size, this implies a gain of
12 dB due to coherent combination of independant
neighbor pixels into the targeted geographic cell. A one
meter accuracy in height from an altitude of ambiguity
of 50 m means a standard deviation of the phase equal to
2% of a cycle. This is obtained for a signal to noise ratio
of 15 dB. Table 1 gives the standard deviation,
expressed in percentage of a full phase cycle, as a
function of signal to noise ratio. Given the -25 dB noise
equivalent target for ALOS, the required ratio of 15 dB
and the gain of 3 dB which results from the competition
between antenna surfaces and coherent surface
integration, a target at -13 dB is seen with a one meter
vertical accuracy. From Table 1, we deduce that a target
10 dB weaker (i.e. with a signal of -23 dB) would yield
a 3 m accuracy.

The critical vertical baseline of the ALOS
wheel is 66 km at 45° incidence. We want an average
baseline amounting to 8% of it, or 5 km. This average
value is obtained for a vertical radius of the wheel of
3.11 km. At the same time, an average horizontal

baseline of 10 km would be available permanently,
creating a difference of time of 1.5 seconds.

Although only the two best positioned micro
satellites are used, whether vertical or horizontal
separation is required, the third satellite is not useless.
For current mapping, it provides two intermediate
differences of time. For topographic mapping, it
provides two intermediate values of the altitude of
ambiguity, very useful to lower the fringe ranks or to lift
ambiguities linked to constructions. For instance, if we
have an optimal 50 m topographic sensitivity, ifthe third
satellite is located at 33% of the vertical baseline, it
provides additional sensitivities when combined to the
two nominal satellites (respectively 150 m and 75 m). A
70-m tall building could be mistaken with a 20-m tall
building with the nominal interferogram, but would not
be ambiguous anymore with considerations to the two
additional interferograrns. This possibility is, however,
opportunistic rather than systematic.

4.2 Example of a C-band mission

The main features of a cartwheel dedicated to
the radar instrument onboard the future ENVISAT
satellite [ref.18] would be very similar to the one
proposed for ALOS, because the geometric parameters
of the wheel can be tuned to mimic the same geometric
sensitivity regardless of the wavelength. The difference
is with the smaller bandwidth of ENVISAT (16 MHz).
With other projects involving a larger bandwidth, such
as RADARSAT 2, we should even go beyond the 30
MHz we envision for ALOS.

The wheel could follow ENVISAT as
efficiently as ALOS. However, as a case study, we
envisioned the use of a wheel configuration for polar
research. Using a wheel with two satellites phased at
180°, combined with a wheel vertical radius close to the
critical value (for instance 70%), following the
ENVISAT satellite, we could attempt to map floating
ice thickness in the Arctic and Antarctic regions. The
essentially flat landscape allows large area integration
and prevents the "high slope limit" despite the high
percentage of the critical baseline. The perigee and
apogee of the micro-satellites should be positioned at
the northern and southern part of the orbits. Figure 4
gives a potential geometric layout. With an altitude of
ambiguity of 5 m and a target pixel 200 m by 200 m, 10
cm or less elevation accuracy can theoretically be
obtained.

4.3 Example of a military
mission

Unlike the previous sections, we will not
attempt to describe an actual defense mission but to
recall and analyze the advantages of the wheel concept
for some of the defense aspects of radar observation.



An advantage of using a synthetic band in
azimuth is the possibility to go beyond the bandwidth
allocation for any given bandwidth. This advantage is
specially true for the wavelengths with the smallest
bandwidth allocation. Following a system which uses all
the allocated bandwidth, for instance 80 MHz in L-band,
with a range super-resolution factor of four (which
requires at least six micro-satellites for permanent
operations), would create images that literally cannot
exist. In particular, very unusual ratio between final
range and/or azimuth pixel size and the wavelength
would be achieved. The factor Q would be as low as 4 in
our example, meaning that phase unwrapping could be
achieved by exploiting the results of image correlation.
This would also give access to some new textural
information and might reverse some of the traditional
preference of the military toward shorter wavelengths.

Any system which is not bistatic can be blinded
by a passive reflector of sufficient size. Such blinding of
ERS-1 occurred accidentally with exceptionally strong
or optimally oriented targets. The cartwheel is protected
against such a phenomenon. If a comer reflector is
strong enough to blind the emitter, it has to be large
enough and will therefore be too focussed on the emitter
to blind the constellation. Even in L-band, a comer
reflector larger than two meter cannot send energy back
to the constellation.

Active jamming is more difficult with the
constellation because any focussed jammer would be
likely to miss the constellation, which remains silent,
especially if the jamming devices are automatically
triggered by the emitter. Powerful jamming of a large
angular sector could damage the observation by the
constellation but is more difficult to deploy in the field.

The processing of mobile targets can also be
enriched by a wheel system. Of course one could
imagine processing the sub-images as independent looks
along the track, and use the range displacement between
images. This is however, not very different of what can
be done directly with sub-aperture. A more specific way
to use the wheel is to charcterize the variation of
azimuth shift between images from receivers with slight
difference of distance to the target. The azimuth shift of

a moving target is traditionally R VVt where R is the
sat

range of observation, Vt the target own velocity
projected on the line-of-sight and Vsat the satellite
velocity. Only the fractional part of the shift with respect
to the azimuth antenna footprint is observed and it might
be difficult to determine the origin, or the real position,
of the mobile target. For instance a projection of 5 m's
results in a one-kilometer azimuth shift. More rapid
targets quickly become ambiguous in azimuth.
Correlating the images of two receivers separated in
range by ilR is much more convenient, since the

observed shift becomes ~R VVt , that is typically only
sat
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1% of the nominal displacement (or the ratio ~ ). The

real position of the target in azimuth can be obtained by
"undoing" the azimuth shift backwards after
multiplication by this ratio. In this scheme, no target is
sufficiently rapid to become ambiguous.

Finally, a difference between azimuth super
resolution and SPOTLIGHT acquisition is the time
required for gathering the data. The simultaneous along
track acquisition does not change the time that would
have been spent for a conventional strip-mode
acquisition while multiplying the amount of data. The
micro-satellite system is not more sensitive to wind or
any other quick changes in the targets than the emitter
while a SPOTLIGHT operating mode requires much
more stability from the targets. This is in addition to a
more straightforward advantage : the increase in azimuth
resolution can be obtained for any scene duration while
the antenna beam must be steered in azimuth for
SPOTLIGHT.

The use of a wheel configuration for dual use
with a civilian emitter should not be restricted to
configurations with three micro-satellites [ref.I]. The
more micro-satellites, the wider the gap between the
emitter's initial performance and the final performance

5 Conclusion

We described some of the features of passive
constellations both in terms of system design and
technical limitations and and in terms of missions. We
believe that such systems are likely to become
commonplace in the future and that many of the next
generation radar satellites could be followed by these
systems for scientific of defense application,
implementing dual use at a large scale and generating
savings.

These systems create new possibilities of
cooperation in space. They are highly dependent of the
main radar system they follow while requiring no
interface with it. As an illustration, the same radar
satellite can be followed by several, independent wheel
systems for various purposes. The geometry of these
systems would be tuned according to their purposes :
emphasis on vertical or horizontal baselines, emphasis
of image independence for resolution or image similarity
for interferometry, etc...

The data created by these systems can cross
fertilize easily. High resolution DEMs in C-band and L
band can be used for monitoring forest cover and thus
become a renewable product.

After the initial concept of super-resolution has
been fully tested with simultaneous data acquisitions
from space, more ambitious radar systems could be
designed, which would rely explicitely on super
resolution in range, azimuth, or both for achieving their
basic performances. Such systems could make dual use
of civilian emitters, and produce defense-like
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resolutions, or they could be considered as add-ons to a
military system, in order to boost its perfomances or
improve its anti-jamming or mobile-targets capabilities.
Such systems, even if they are based on tens of micro
satellites, are likely to be cheaper than larger ones.
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TABLE 1
Standard deviation of the phase, in percentage of cycle, as a function of
signal to noise ratio, in dB.

0 13,86% 11 3,20%
11,60% 12 2,85%

2 9,91% 13 2,54%
3 8,60% 14 2,26%
4 7,52% 15 2,01%
5 6,62% 16 1,79%
6 5,84% 17 1,59%
7 5,16% 18 1,42%
8 4,57% 19 1,26%
9 4,06% 20 1,13%
10 3,61% 21 1,00%
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The SAR (P)ROSE satellite concept is based on the following
principles: fixed transmit beam covering a wide elevation
range, direct relay to ground of the echoes received by each
antenna radiator, narrow receive beam formed on ground in all
elevation directions (Digital Beam Forming). It provides a
fixed and permanent wide swath (300 to 500 KM) at low or
medium resolution(> 10 m) with a very simple communication
transponder type payload stripped of signal, diagram control
and of ground scheduling. The costs can thus be kept very low.
The concept allows Radar Qbservation on ,Systematic(always

on, no scheduling) and ~conomical way (ROSE). It fits
applications requiring systematic and frequent (3 to 6 days)
acquisition on large area with nevertheless rather good
resolution (up to 20 MHz bandwidth) (e.g.: ice and navigation,
ships and pollution, hydrology, biomass monitoring).
Such combination of operational performance (huge

swath/pixel ratio) and simplicity (transponder) is made
possible by the use of the RADAR SAIL original satellite
architecture, which, among other things, reduces the number of
antenna radiators and thus the number of transponded return
channels, and suppresses the nadir echo.
Applied to P band, (P)ROSE becomes even more exciting

since for the first time large swath become possible in P band,
thanks to the ROSE approach and to the SAIL concept
capability for very large antenna (50 to 100 mA2.) under
limited fairing size. This mission opportunity is all the more
exciting that it is costly to attain with conventional means and
difficult to achieve even with emerging technologies (such as
inflatable antennae) ..

1 SAIL CONCEPT BACKROUND

1.1 General
RADAR SAIL ([l]) is a SAR satellite concept invented by

CNES. The rectangular antenna is lying in the dawn-dusk
orbital plane with the length (along speed vector) smaller than
the height. This surprising vertical geometry has been proven
to work properly for RADAR while enabling a cascade of other
innovations converging into a radically new design of the
whole satellite for an ultimate goal of simplification and cost
reduction.. Such geometry makes it possible to place the solar
cells on the back of the antenna, and to use gravity gradient
stabilization. Optionally, implementation of a network of GPS
antennas on the antenna surface offers an ideal configuration

(multiple path free) for interferometric measurement of the
deformations of the antenna and of the absolute attitude of the
average antenna plan, for compensation through the phase
control of the T/R module. The antenna structure can be
relaxed an the can be made more easily folded
Such antenna can then almost fly by itself. It is packed for

launch inside a cylinder-shaped bus having pyrotechnic doors
for the antenna deployment and bearing the rest of the payload
and the service equipment (omit keeping, gravity gradient
accompanying with magneto-torquer and magneto-meter).
With respect to the standard design, cost savings come from

the bus, whose functions (OACS, power supply) are simplified,
from the launch since the mass budget and the stowing
configuration become compatible with small or medium size
rockets even for very large antenna size (SO mA2,[1]), and also
from the RADAR antenna as shown here after. Moreover, long
satellite life can be achieved (>10 years) as result of the
simplification of Bus and antenna functions.

'-··I antenna in
orbit plan SAIL deployment

Sun

Half shell bearing the service and
payload equipment

- Antenna length -

pyrotechnic sews for
door opening

Figure 1: SAILgeometry and layout

1.2 Vertical antenna

Slight height increase:For equal performance, the effective
antenna height in the target line of sight should be the same for
both standard and vertical geometries. There is an antenna
height penalty for the new geometry. However, this penalty has
to be computed at the high incidence, which dimensions the
antenna height (ambiguity issues). For altitude around 550 km,
it amounts around to 20% at 60° incidence.
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Great antenna electronic density relaxation: The new
geometry enables the spacing of the elevation antenna control
points to be relaxed (1.5 A.or even 2 A. instead of o.n in the
standard tilted case) because the resulting grating lobes are
rejected beyond the horizon. The same relaxation applies to the
density of the transmit and receive (T/R) electronic and
induces great cost and weight saving in spite of the antenna
height increase.

Dual side viewing, nadir echo blocking: Viewing on both
sides of the orbit track can be achieved at the only price of
duplicating the radiators on both faces. The vertical antenna
geometry allows an obstacle (the bus for instance) to be placed
against the nadir echo and beam nulling technique is no longer
required. Besides antenna flatness requirement can be relaxed
(no more need for low level scattered grating lobes).

2 A SAIL AS A MIRROR FOR RADAR SIGNALS

2.1 DBFtechnique (digital beam fonning on ground)
All that has been said so far is related to new satellite

architecture and leaves the standard working rules of the
RADAR unchanged with steerable limited swaths. The SAIL
geometry also allows a much simpler RADAR to be designed,
reduced to a transponder of signals and offering a fixed, not
programmable, wide swath (500 or 1000 Km with moderate
resolution >10 m).
Such swath enlargement in spite of the range ambiguity

constraints is enabled by the digital beam forming (DBF). All
the RADAR echoes received by each radiator of the antenna
are sent to the ground, where digital correlation simultaneously
reconstitutes, in all the elevation directions, the narrow beam
required for removing the ambiguity. Provided that the whole
incidence range is illuminated by the transmitted signals, there
is no need for beam steering on board, either for transmission
or for reception. Since there is no reception during the pulse
transmission, the wide image contains blank strips aligned
along the speed vector, but this account for only 10 % of the
image.
The transmit antenna beam must be broad and the receive

one narrow (after DBF), thus the antennas can be distinct with
a small (heightwise) transmit one and the overall size being
driven only by receive antenna. Providing that there is no
azimuth steering (no Spotlight mode), the receive radiators can
be combined lengthwise or only one radiator can be used for
the whole length. Thus the total number of RADAR echoes to
be simultaneously down-linked depends only of the number of
receive radiators heightwise. Both transmit and receive
antennas can be passive.

2.3 Useof analog downlink (telemetry)

The echoes of each radiator (and the raw GPS signals if any)
are directly transponded (after low noise amplifier) in the
telemetry band and the whole multiplex is transmitted to
ground in analog form. This "analog" approach has two
advantages. One is the great efficiency in terms of down-link
bandwidth which becomes a key concern when using DBF.
One hertz of RADAR occupies one hertz of telemetry as
compared with ten or more with digital transmission. The
other advantage is simplification. The payload, which was
already stripped of any control (none for the antenna, none for
the signals sequencing) is now stripped of complex video and
digital electronics (ADC, filtering, etc..) and reduced to a
communication transponder.
Again because of its large power resources, the SAIL concept

facilitates this kind of design. Indeed linearity constraints
induce high power requirements for the return down-link
transmitters.

2.2 Opportunities offered by the SAIL concept
The DBF technique is well known, but the merit of the SAIL

concept is to simplify its application. Indeed, the main
constraint for DBF implementation comes from the data down
link, whose capacity must be multiplied by the number of
radiators. With respect to a conventional steerable RADAR,
considering the elevation spacing relaxation (2 A.instead of 0.7
A.)and the slight antenna height increase (20%), the number of
radiators is reduced by a factor 2.4 with the SAIL geometry.
The high power resource of the SAIL can permanently supply
the high power transmitter required for the illumination of a
wide area (low antenna gain). The transmit antenna can be
implemented on the module's earth face (see figure 2) very
close to the amplifier (TWTA) inside the module. Since there
is no antenna deployment lengthwise, it is possible to have
only one radiator along this direction (possibly slotted wave
guide). The nadir echo blocking by the central module avoids
another series of blank strips within the image and the
RADAR-signals sequencing can be fixed.
Since the receive antenna is passive, the panels can be made

rigid through an acceptable mass impact. The miss-alignments
between panels along yaw axis cannot be compensated neither
on board nor on ground since there is only one radiator
lengthwise. But, due to the limited length and the use of the
antenna on receive mode only, these miss-alignments can be
easily kept under acceptable tolerance. Therefore the only use
of GPS is the measurement of panel miss-alignments along roll
axis. Of course the compensation is made on ground within the
DBF process. The roll miss-alignment between panels can also
be directly measured on ground by comparison of ambiguous
RADAR images achieved from the different panels before the
DBF process on the whole antenna, thus avoiding any need for
GPS.



2.4 ROSE Mission concept

The concept combines unusual simplicity for payload and
exploitation (no programming) with equally unusual
performance either in terms of image (huge swath to pixel size
ratio) or in terms of operational capability: permanent
working, earth totally imaged every 3 to 6 days (depending on
maximum incidence and side viewing options) with 10 to 20 m
resolution.
The concept is well suited to applications requiring

systematic and frequent acquisitions on large areas. Ships and
pollution, ice and navigation, hydrology and flooding are
candidate application domains, among others. Constellations
of two or three satellites can do much better than a daily revisit
(at least at high latitude).
Such a mission concept does not suffer too much from the

absence of on-board recording, which becomes very difficult in
analog form. Indeed, the foreseen applications deal with large
amount of data and near real time reactions from users not
compatible with on-board storage and are better supported by
ground antenna (receive only, no uplink since no
programming) located near the users.
Two kind of ground reception can be envisaged: Big (5m

diameter, worlcing down to 5° elevation) regional receiving
station for distribution of selected parts of image to users.
Dedicated and local reception for big users located within their
monitored area (30° elevation and 2,5 m diameter station).

2.5 ROSE design

Figure 2 schetches a generic implementation of the concept,
with the basic functions (black) and possible extensions (grey)
and table 1 gives rough characteristics of a P band basic
implementation. The antenna length (4 m) is driven by the
compatibility with small size launcher (SOYUZ, Athena 2).
The antenna size (in A..munity) drives the maximum available
incidence at a given altitude and at given ambiguity protection
(-20 dB) whereas the antenna height (in A.unity) is limited by
the achievable number of down links and by the total
bandwidth.
Considering 10 MHz bandwidth (20 m resolution at 40° mid

incidence), the total bandwidth to achieve 55° incidence is
180MHz. The height in P band is rather great (25m) whereas
in C band (2 m) it is not sufficient from gravity gradient point
of view. That is an opportunity in C band for another antenna
(in grey in figure) to provide another polarization. In P band,
which does not requires high power and great solar cells area,
the opportunity is to implement dual side viewing with same or
different polarization. The simultaneous worlcing of these
antennas is achieved through Scansar principle (alternate
sequences of pulses on each mode) at expense of azimuth
resolution degradation (x 3), the down link architecture and
bandwidth being unchanged.
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Figure 2: ROSE concept

Swath Max Antenna H Number of panels BUS S/C mass
Incidence and of downlinks diameter
Min.=25" chanels ( 2 A. each)

400km 55 36A/25m 18 1,95m 1350Kg

350km 52,5 32A/22,4 m 16 1,85m 1200Kg

230km 45 24A/ 17m 12 1,75m 1000Kg

Table 1: PROSE Design (Alt. 500km, 4 m length)

3 PROSE: UNIQUE OPPORTUNITY IN P BAND

This concept gets round most of the difficulties of the P band.
Large antenna area can be flown without questionable new
technologies (inflatable structure). The available illumination
and azimuth deviation angle are 10 times greater than that is
required by the resolution, that enables to fight against
ionospheric effects by auto-focus techniques or by selecting the
best azimuth angle. Image formation on ground enables to
identify potential jammers (which are likely to be within the
great imaging range) and, through the DBF process, to adjust a
beam nulling against them. Lastly, the link budget is achieved
by the sharp receive which compensates the broad transmit.
The transmit power flux density is more than 10 dB lower than
with a standard approach, which should help to solve the
critical issue of P band frequency allocation for space radar.
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ABSTRACT

The aim of this work was to analyze the penetration
capability of microwaves, particularly for L- and P-band
systems, and its potential for mapping sub-surface
heterogeneities such as lithology variations, water
content or sedimentary structures. Our approach
consists in using ground-penetrating radar (GPR)
sections in as a source for reliable ground truth
measurements, and then analyzing the SAR airborne
data to understand the backscattering mechanisms and
the penetration capabilities. The Pyla dune was chosen
as a suitable site for field validations, as it presents a
large sandy area of variable thickness for which several
radar data sets are available. We present here
preliminary results: (1) the characterization (geometric
and dielectric) of subsurface structures obtained
through GPR imaging analysis; (2) the identification of
the scattering mechanisms through polarimetric analysis
where the volume scattering contribution appears to be
important even at L-band.. These first results stress the
potential of longer wave-length imaging and prompted
us to propose a new airborne sensor, called Sethi P
band. which will allow both vertical and side looking
imagery, and will offer polarimetric capabilities. It is
viewed as a tool for the remote sensing community to
evaluate the potentials of P-band for various

applications: subsurface imaging, water detection,
vegetation and ocean study.

Keywords: low frequency radar, penetration, soils,
ground-penetrating radar, airborne radar, polarimetry.

INTRODUCTION

In less than 10 years, microwave remote sensing
techniques have provided unexpected insights into the
Earth surface structure and processes, and triggered the
development of. entirely new research fields in
geodynamics. For instance, spaceborne synthetic
aperture radar (SAR) provided measurements of ground
geometry and surface displacement with unprecedented
accuracy. The characterization of surface parameters
using polarimetry is another demonstrative example.
With spaceborne SAR (ALMAZ-1, SIR-C/X-SAR,
JERS-1, ERS-1/2, RADARSAT), three characteristics
of Earth surface can in principle be observed: the slope,
i.e, the topography, the surface roughness determined by
the geology and erosion processes, and the dielectric
properties mainly related to soil moisture. Over arid
areas, low frequency SAR allows us to investigate the
subsurface down to several meters. So far, this
technique has drawn little interest by the radar remote
sensing community, despite the fact that low frequency
radar systems can achieve penetration capabilities that
could be very useful for accurate mapping of subsurface
parameters such as soil dielectric parameters, water
saturation, or subsurface structures.

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000
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The present work describes the first results obtained
over our test site, the Pyla dune near Bordeaux, France
(cf. Fig. 1), and the preliminary study of a Psband SAR
system that will be used for the remote sensing of
subsurface humidity and geological mapping.
Performance of airborne and spaceborne radar systems,
in term of signal penetration depth, is analyzed in the
300-500 MHz frequency. Simulation of such system is
performed over known test area for which a thorough
dielectric characterization is obtained through GPR
measurements and the simulation results are then
compared to real data acquisition.

Figure 1:The Pyla dune in France.

The analysis of polarimetric L-band data obtained from
two airborne SARs: the French RAMSES system (1.6
GHz) and the US AIRSAR one (l.25 GHz shows a
significant volume scattering component which is
coherent with the analysis of subsurface structures
detected by GPR. More interesting results should be
obtained with lower frequencies (P-band, that is 300-
500 MHz frequency range) combined with polarimetric
capabilities.

Our first results open the way to new applications of
radars for Earth observation, in particular to map the
surface and subsurface soil parameters, such as water
content, geological layers, buried objects and
heterogeneities. A new airborne instrument named
SETHI P-band, derived from the RAMSES P-band SAR
and combining nadir looking, side looking and
polarimetric capabilities, is currently under development
at ONERA as an offspring of the RAMSES system. It
will offer a new facility to the remote sensing
community to evaluate the potential of P-band for
various applications: subsurface imaging, water
detection, vegetation and ocean study, and archeology
in arid regions.

FIELD MEASUREMENTS

The studied site is located in the southern part of the
Pyla dune, because sedimentary structures become more
superficial there. A first field survey, realized in January

99, was devoted to surface roughness measurements and
characterization of the spatial distribution of subsurface
dielectric structures. This information is needed in order
to take into account both surface and volume scattering
processes in model validation.

Surface roughness measurements were conducted using
a laser profiler developed by ESA [l]. Two roughness
profiles of 20 meters long were collected parallel and
orthogonal to the coast line direction. A profile is a
juxtaposition of five meter long profiles, with a spatial
resolution of 5 mm. Once an individual 5 meter sub
profile is acquired, the profiler is displaced exactly by 5
meters and realigned using a theodolite. The two
roughness parameters, standard deviation of surface
height (S) and correlation length (L), were extracted for
profile sections of 1, 2, 4, 5, 6, 10, and 20 meters long.
The rms. height (S) is of the order of 5.3 mm in the
perpendicular and parallel directions. Fig. 2 illustrates
the exponential dependence of the correlation length on
profile length. We observe that the correlation length
increases as a function of profile length. This increase is
very rapid between 1m and 10m.
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Figure 2: Relationship between the correlation length
and the profile length.

Several GPR monostatic profiles were acquired from
the shore to the top of the dune, for a total length of 150
m. Frequency range of 100±50 MHz, 300±150 and
500±250 MHz were tested. For each of them. a
penetration depth down to 40 m was reached, with a
resolution increase with frequency, as expected with this
type of instrument [2]. As an example, Fig. 3 shows a
depth section of the 100MHz profile.
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Figure 3: GPR monostatic 100MHz profile recorded in
the southern part of the Pyla dune. Black arrows show
the three main reflections related to paleosoils.

In complement, three Common Mid Point (CMP)
measurements were recorded to estimate the velocity
variation of the radar wave with depth [3]. This velocity
law was used for the time to depth conversion of the
monostatic profiles. The GPR monostatic profiles
analysis coupled to CMPs outlines subsurface structures
related to paleosoils, corresponding to subsurface
structures with a higher water content, and presenting
therefore a higher permittivity.

dB dB
0 60

-f-'
40 204060 20

o,--1----+-~+-__,>----+~-+-----'
I I I I
I I I I: : : :--r----r --1- -T--
, 1 I I l I

--~---t----f--- ----~---t---
1 I I I I I
I I I I I I

ts: +- I I I I I Ii .t -1-- -\ '. _
= I t I I I
400 --:-----t --:---:---- -t---

1 I I I
I I I I
I I I I I
I I I I I I

-r-r-> T---,----,----r---'t---
1 I I I J I
I I I I I
I I I I I

600{- -- - - -f- --4---+---~---t- --
: : : : : :a
I I I I I I
L __ l_ -1 -- I__ L _J... --

'''' ' '--+- --------4- -- --- - - ,
' ' '' ''' 'o o I-:---:---:--- --- ,--- ---

+--~---1- . --r :---
_i i___ --~---~---~---

: : I : : :

: : : : : :
-~---~ --i---~---~---~---
' ' 'I I I I
I ! I I I I

-~- -~---~---~---~---~
I I I I

I : : : b
''

2

Figure 4: Observed (a) and calculated (b) backscattered
power curves.

In addition to this structural study, a GPR modeling
procedure [4] was used to estimate the dielectric model
providing the best fit to the observed profiles. This was
performed by a trial and error approach. The multi-layer
dielectric model of the dune presented in Table l was
validated by comparing the observed backscattered
power at the surface to the simulated one (cf Figure 4).

wet sand dry sand paleosoils
Er 20±10 6±2 8±2
tgcx. 0.01 0.01 0.1
µ,. 1 l 1
o (m) 0.005 0.005 0.005
Table 1: Dielectric parameters of the three kind of
layers featuring the dune, computed from GPR
modeling. !>,-, tgo, µ,. and o are respectively the relative
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permittivity, the loss tangent, the relative permeability
and the RMS height.

The information concerning the surface (roughness) and
subsurface geometry (layering), and the dielectric
parameters obtained from GPR modeling, are the basics
that will be used to understand low frequency airborne
SAR data of the site. This approach is developed in the
following to understand how deep the radar waves
penetrate into the soil and how subsurface structures are
seen by airborne SARs l5].

RADAR PENETRATION PERFORMANCES

Table 2 presents radar penetration depths computed for
various frequencies (L and P-bands), using permittivity
measurements obtained from GPR and equation:

0

Radar penetration is important for both L (1.5 GHz) and
P-bands (500 MHz), of the order of 10 meters in the dry
sand that covers the dune. Even wet sand still allows
several meters of penetration in L-band. These results
already predict that subsurface structures should be seen
by L-band airborne SAR (Table 2).

wet sand dry sand paleosoils
1.5 GHz 3.3 6.0 0.5
1.0 GHz 4.9 9.0 0.8
500 MHz 9.8 17.9 1.6
300MHz 16.4 29.9 2.6
Table 2: Radar penetration depth (in meters) for the
various dune layers between 300 MHz and 1.5 GHz.

AIRBORNE SARDATA

Two airborne L-band SARs were considered: the
AIRSAR system developed by JPL/NASA, and the
RAMSES system developed by ONERA and DGA.
Both provide polarimetric data (HH, HV/VH, and VV
polarizations).

AIRSAR

AIRSAR operates C (5 GHz), L (l.25 GHz) and P
bands (440 MHz) with a resolution of 3 min range and
6 m in azimuth. The P-band data could not be used
because of strong signal interference caused by a near
military radar, but a polarimetric analysis of the L-band
image was performed.

Although full polarimetric imaging radar does provide
complex backscattered echoes ifhh, !""' fi,,,) the
polarimetric information visualization is currently
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restricted to the display of intensity backscatter
coefficients (cr0hh, cr0hv, cr0vv) on the Red, Green and Blue
channels of a color image. Alternative representations
consist in mapping parameters derived from the
polarimetric analysis (such as the entropy, the dominant
or average scattering mechanism, ... ). The main issue
therefore is to merge all this information, and to identify
directly the complementarity (or redundancies) between
intensity and phase information.

Using an approach developed in [6], the L band image
analysis relies on a synoptic representation of the
polarimetric information, in which the output of the
polarimetric analysis is overlaid on a 'background'
intensity image only when it is expected to hold
pertinent information. This occurs when the local
backscattered wave is well polarized. The estimation of
the local entropy informs us of the state of polarization
of the backscattered wave (a low entropy means that the
polarized part of the backscattered wave is dominant).
In this context, the following approach is proposed :
from the eigenvalues and eigenvectors analysis of the
local coherency matrix, estimated over a sliding window
[7], are derived the local entropy H (ranging between 0
and 1) and the average backscattering mechanism a
(ranging between 0 and n/2). Fig.5 displays the entropy
map derived from the L band AIRSAR image. The
forested part (in the right part of the image) indicates
high entropy (presumably due to the predominance of
volume scattering), while the low tide water area in the
left part of the image indicates low entropy. In between,
the entropy in the dune area ranges between low and
high values.

In order to achieve the merging between intensity and
phase information, the polarimetric information is
projected in a Hue-Saturation-Intensity (HSI) system :
Hue is controlled by a, saturation by 1-H, and Intensity
by the fusion offHHJHv andfw using a whitening filter.
The meaning of this visualization is the following :
First, a 'black and white' intensity image is elaborated.
Then we add a local saturation (i.e. a local coloring)
which is controlled by (1-H). For a low entropy, the
image is locally well colored, the color value being
fixed by parameter a that defines the nature of the local
backscattering mechanism. Fig.6 displays the L band
HSI image representation. The dune indicates two types
of behavior : 1) The field backscattered by the colored
area is well polarized, the average scattering mechanism
being single scattering. In that case, the wave does not
penetrates the dune and a surface scattering is observed.
2) Oppositely, the polarized part of the backscattered
wave is lost over the dark areas : the wave is attenuated
as it is penetrating the dune.

Figure 5: Entropy map of the L band AIRSAR image of
the dune du Pyla

double
scattering

Dipole
scattering

Surface
scattering

Figure 6: IHS representation of the L band AIRSAR
Image of the dune du Pyla

The resolution of AIRSAR is not fine enough to clearly
detect subsurface structures related to paleosoils, but a
polarimetric analysis clearly shows a strong volume
scattering component over the sand in L-band data.

RAMSES

We dispose of RAMSES L-band scene (1.6 GHz) of the
Pyla dune (cf. Fig. 6). It was acquired in June l 998 with
an incidence angle of 45° and a track angle of 20°. The
resolution is 0.7 min range and 0.9 min azimuth. The
finer resolution here allows to observe some subsurface
structures detected by the GPR (eg. the NE oriented
bright line in the southern part of the dune in Fig. 7 -
VH polarization).

A polarimetric analysis of RAMSES data was
performed to detect regions were volume scattering
occurs. Such areas should appear in both HH and VH
images, since HH contains both surface and volume
components and VH mainly shows volume scattering.
Pure volume scattering should also have a VH/HH ratio



of around 1/3 and correspond to a low HH-VV
correlation [8]. Combining these two conditions hold
the volume scattering map shown in Fig. 8.

The NE oriented bright line at the bottom of the dune in
Fig. 8 correspond to a buried paleosoil that was detected
during the GPR fieldwork. This shows that subsurface
imaging can already be done with L-band sensor, if high
resolution is combined to polarimetry. Much more
subsurface structures should be seen with a P-band
SAR.

Figure 7: RAMSES L-band scene of the Pyla dune. HH
polarization (left) and VH polarization (right).
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ANEW AIRBORNE P-BAND SENSOR

The development of the new airborne sensor SETHI,
operating at P-band, should offer interesting
perspectives for radar applications with penetration
effects. SETHI P-band, derived from the ONERA
Airborne facilities (RAMSES), will be implemented on
a FOCKER 27 AR.AT.of IGN and will provide the
possibility to work in both side and nadir looking
modes.

The antenna design consists of several patches with high
dielectric constant to preserve a relatively small size (80
x 25 cm) and the frequency band (400 - 500 MHz).
Antenna will be integrated on a structure located under
the Arat fuselage. The design of the receiver is very
influenced by the environment of the P band and the
polarimetry capabilities. For example, in order to
minimize the effect of inteferences, the receiver has a
high interception point and the multi-channel of the
radar can offer the possibility of an antenna
processing.The SETHI system is expected to be
available in April 2000.

CONCLUSION AND FUTURE WORK

The objective of this work was to appreciate the
capabilities of L and P-band radar systems to penetrate
soils in order to obtain information about subsurface
structures and related dielectric parameters. The Pyla
dune was selected as the first test site to develop a
methodology of validation.

GPR was successfully used and confirm it can be an
efficient way to map subsurface heterogeneities, and to
estimate their dielectric parameters. Even if the
dielectric model suggests metric penetration, no
quantitative validation is actually established. Evidence
of volume scattering was derived from polarimetric
analysis of AIRSAR and RAMSES L-band data. The
high resolution of RAMSES images allowed to
recognize subsurface structures that were previously
detected with the GPR. Combining polarimetry and P
band frequency should lead to high performances in
subsurface imaging.

Further investigations will be conducted in the future:
• surface and volume scattering model validation (eg.

IEM) combining surface roughness measurements,
dielectric model estimated with GPR, and airborne
polarimetric data, in order to determine which
parameters are determinant for radar penetration;

• a SETHI P-band fly by over the Pyla dune with
various incidence angles including nadir looking;

• increase of the number of test sites to produce
representative results.
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ABSTRACT

We describe radiometric calibration of ultra-wideband
SAR data acquired by the airborne CARABAS-II
system. A general system model is derived which is
used to compensate the image radiometry so that radar
cross section for each image pixel can be determined. It
is shown that corrections for radio-frequency
interference (RFI) and ramp filters, as well as antenna
response are essential and can be estimated from the
response of a large trihedral. Evaluation of the
calibration accuracy shows quite good performance, i.e.
better than 0.5 dB for incidence angles 30°-60° and 1 dB
for incidence angles 20°- 70°

INTRODUCTION

In recent years a new class of synthetic-aperture radar
(SAR) systems using ultra-wide bandwidth have
emerged. In particular, this has resulted in high
resolution low-frequency SAR systems, e.g. the
CARABAS-II system with meter-resolution while
operating in the low VHF-band. Behind these
developments lie technological advances in digital
receiver technology, antenna design as well as signal
processing algorithms. As such systems become more
commonly available to a broader research community
calibration obviously becomes important. The concept
of radar calibration, however, has different meanings
depending on the application in question. In this paper,
we think of a quite general application in which
calibration is needed to transform a SAR image to a
quantitative measurement of the scattering amplitude
(or equivalent parameter) in three-dimensional space
and time. In the paper, we give a theoretical framework
for calibration of ultra-wideband SAR images and
describe a first attempt to calibrate CARABAS-II data.

CARABAS-11ULTRA-WIDEBAND VHF-SAR

CARABAS-II [l] is an airborne SAR which is designed
to operate over an altitude range 3 to I0 km. It transmits
a stepped-frequency chirp waveform covering 20-90
MHz. The instantaneous bandwidth is only 2 MHz
which facilitates an ultra-linear receiver design with a

spurious-free dynamic range of 88 dB. This is important
to accommodate very strong signals due to the nadir
echo as well as radio-frequency interference (RFI). The
latter frequently occurs in the band due to short-wave
communication, low-VHF TV, FM-radio, and numerous
mobile communication channels.

The antenna system consists of two push-booms, each
containing a biconical wideband antenna of 5-m length.
These provide an essentially omni-directional gain
pattern and a wide azimuth beamwidth close to 90°.
During transmission, a single beam is steered to either
side of the aircraft by time-delaying, whereas the
received signal from each antenna is digitized in
separate receiver channels. Data are stored on tape and
image formation is performed off line. The signal
processing requires accurate information of the flight
track which is measured using phase-differential OPS.
The latter results in a positional accuracy of about 0.5 m
with an update rate of I Hz.

CALIBRATION PHILOSOPHY

The main objective of SAR calibration is to enable
retrieval of radar cross section for each pixel in a SAR
image. This implies compensating, as far as possible,
for known radar system, processing and image geometry
characteristics. Calibration also requires that the
measurement uncertainty is assessed.

It is often useful to treat SAR systems as quasi-invariant
linear (discrete-time) systems, i.e. the complex image is
linearly related to the input ground reflectivity function.
This assumes that the overall system is stable and has
been designed to minimise non-linear responses which
inevitably are present in all electronic systems. The
(complex) SAR image is thus modelled as a two
dimensional convolution of the ground reflectivity with
a slowly varying impulse response function. Note that
the ground reflectivity in this context is the full three
dimensional reflectivity of the ground projected into the
two-dimensional representation using the SAR slant
range coordinates (p0,x0) in Fig. I.

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000
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Figure 1. SAR imaging geometry. The antenna phase
center ideally moves along the positive x-axis and
the object is imaged in "slant range" co-ordinates
(p0,x0). The slant range is r and the Doppler cone
angle is t}.

There are basically two approaches to SAR calibration,
one based on external reference objects and one based
on internal reference signals. In practise, all systems
need to use a combination of both. The goal is to
minimise the need for external reference objects, and a
perfectly stable system would only need them once and
then all subsequent calibration is based on internal
calibration. In practise, however, it is desirable to
routinely deploy reference objects for verification
purposes. This is particularly important for experimental
SAR systems which typically have a large number of
system mode settings and are often upgraded.

The choice of external and internal references are
essential for the success of the calibration methodology.
The external calibration reference should have a large
and known RCS to give adequate signal-to-clutter ratio
without exceeding the dynamic range of the system.
This should be true for all transmit frequencies and
Doppler cone angles used by the system. The internal
calibration reference should ideally be a signal with the
same properties as the transmitted and received signal,
only excluding the free-space propagation path and the
ground scattering process. In practise, it is not possible
to include the antenna system within the calibration loop
and thus it is important that the antenna characteristics
are stable. Also, in a mono-static radar system it is
difficult to include both the transmit and receive paths
in the transmit-receive switch unless a long delay line is
included to allow for the switching time. An alternative
is to assume that the switch is stable and include it in the
external calibration.

Based on these considerations, a methodology for
calibration of CARABAS-11 has been defined which
utilises large triangular trihedrals for external calibration
as well as an internal calibration measurement. The
trihedrals have a short side length of 5. I m which gives
a sufficient (typically > 30 dB) SNR except for the low
end of the frequency band (< 30 MHz). The choice of a
passive reference object results in a rather large physical
structure but with the benefit of being robust and
reliable. The internal reference signal is based on the
same radar waveform as during normal operation except
that the output signal from the switch is attenuated and
redirected into the receiver front-end rather than to the
antenna feed. This means that all sub-systems except the
antenna, transmission line, and the receive path in the
switch are included in the internal calibration loop.

IMAGE FORMATION

We now discuss the process during which a
CARABAS-11 image is formed. The basic imaging
geometry is depicted in Fig. I and the different
processing stages are summarised in Fig. 2.

A block of radar data is read from tape and decoded to a
burst of pulse echoes. Interpolation in "slow time" (x
axis in Fig. 1) is used to match the pulse echoes to a
common time base for all frequency sub-bands. Each
sub-band pulse echo is then pulse compressed by
matched filtering using a reference function measured
during system calibration. In practise, this step is
implemented as a multiplication in the frequency
domain after a range FFT. The full bandwidth spectrum
corresponding to a particular slow time is reconstructed
by frequency shifting the individual pulse spectra in
accordance with their centre frequencies and summed
together. Amplitude calibration to reduce paired-echo
sidelobes ends the range compression stage [2].

The range-compressed data includes a significant
amount of RFI which needs to be suppressed before
azimuth compression. Different methods may be used
based on linear filtering and/or interference
cancellation. Presently we use a linear filter defined as
the inverse of the averaged range spectrum. This is a
simple and robust method but has the drawback of
distorting the target frequency response which results in
increased sidelobe levels and multiplicative noise.

An inverse FFT brings data back to "fast time" domain
and azimuth compression is performed using
backprojection inversion [3]. The main advantage of the
latter is that a well-focused image can be achieved
irrespective of the flight track geometry as long as
accurate antenna positioning data and a digital elevation
model of the ground is available. The main
disadvantage is the heavy computational cost, hut fast



backprojection algorithms can also be devised which
approach FFf-performance.

Heterencefunction Amplitudecalibration

AFI littering~ RangeIFFT~ Backprojection~SAR image

t
GPS data

Figure 2. SAR processing chain for CARABAS-II

ULTRA-WIDEBAND SAR SYSTEM MODEL

In this section we formulate a general system model
which is based on the backprojection algorithm. We
consider range-compressed data g(r,x), acquired along a
linear track and from an ideal point target, defined by

g(r,x)= (I)

f A(tJ, e,,,k, )P(k, )expUkJ-~ P,; + (x-x,,)2 )jdk,

2n lP,~+(x-x,,)2]
where x is the along-track position of the antenna, r is
the slant range from the antenna to the point target, k, is
the range wavenumber, P(k,) is the frequency response
corresponding to a radar pulse burst, A(t},80,k,) is the
antenna frequency response, and the point target is
located at (p0,x0,80) as in Fig. I.

The backprojected signal h(p,x) is defined as an integral
transformation which in a single pixel position adds all
possible contributions in the radar data g(r,x) originating
from this pixel. In the case of a linear flight track this
corresponds to a transformation according to

(2)

Evaluation of the 2D Fourier transform of h(p,x) gives

(3)

2nn g(r,x) rl,,~~k~ +k; )exp(- }k,x)drdx
-~o

By inserting (I) in (3), it can be shown that the original
reflectivity function can be exactly reconstructed when
the pulse and antenna response has constant amplitude
for all frequencies and the track is infinite. Approximate
evaluation of (3) can also be used when the bandwidth
and antenna pattern are finite by using the principle of
stationary phase and asymptotic expansions [3]. The
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latter results in the following expression for the 2D
Fourier transform

where the Doppler cone angle is defined by

tan(tJJ=~
kp

(5)

We can implicitly include the effect of the RFI filter as
part of the pulse spectrum P(k,) since it is a function of
k, only. By 2D inverse Fourier transformation of (4) we
obtain a localised response at (p0,x0). The response is
not ideal, however, and have been distorted by
frequency weighting due to the pulse and antenna
responses and spatial weighting as a function of p0• The
system model of the SAR image s(p,x) thus consists of
the ground reflectivity function f(p,x) convolved with
the impulse response h(p,x) according to

s(p, x)= J(p, x)* h(p,x) (6)

CALIBRATION METHODOLOGY

In this section we present results based on calibration
corrections using (4). The first effect to compensate is
the range-spreading loss, i.e. the l/p0 factor in (4),
which simply is an amplitude ramp in the image
domain. The second effect to compensate is in two
dimensional frequency domain corresponding to the
three other factors in (4). We note that the transfer
function in general is space variant since it varies with
incidence angle unless the antenna response is perfectly
omni-directional. Equally important, however, is that
the frequency domain support varies over the image
after hackprojection due to end effects along the
synthetic aperture. To simplify calibration we therefore
apply the calibration corrections to the common
frequency support area and disregard the rest. We also
note that the dominating amplitude distortion is a
function of range wavenumber only, i.e. caused by the
RFI filter and the k, factor ("ramp filter") in the
denominator. In this paper we do not attempt to
compensate for the Doppler cone angle dependency of
the antenna pattern. In fact, it may be difficult to
compensate the Doppler dependency since it will
increase image noise hut this is a topic for future work.

To summarise, we use three steps in the present
calibration method based on range and range-frequency
corrections ("RFcorr"):
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1. Range correction in image domain, i.e. multiplication
with the reciprocal of the range-spreading factor in (4).

2. Range-frequency correction in frequency domain, i.e.
multiplication with a correction factor determined from
analysis of a reference object within or outside the
image. Only the common part of the frequency-domain
support over the image is extracted and corrected. At
present we assume that this correction is spatially
invariant and apply a single amplitude correction
function which depends on range-frequency only.
Although the antenna response in (4) is a function of
incidence angle also, it is expected to vary slowly due to
the wide beamwidth.

3. The final step is to compute and apply a constant
amplitude factor to the data so that the measured image
energy equals the average RCS in m2 (or equivalent
parameter). The constant is determined from analysis of
the reference object using the integral method to
compute the point target energy with background clutter
and noise subtracted. The data is scaled so that the
magnitude of the complex pixel values equal the RCS
on a pixel-by-pixel basis.

COMPUTATION OF CALIBRATION FUNCTIONS

Based on the outlined calibration methodology in the
previous section, the calibration process can be
expressed according to the following equation

where Fm {.} denotes the Fourier transform, s(p,x) is the
uncalibrated SAR image generated using the
backprojection algorithm in (6), sRFcon(p,x) is the
calibrated image, hcAL(p,x) is the calibration filter
kernel, and capital letters denote the corresponding
Fourier transform.

The calibration kernel is conveniently divided into two
factors: one due to the reference object measurement
and the other due to the RFI filter. The latter is data
dependent and may therefore vary from one image
formation process to the next. This becomes important
when the reference object is not located in the image to
be calibrated. The calibration kernel is computed
according to

where sRcs(p,x) and srer(p,x) are the theoretical
scattering amplitude and measured response of the
reference object, respectively, hRFJ(p,x) and hRFI,rer(p,x)
are the RFI filters for the image to be calibrated and the
image with the reference object, respectively. The
angular brackets indicate a weighted average over
Doppler cone angle and a polynomial fit (second order)
over range frequency in order to reduce noise effects.
Doppler angles close to the antenna broadside direction
(1'} = 70°-1 10°) are favoured relative to other angles.

It is not possible to completely remove the effect of the
RFI filter during the calibration since this would
drastically increase the noise level. It is therefore
essential to leave a RFI filter consisting of narrow-band
notches in the data for noise suppression but to
compensate for the wide-band distortions in the
calibration process. We thus define the RFI filter
correction according to

(9)

where the subscripts "org" and "notch" denote the
original RFI filter and the RFI filter with remaining
notches for noise suppression, respectively.

RCSOF TRIHEDRAL RCS USING FDTD

The RCS of the trihedral, as required by (8), is
computed using the Finite-Difference Time-Domain
(FDTD) method [4]. In this method, the Maxwell's
equations are discretised in both time and space. The
incident plane wave is created within the computational
volume by using the equivalence principle, i.e. the fields
within a closed volume can be represented by
equivalent magnetic and electric surface currents on the
volume surface ("Huygens"' surface). The technique
implies that the total field exists inside a closed
volume, whereas only the scattered field exists outside
this volume. The computational volume is truncated
using a 6-layer PML-boundary condition [5].

For an object in free space, the equivalent currents on
the Huygens' surface that create the incident field can be
expressed in a relative simple form. The presence of a
lossy dielectric halfspace, i.e. the ground, means that the
field impinging on the object is composed of both an
incident field and a reflected field, which has a
complicated time dependence. The incident, reflected
and refracted fields are therefore calculated in the
frequency domain and then transformed into the time
domain using an FFT.

The equivalence principle is also used when
transforming the scattered field in the near-zone into the



far-zone. For scattering simulations in free space this is
performed by integrating either the surface currents
transformed into the frequency domain, multiplied with
a free-space Green's function, or the time-domain
surface currents convolved with a time-domain form of
the free-space Green's function [6]. When a ground is
present matters becomes more complicated. The near- to
far-zone transformation is performed in the frequency
domain and is based on the reciprocity theorem and it
has been applied in scattering simulations of triangular
trihedrals placed on ground [7,8].
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Figure 3. Simulated RCS of a triangular trihedral at
Doppler cone angle 90°, e, = 10,o = 0.01 Sim.
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Figure 4. Simulated RCS of a triangular trihedral at
Doppler angle 70° or 110°,Er= 10,o = 0.01 Sim.

For calibration purposes several flight tracks have been
simulated at incidence angles between 20° and 70°. The
far-zone scattering amplitude for both vertical and
horizontal polarisation was extracted between 20 MHz
and 90 MHz, using a frequency step of 5 MHz. The
simulated SAR images of the trihedrals on horizontal
ground were formed from 11 monostatic scattering
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simulations along the flight track for a 90° aperture
angle. As an example, the RCS of two such cases are
shown in Figs. 3 and 4. The incident angle is 50° in both
cases and the results for both polarizations are shown at
Doppler cone angles 90° and 70°, respectively. The
ground parameters were e, = 10 and o = 0.01 Sim. The
trihedrals was resolved in the FDTD-grid using a cell
size of 0.1m.

CALIBRATION RESULTS

We have applied the calibration methodology to a wide
range of imagery produced by CARABAS-II. Normally,
only a single or a few trihedrals are deployed to
minimise field work. The calibration is then applied
across a wider range of incidence angle (typ. 40° - 70°)
without correcting for the incidence-angle dependency
of the antenna response. In this section we assess the
accuracy which this method gives.

A special calibration experiment was conducted in
November 1997 to evaluate the calibration accuracy.
Seven 5-m trihedrals were deployed across the swath on
the island Visingso close to Linkoping, The incidence
angles covered were 20°-70° in steps of 10°. The
seventh trihedral had a slightly different design, i.e. with
a 10m x 10m ground plane in front of the trihedral, but
is not included in the present analysis.

Two images were generated which cover slightly
different incidence angles. Both images were calibrated
based on the same trihedral at 50° and then the
calibration error was assessed by analysing the
remaining trihedrals. Note that the two images have a
slightly different RFI filter since they are generated
from different radar data. The result is shown in Fig. 5.
The dual data points at 50° and 60° correspond to the
image overlap and thus represent the same trihedrals in
the two images.

In general, Fig. 5 shows that the RCS using the present
method can be determined with an accuracy of ca. l dB
over the entire incidence angle range. If we restrict the
incidence angle range to 30°- 60° the accuracy improves
to ca. 0.5 dB. These results are surprisingly good and
show that the CARABAS antenna system is, in fact,
quite omni-directional.

The main reason for the incidence-angle dependency is
the array factor during transmission when the two
elements form a small array using true time-delaying.
The distance between the elements is 1.8 m, i.e. about 2
A. at 90 MHz and 0.1 A. at 20 MHz. We therefore expect
a narrower beam width at the higher frequencies. Other
mechanisms also the affect the elevation beamwidth,
such as mutual coupling between the elements as well
as airframe interactions.
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A second evaluation has been performed concerning the
stability from pass to pass. An example reslut is shown
in Fig. 6. In these cases, the same image has been
calibrated based on trihedral measurements from two
different imaging passes within about one hour from
eachother and with the same nominal radar parameters.
The pass-to-pass stability is observed to be ca. 0.5 dB,
i.e. the system has a good temporal stability.
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Figure 5. Residual error in dB after radiometric
calibration based on a trihedral at incidence angle
50°. The two images (182, 142) are based on the
same nominal radar data but are separately generated
and have slightly different RFI filters. The frequency
support is defined by frequencies 20 - 80 MHz and
Doppler cone angles t} = 55° - 125°.
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Figure 6. Residual error in dB after radiometric
calibration of image 1_8_4 based on a trihedral at
incidence angle 52°. The points marked 1_8_4 used
the same image for retrieving the calibration
function from the trihedral, whereas the points
marked l_l_ 4 used an image of the trihedral from a
different flight track one hour earlier and with the
same radar parameters. The frequency support is the
same as in Fig. 5.

CONCLUSIONS

The paper has described radiometric calibration of ultra
wideband SAR data from CARABAS-11.A closed-form
system model has been derived which takes into account
frequency domain distortions due to pulse burst

response, antenna response, as well as ramp and RFI
filters. The system is characterised using the measured
response from a 5-m large trihedral compared with a
numerically computed RCS signature. Evaluation of the
calibration accuracy shows a quite good performance,
i.e. better than 0.5 dB for incidence angles 30°- 60° and
1 dB for incidence angles 20°-70°. Note that these
results are obtained without any correction for the
incidence angle dependency of the antenna. Pass-to-pass
stability is estimated to 0.5 dB. The same general
methodology should be applicable also to other ultra
wideband SAR systems with wide beamwidths.

The present investigation is limited to the average
radiometric response of the object. We plan to refine the
calibration methodology to also facilitate relative
calibration over the frequency support region. This will
require taking into account the space-variant antenna
response, and a trade-off with image noise. Future work
will also address frequency-dependent phase calibration.
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ABSTRACT

The monitoring of the cryosphere, i.e. mainly ice sheet and
sea ice, is of primary importance for climate studies [1]. The
required height accuracy is of the order of a few centimetres.
Although laser altimeters provide high vertical and horizontal
resolutions, the significant advantage of a radar altimeter is its
all weather capability, i.e. its relative insensitivity to clouds
which are often encountered in polar regions and particularly
close to the ice sheet margins.

Current spacebome radar altimeters are pulse-limited and
therefore fail to deliver high accuracy surface height
measurements over ice-sheet margins because of pulse
spreading and slope induced errors [2]. Moreover, sudden
changes in the topography often result in a loss of track.
Higher resolution is also desirable in order to distinguish the
sea-ice from the ocean surface.

This paper presents the results of a recent feasibility study for
a spacebome high-spatial resolution radar altimeter (HSRRA)
performed by Alcatel and the University College of London
(UCL) for the European Space Agency (ESA). The concept is
based on a Ku-band (13.6 GHz) nadir-looking radar which
can be operated in the conventional mode over oceans. Over
terrain (ice or land) the "advanced" mode uses Doppler
filtering for the enhancement of the along-track resolution. A
second antenna mounted on the same satellite provides a
second take of the scene which is used for surface height
retrieval as it is usually done with SAR interferometry.

An overview of the instrument concept including the
processing is given in this paper. The instrument design is
briefly described. Some simulation results of the
performances over realistic surfaces are also presented and
discussed.
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This altimeter concept (Doppler filtering and interferometry)
has been proposed in the Cryosat mission in response to the
Call for ESA Opportunity Missions. This mission has been
recently approved for implementation.

MISSION OBJECTIVES

The science objectives and measurement requirements for
high resolution altimetry have been described in the ESA
report for the Earth Explorer Topography Mission [3]. The
primary mission objectives are related to the cryosphere
i.e. land ice (ice sheets of Antarctica and Greenland and
glaciers) and sea-ice.

The quantity to be measured is the elevation changes as a
function of time and position at different spatial scales. In the
case of sea-ice, the lowest spatial scale at which trends may
become visible is 105 km'. In the case of the ice sheets, there
are important scientific questions at regional and large scales
i.e. between 104and 13.8 106 km2 . The latter area is the total
area of the ice sheets.

Arctic Sea-Ice
105 km2

Ice Sheets
104 km2

Ice Sheets
13.8 106 km2

1.6 cm/rear 3.3 cm/year 0.17 cm/year

Measurement requirements as a function of
spatial scales for ice sheets and sea-ice.

Although the elevation changes to be measured are very small
they are obtained by averaging single measurements over
large areas such that the short spatial scale noise due to the
instrument (e.g. speckle and thermal noise) is considerably
reduced, approximately as the square root of the number of
measurements.
For the ice sheet and glaciers the instrument resolution
requirements are driven by the need to obtain adequate
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signals in regions with high surface slopes and nussion
requirements are driven by the capability to monitor changes
of the ice sheet margins and smaller ice caps and glacier.

The elevation errors arising over regions with high slopes in
normal incidence altimetry are dominated by pulse spreading
and loss of signal. Accurate change measurements with pulse
limited altimeters become difficult when the surface gradient
exceed the antenna beamwidth, e.g. 0.5° for ERS and
ENVISAT altimeters. Some 17% of Antarctica and 23% of
Greenland exceed this gradient. The need for high spatial
resolution arises from mission requirement to provide 98%
coverage of the ice sheets. A significant improvement is
possible only by an order of magnitude decrease in the
horizontal resolution, i.e. about 100-200m.

In the case of sea-ice, the parameter of interest is the
measurement of its thickness. The required instrument
resolution is determined by the need to distinguish between
ice and open water and the mission requirement are driven by
the need to derive thickness and roughness probability density
functions. For this application a horizontal resolution of the
order of 200 m to 1km seems adequate.

Although laser altimeters provides high vertical and
horizontal resolutions, the significant advantage of a radar
altimeter is its all weather capability, i.e. its relative
insensitivity to clouds which are often encountered in the
polar regions and particularly close to the ice-sheet margins.

OVERVIEW OF THE CONCEPT

Several techniques have been investigated during the past ten
years in order to improve the spatial resolution of radar
altimeters and therefore the accuracy of elevation estimates
over terrains. Most of these techniques result in a significant
increase in cost and complexity compared to a conventional
altimeter [4]. This paper presents the results of a recent
feasibility study for a spaceborne high-spatial resolution radar
altimeter (HSRRA) performed by Alcatel and the University
College of London for the European Spatial Agency (ESA).

The concept is based on a Ku-band (13.6 GHz) nadir-looking
radar with a 1.2 m antenna diameter which can be operated in
the conventional mode over oceans (as TOPEX/Poseidon for
instance) and in the high spatial resolution mode over
topographic areas such as coastal zones, ice covered or land
areas.
The novel feature of HSRRA as compared with conventional
altimeters, is the capability to locate a target in the 3
dimensional space. For this, it uses a concept similar to the
interferometric SAR technique as shown below :

y

-~""
IJ'''~----- ------------------- -----~-

Fig 1 :Measurement principle of HSRRA

A nadir looking radar (off-nadir angle B=O)has been selected
for two reasons:
i) it is compatible with conventional ocean altimetry
ii) this configuration allows to minimise the vertical accuracy

(cr,) of the retrieved surface height as shown by (1) where
crh is the satellite altitude error, O'R is the range error, R is
the range, and 0'9 is the error on the off-nadir angle.

cr,2= O'h2+ O'Rz cos2B+ RzO'e2sin2B (1)

Over terrain (ice or land) the "advanced" mode uses Doppler
filtering for the enhancement of the along-track resolution [5].
The antenna half-power beamwidth (HPBW) is 1°. The
satellite is at a 800 km altitude in a quasi-circular orbit. The
Doppler spectrum is 12.4 KHz and the Pulse Repetition
Frequency (PRF) is 13.6KHz.

A second antenna mounted on the same platform provides a
second take of the scene which is used for surface height
retrieval (as for SAR interferometry) and quality control of
ambiguities due to layover. The interferometric baseline is
orthogonal to the satellite velocity and to the nadir direction.

The transmitted chirp bandwidth (320MHz) is equivalent to a
vertical resolution of 0.42 m. A 1024 FFT provides a 480 m
range window, which corresponds to an average surface slope
of 1.9 degrees within the antenna footprint.
As the desired height accuracy is smaller than the vertical
resolution some form of model fit to the waveform is
necessary at the post-processing level, as it is done for
conventional altimetry over ocean.



PROCESSING SCHEME

The processing flow chart is shown in Fig. 2. The radar
echoes are first deramped, digitized and stored in a memory.
At this stage the range compression is not completed, and
range (or delay) has simply be transformed into frequency.
For the geometry described above, it has been shown [6] that
along track-resolution above 80 meters can be achieved using
the Doppler Beam Sharpening (DBS) method. Therefore
focusing techniques are not needed as the required along
track resolution for the altimeter is lOOm to 250 m. The
azimuth impulse response characteristics (PSLR, ISLR) are
close to those of an ideal sine function. Prior to the azimuth
FFT a linear phase ramp is used to colocate the looks.
The azimuth FFT is then performed on a set of NP pulses
referred to as a burst. Bursts of 64 and 128 pulses lead
respectively to along-track resolution of about 220 m and
llOm.
The range curvature during the integration time depends on
the relative satellite-target along-track position and on the
azimuth resolution. The range curvature is null for a target
located at nadir and maximum at the edge of the antenna
beam. The maximum range curvature within a burst is about
0.35 m for a 220 m azimuth resolution, i.e. less than the range
resolution. In that case range cell migration can be left non
corrected without too big a loss on the performances of the
impulse response. However, burst to burst range-migration
must be corrected in order to perform multilooking, and we
followed the method described in [5). Note that range walk
due to satellite height variation can also be corrected at this
stage.
The range compression is completed by taking the inverse
Fourier transform (IFFT). The same processing is applied to
the echoes received by the second antenna wich provides the
second take for the interferogram computation. The
multilooked data are then passed to the tracker which
command the deramp trigger. The power waveform and the
interferogram obtained for successive bursts are multilooked
for reducing the speckle.
The resolution cells mapped on a flat earth surface are shown
in Fig.2 for a 220 m along-track resolution (64 pulses). Each
ring represents iso-range cell and each band represents a
Doppler bin (i.e. along track position).

Two timing options have been investigated. The closed burst
option is suitable for azimuth resolution above 200 m, and
corresponds to the transmission of the complete burst before
the return of the first echo. Below 200 m, the open burst
option should be used, i.e. an echo is received between two
transmitted pulses. Here, the closed burst option is selected as
it enables to get longer pulse length and constant PRF.

Interferometry:
phase/coherence

Fig.2: Processing flowchart
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Fig. 3: Resolution cells on a flat surface

POWERWAVEFORM SIMULATION
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<OOO

The mean waveforms (echo power vs range gate) have been
simulated for a flat surface with varying along/across-track
slopes. An example is given in Fig.4. The waveforms have a
peaky shape. The amplitude and the width of the peak depend
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Fig. 4: Power waveform for a 0.5 degree along-track slope.
Each curve corresponds to varying Doppler bin identified by
their along-track position (xdop) w.r.t. to nadir.

on the Doppler bin and on the surface slope. For slope less
than 0.5 degree, the most peaky waveforms correspond to the
Doppler bins which span the pulse limited footprint (first-hit
of the wavefront on the surface). The results suggest that
these most peaky waveforms should be used in the estimation
of the elevation. However, when using a limited number of
looks, the waveforms would differ from the mean due to
speckle and thermal noise. The mean waveform itself depends
on the variation of the surface characteristics (roughness and
backscattering) in a complicated manner. The number of
looks to be used for elevation retrieval is therefore a key issue
which is being investigated using a complete simulator
including real topography and speckle.

Regarding the transmitted power, for the closed burst option (
70µs pulse length ) and a 320 MHz bandwidth, 25 W are
necessary in order to achieve a 17 dB signal to noise ratio for
a -10 dB sigma naught for the first range cell. This SNR
corresponds to a thermal noise decorrelation equal to the
interferometric baseline decorrelation.

SURFACE HEIGHT ESTIMATION

As shown in Fig.3, the nadir looking geometry leads to left
right ambiguities for a flat surface with across-track slopes
Jess than half the antenna HPBW, except for the first return
cell. In that case, the altimeter is a profiler, providing non
ambiguous measurement for the leading edge of the
waveform only. The ambiguity between elevation and across
track location can be solved by using the across-track
interferometry technique. The interferometer baseline must be
of the order of the antenna diameter, say 1.2 m in order to
avoid phase unwrapping. Such a small baseline would impose
stringent constraint on the satellite control if a multi-pass

option were selected. An other drawback of multi-pass
interferometry for the altimetry mission would be the
temporal decorrelation due to surface changes. For these
reasons the single-pass interferometry option is preferred,
with two nadir-pointed antennae mounted on the same
spacecraft, such that the nominal baseline tilt is orthogonal to
the nadir direction.

It can be shown from geometrical considerations, that if the
surface slope is constant within the pulse limited footprint, the
error in the retrieved surface height for the point of first
return depends only on the second order of the phase
measurement noise (thermal noise and speckle). This
elevation error is shown in Fig.5 for the point of first hit on
the surface, as a function of the surface slope. In that case, the
fact that the elevation error degrades with off-nadir angle of
firts hit (i.e. equivalent to the slope over a flat surface) is
simply due to the antenna gain weighting.
Note that for across-track slope less than 1 degree, the height
errors due to interferometric noise is less than 10 cm for the
first return cell and a 0 dB sigma naught, using a 25 W
transmitted power and 64 looks.

Elevation error for first return
Constanl Blope 8$8umpllon wllhln pulse lmhed lootpllnl

10'

10'

O···()HLOOK.tOllg!M0-10 •
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Fig. 5 : Elevation error due to interferometric noise for first
return as a function of the surface slope.

Analytical computation [6] also shown that the module of the
coherence decays rapidly as a function of range when the
across-track surface slope is less than half the HPBW of the
antenna. These results suggest that the correlation waveforms
could be used alongside the power waveform in order to
detect the non-ambiguous cells, and in particular the first
return cell.

For large across-track slopes with respect to the antenna beam
( say above 0.5 deg), the geometry resembles the side-looking
radar geometry, and left/right ambiguities decrease. The SNR
is also smaller than for the zero slope case, due to much
smaller resolution cells (about a 15 dB loss for a 0.5 degree



across-track slope). This results in a degradation of the
interferometric phase accuracy and thus the elevation error
increases. However, because of the removal of the ambiguity
a swath capability is offered for across-track slope above 0.5
degree. Fig. 6 shows the height error due to interferometric
noise (speckle + thermal) as a function of the position of the
cell in the across-track direction (off-nadir angle) for a 1 deg.
across-track slope, 0 dB sigma naught and a 25 W transmitted
power. In that case, a 10 cm vertical repeatability can be
achieved over a 7 km swath (+/- 0.25 deg) using 64 looks.
Again note that much smaller vertical repeatability can yet be
achieved close to the centre of the swath due to the maximum
antenna gain and Eq 1.
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Elevation error for across track slope of 1 degree
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Fig. 6: Height error due to interferometric noise for resolution
cells within the antenna beamwidth. The point of first return
is in this example is at a 1° off-nadir angle (not shown).

INSTRUMENT DESIGN

The altimeter is composed of three subsystems (Fig.7):
• The antenna subsystem
• The RF Unit
• The Processing and Control Unit (PCU)

I
I
I
I
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J.NTEHNAf
SUBSYSTEM

Fig. 7: HSRRA functional block diagram
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The antenna subsystem includes two nadir-pointed centred
reflectors. Mechanical and thermal decoupling from the
platform is ensured by a carbon frame mounted on titanium
blades. This is important to guarantee the stability of the
baseline length and orientation to the required level.

Fig. 8: Antenna interferometric subsystem

The RF power of the HPA is 25W in Ku-band. The output
stage of the HPA consists of 4 modules connected in parallel.
Each module is composed of two MMIC power chips in
PHEMT technology.

To ensure a correct sampling of the Doppler bandwidth the
radar operates in burst mode, with a coherent chirp generator,
based on the digital generation of a 40 MHz chirp followed
by a frequency multiplication.

In order to reduce the downlink data rate, data processing is
performed on board by 6 DSPs, providing enough flexibility
for eventual modifications of the processing design during the
development phase.
A summary of the instrument characteristics is given below.

Altitude 800km
Frequency 13.575GHz
Antenna diameter l.2m
Interferometer baseline 1.2m
Chirp bandwidth 320MHz
FFT length (deramp) 1024
Pulse repetition frequency 13.6 KHz
Pulse length 70 µs
Number of pulses/burst 64
Burst repetition interval 38 10-3 s
Transmitted power 25W

Along-track resolution 220m
Vertical resolution 0.42 m
Range window 480m
Number of looks 64
Absolute a.range -10 to 50 dB

Mass 60kg
Power consu~ption

. !SOW
Data volume 2.5 Gbits/orbit
Compatible with intermediate class launcher
(ROCKOT, DELTA, PSLV)

HSRRA system parameters, performances and interfaces
( • 32 % of the time in high resolution mode and 68% in ocean mode)
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The compatibility of the satellite with a small class launcher
was one of the design constraint. Figure 9 shows the proposed
implementation of the satellite which is compatible with the
Rockot fairing.

Fig. 9 : HSRRA satellite under Rockot fairing

CONCLUSIONS

The computations and performance results for a flat tilted
surface presented in this paper have been compared with
simulations made by UCL for more complex ice-sheet
surfaces [6]. The results shown that they are in agreement
with those presented in this paper for simple flat surfaces.

This altimeter concept (Doppler filtering and interferometry)
has been proposed in the Cryosat mission (led by Pr. D.
Wingham) in response to the Call for ESA Opportunity
Missions. This mission has been recently approved for
implementation.
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ABSTRACT

The management of natural and anthropogenic risks
including prevention, crisis and post crisis phases, is
characterised by the need for a flexible space system
with high resolution instruments, all weather operation,
low revisit time and fast information delivery.
Spacebom SAR therefore forms an essential component
of the observation system for risk management.

This paper describes the results of the ESA pre-phase A
study of a SAR instrument (CZEW : Coastal Zone Earth
Watch Mission). The objectives are to design an SAR
instrument and satellite constellation for risk
management with a cost reduction approach. This study
includes mission analysis, instrument definition and
space segment preliminary design.
The proposed solution consists of a constellation of 6
SAR associated with a wide range of accessibility, to
provide access to any point of the Earth in less than I
day.
The X band SAR provides high sensitivity and an
operating duty cycle of 5-10 minutes per orbit. The
main operating mode corresponds to a strip map
acquisition in a 20°-53.7° incidence range. This domain
is extended at low and high incidences based on
platform agility.

In the first part, two instrument concepts are studied
based on a parabolic reflector antenna and on an active
planar array antenna. The antenna concept has an
impact on the whole instrument design, including
amplification (High power TWT, T/R modules), on
platform accommodation and on the instrument
performances.
In the second part, the active array antenna concept is
further analysed at sub-system level : antenna
architecture, T/R modules design, digital processing and
on-board Scansar processing.

Keyword: high resolution SAR, risk management,
constellation, active planar array antenna
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RISK MANAGEMENT MISSION

The Risk Management mission will cover a wide range
of applications such as resource monitoring (crops,
mapping of deforestation, ship routing, geology),
assistance for the assessment of the damage to
environment, to population and to industries due to
pollution and natural hazards (volcanic eruptions,
earthquakes, hurricanes, flooding).

The system must be considered as a source of new
information which is complementary of other Earth
observing system whether space or ground based (such
as those providing meteorological data for instance) to
be used in a global information system.

The potential users directly involved in the major
disasters management are mainly public bodies which
may be operational or scientific, national and/or
international, namely : civil protections (national level),
ministries (environment, defence, planning, fishery...),
international organisation (UN, E.U.....), non
governmental organisations (red cross...), scientific
institutes and universities and specialised centres. There
are also potential private users such as insurance, re
insurance companies, industry and services companies
m the area of geographical information and
communications.

As an example, Table 1 summarises the user needs for
risk management which are covered by the different
SAR applications.

SYSTEM SPECIFICATIONS

The proposed Earth observation system designed for
risk management must be compatible with the
objectives of the Earth Watch Mission ESA program :
this means an operational system developed with a cost
effective approach and with a reduced development plan
and a limited technological risk.

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000
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associated with a large accessibility domain based on
the antenna electronic agility or the mechanical platform
agility.

Information products & User major claims &wishes for ContributionofEarth Main limits of current
model parameters information and service needs Observation· derived Earth Observation

products satellites
Risk maps (hazards & • All exposed areas not covered • Description of the risk • Scale : limited the
vulnerability maps) • Insufficient updating of maps areas I :50000

• Lack of precision and • Evaluation of • but the thematic maps
reliability of current data consequences of land prepared have to be

• High cost of data acquisition changes in time compatible with land and
• Updating of topographic urban planing documents

maps (l:IOOOOto1:5000)
Cartography of risk areas • Facilitate crisis observation • Cartography of risk areas • Revisit capability (days)
and monitoring • Daily monitoring capability • Possible monitoring of the • Probability to access to

• Develop automated monitoring evolution of disasters the requested area
system boundaries • Data access and delivery

• Near-real time access • Update of maps time (days)
Assessing status of • Develop observation during • Detailed cartography of • Scale too limited
infrastructures and specific and after the crisis damage • Revisit capability (days)
damage (at request) • Comparison with normal

situation & production of
statistics

Input parameters for models • Develop the integration of • Prepare relevant • Scale not accurate
various tools (models, GIS and parameters that make the enough (in particular for
EO data) models easier and cheaper the DTM and derived

to run and allow them to be products)
used over an entire
watershed

Table 1 : User needs for Risk Management

Consequently, the system must be based on a small
existing platform which can accomodate the small
launcher fairing. In this way the maximum DC power at
the instrument level will be around 4 kWatts.

The main requirements of the system concerns the
nominal high resolution strip map mode (M1) and are as
follows:
- capability for accessing any point of the Earth in 12
hours for crisis management,
- large working time capability (5-10 minutes per orbit
and per satellite) in order to provide an operational
system for long term monitoring, crisis management and
post crisis management,
- wide range of accessibility,
- high resolution (2 m),
- a high sensitivity (-24.7 dB at 53° incidence)
- a 20 km swath width,
- a -20 dB total ambiguity ration
- no drastic constraints for the radiometric accuracy.

The SAR instrument is an X-Band SAR which is
compatible with the high resolution requirement and the
frequency allocation of ITU. This choice requires a
limited antenna size and is consequently is coherent
with the small existing platform and small launcher
requirement and cost reduction.

To provide the required revisit the proposed system
consists in a multi-SAR satellites constellation

The second main requirement is the sensitivity
requirement (NenO) which significantly increases with
respect to incidence. This increase could be critical at
the high incidences considering that the link budget is
near constant as a function of the incidence for a
constant swath width. It leads to trade-off between
power consumption andNeof) requirements.

The performances of the optional modes will be
deduced from the instrument optimised for the nominal
mode and their specification simply constitutes an
objective. These secondary modes are specified
hereafter and illustrated on figure 1.

• M2 : The extension of the accessibility domain at
low incidence using platform mechanical agility and
consequently a progressive degradation of the range
resolution due to a constant RF bandwidth,

• MS : The extension of the accessibility domain at
high incidence using platform mechanical agility
and consequently a progressive degradation of the
total ambiguity ratio and link budget.
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The optimal constellation is therefore the 510 km
altitude walker 6/1/0 constellation. This constellation
corresponds to a regular distribution of the 6 satellites
on a single orbital plane: Each satellite has a 6-days
cycle corresponding to 91 orbits and the constellation
has a one day cycle with a circular permutation of the 6
satellites. So the second satellite covers the same area
in the same configuration than the first one with a 24

1so1an/ 1 hours delay. The associated incidence range is 20° -
53.7° which corresponds to a complete coverage per
cycle (1 day) without gap.

211'
40x401anMS211'

53.7°

63° (ir.:) 53.J(ioc)

Figure 1 : CZEWmodes

• M3 : The Scansar mode in the nominal accessibility
domain providing a 25 m resolution for a 180 km
total swath width and the same sensibility as the
strip map mode

• M4 : The wave mode corresponds to the acquisition
of small 5 x 5 km images in the nominal incidence
range.

• M6 : The double swath mode corresponds to the
acquisition of 40 x 40 km images using antenna
electronic agility in both directions while keeping
the range and azimuth resolutions equal to that of the
strip mode.

MISSION AND CONSTELLATION DESIGN

The revisit performance of the constellations is
characterised by the mean and maximum revisit times
which correspond to the mean and the maximum
intervals between two opportunities to image a given
location on the Earth surface. These performances
depend on the geographical location (latitude and
longitude).

To provide a short revisit time the proposed system
consists in a 6 SAR satellites constellation associated
with a wide accessibility domain enabled by the antenna
electronic agility and the mechanical platform agility.
This constellation and this accessibility domain have
been optimised in view of the following constraints:
- coverage of the Earth's entire surface except small
areas near the poles;
- one or more sun-synchronous orbital planes to
simplify the platform thermal design and power
management. The sun-synchronous constraint induces a
constant local flyby hour and then simplifies control and
user ground segment activities.

This permutation is a characteristic of the Walker 6/1/0
constellation with this incidence range and this altitude.
Other constellation with two orbital planes present a
significantly larger maximum revisit time but the mean
revisit time is the same because it is independent on the
relative position of the satellites.

The 1 day sub-cycle with permutation preserves the
whole coverage property during deployment of the
constellation and at the end of life when there is e
smaller number of active satellites. A redistribution of
the satellites on the orbit could therefore be considered
to optimise the performances with a limited ergol
consumption in case of non-replacement.

This next property of the constellation is to image a
point on the Earth's surface with only two incidences:
one for ascending orbit, one for descending orbit. This
geometry is conductive to multi-image processing such
as interferometry, radar-grametry or correlation analysis
and offer suitable applications for risk management
such as digital elevation model, terrain movement
monitoring or damage estimation.
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Figure 2: Mean revisit time with a 20°-53.7° accessibility

The chosen incidence range thus corresponds to a 430
km instantaneous accessibility domain. This domain is
completed by an extension at low incidence (10°-20°)
and high incidence (53.7°-63°) giving an accessibility
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domain of 660 km corresponding to a mean revisit time
better than 8 hours (see figure 3).

Latitude (degrees)

Figure3 :Meanrevisittimewithextendedaccessibility.

RADAR SYSTEM DESIGN

A number of instrument concepts has been envisaged
during the study as described in the following section.
In order to define the instrument parameters, the radar
preliminary design is developed on the basis of the most
conventional SAR instrument concept which means an
instrument based on a planar array antenna with
electronic agility in elevation while the impact of the
different instrument concepts on the radar parameters is
listed below.

As previously explained this design concerns the strip
map mode in the 20-53.7° incidence range from the
performances of the other modes are deduced from it.

The key goal of the preliminary design is meeting the
link budget and the NecrO requirement. So the
instrument has been optimised for this accordingly. The
main instrument parameters are summarised in the table
2 including system margins.

The PRF range depends on the antenna concept : only
an active antenna one allows nadir null formation in
order to reject the nadir return and therefore allows a
limited PRF range (200 Hz) while the other antenna
concepts without nadir rejection capability require a
larger PRF-range.

Without nadir rejection the PRF range depends on
system flexibility: 1600 Hz is required to provide
complete accessibility where every swath within the
nominal swathwidth can be imaged; 1000 Hz for the
discrete accessibility where the accessibility domain is
just divided in N successive swaths.
At the same time, the fact that the required PRF range is
wide at the lower incidences and decreases when the
incidence increases, allows the Range Ambiguity Ratio
(RAR) to comply with a limited antenna height.

This system parameters are compatible with all the
secondary modes. In addition, the double swath mode
requires a ±2.3° electronic agility in azimuth.

PRFrangewithnadirrejection 4550 Hz- 4750 Hz
withoutnadirrejection(N swaths) 4550 Hz- 5550Hz
withoutnadirrejection(fullaccess) 4550 Hz- 6150 Hz
Bandwidth 226 I 45 MHz

Txdutycycle 16.5%

Rxdutycycle 27 /90 %

Antennasize 4 x 1.9m

Beamwidthin elevation 2.05° I 0.95°

Beamagilityin azimuth +/- 15°

Table 2 :Main instrument parameters

INSTRUMENT CONCEPT

The following figure shows the extend of the technical
possibilities explored to defined the instrument
concepts from the instrument requirements and
preliminary design.

Antenna concept

Antenna JX>inting in elevation

reflector centralized

'assrve
Satellite tilting 1 n 1m.J1ti-beoms1

planar array semi-centralized

Active
{phase-shifters) I \ decentralized

The preliminary conclusions are as follows :

• The wide incidence range with a constant swath
width requires an beamwidth flexibility in elevation:
a unique beamwidth can not be compliant with
swathwidth at low incidence and RAR compliant at
high incidence. The antenna therefore has to provide
a minimum of 3 beamwidths independently of the
type of instrument agility.

• For the instrument based on antenna agile in
elevation the required de-pointing and the RF
bandwidth leads to use Time Delay Lines in the
Beam Forming Network. Considering the typical
losses of the TDL, this configuration is then
incompatible with centralised amplification.

• The operational capacity of a passive antenna based
instrument is significantly lower for the risk
management mission and in particular the crisis
monitoring. In fact, the typical mechanical
commutation time between two acquisitions is one



minute (420 km ground deplacement) while the
electronic commutation time is far below 1 second.

This analyse has therefore given rise to five possible
architectures for further investigations:

* Two concepts are based on reflector antennas :

• a double curved parabolic reflector with few horns
as feed to generate few beams with different beam
widths,

• a cylindro parabolic reflector with a linear array of
horns given agility in elevation.

* Three concepts are based on the more conventional
planar array antenna:

• an active antenna with agility in both direction,
• a planar array with phase shifter in elevation like

Radarsat 1,
• a Blass Matrix antenna with few beams.

These solutions have been evaluated in term of
performances, mass and power budget, platform
accommodation, flexibility, risk and cost. This
evaluation has led to the selection of two instrument
architectures : a full-compliant instrument baseline and
a low cost instrument baseline which correspond to a
simplified design at the expence of a degradation of the
performances.

The study of the different sub-system shows the
following points:

• centralised amplification requires the development
of new TWT in view of the high RF power and
raises major problems as regards thermal control and
redundancy. Consequently, this RF sub-system
architecture appears critical in term of risk,
development plan and cost.

• for the reflector antenna based architecture, the
novelty of the concept makes it difficult to estimate
radar performances at the trade-off study level.

The evaluation of the different candidates is
summarised in table 3.

Concerning the secondary modes, all the instrument
concepts are compatible with the extended accessibility
domain.

The Scansar mode requires antenna electronic agility
capabilities in elevation. Nevertheless , the totally
passive instrument concepts can allow Scansar
acquisition using several beams in fan configuration.
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Finally, the double swath mode requires electronic
agility capabilities in both azimuth and elevation
direction. Thus this mode is compatible with an active
antenna which assumes 3 times more modules in
azimuth than the strip map mode.

The two solutions selected therefore of the active
antenna which appears to be the most flexible with a
limited cost considering modem TR modules
architecture and the double curved reflector which
appears less expensive.

In accordance with the ESA recommendation, the active
antenna instrument has been selected as baseline for the
second part of the study without the double swath mode.

ACTIVE ANTENNA DESIGN

The architecture of CZEW active antenna is shown in
figure 5. The main results are summarised below:

• 12 T/R modules in azimuth x 80 modules in range
provide the peak power. The proposed technology
for 7 Watts HPA is 1/.i µm PHEMT.

• Five Time Delay Lines are needed due to the large
bandwidth to reduce the pointing shift during the
chirp, followed by 5 primary amplification modules
to compensate RF losses

• The radiating arrays are centre-fed slotted wave
guide arrays

• The planned platform allows a non-deployable
antenna which facilitates the mechanical design.

The central electronic sub-system was designed as
follows:

• The chirp generation is a combined direct/indirect
chirp synthesiser based on direct memory generation
and up conversion.

• The direct analog quadrature demodulation was
selected, followed by an interpolation filter to reduce
the sampling frequency.

• Two solutions of data handling architectures are
possible depending on the presence of Scansar on
board processing :

- A router would be the best solution but the actual
hardware is incompatible with the required data rate

- A pipe-line architecture with parallel Scansar
processing avoids specific technological
development, but interfaces are more complex.

The preliminary power I mass instrument budget leads
to 400 kW I 400 kg (with 10% T/R modules
redundancy), compatible with the small-satellite class.
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CONCLUSION

The mission capabilities of CZEW SAR allows a global
coverage and a mean revisited time which are
interesting for risk management monitoring.

REFERENCES

agility platform electronic electronic electronic platform
beam flexibility Few beams (4) full full full few beams
amplification Semi-Centralized Semi-Centralized Distributed Semi-Centralized Semi-Centralized
performance 3 2 I I 2

mass I 2 4 3 3
power 5 4 2 3

accommodation I 4 3 2 2
flexibility 3 2 I 2 4

risk 3 5 I 2 4
cost I 4 2 2 3

rating : 1 to 5 : best to worst

[1] « Small satellite system for civilian radar imagery
application», IGARSS 1998, N. Vincent, D. Gaillard,
T. Banos

The design of CZEW SAR instrument is compatible
with the philosophy design for Earth Watch mission : an
operational system developed in a cost-effective
approach (simple and robust architecture, low
technological risk, low mass and low power, reduced
development plan).

This work is based on an ESA contract, with EMS
Technologies, SEA (Systems Technologies &
Assessment) and COM DEV Europe as sub-contractors
of ALCATEL SPACE INDUSTRIES.

Table 3 :Antenna candidates for CZEW mission
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Figure 4 : CZEW SAR Preliminary block diagram
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ABSTRACT

An L-band SAR mission is a proposed to meet the
requirements of the European Space Agency (ESA)
Earth Observation Preparatory Programme (EOPP).
The L band SAR instrument (L-SAR) has been studied
as part of a pre-phase A contract for ESA (LandSAR).
The L-SAR is also one component of the L+X-band
TerraSAR system. TerraSAR has been proposed for
the overall Earth Watch programme and is also the
major asset for data provision to InfoTerra, an
initiative being lead by Matra Marconi Space UK
(MMS-UK) and Dornier Satellitensysteme (DSS).

This paper describes a fully polarimetric spacebome L
band SAR instrument currently under development.
The instrument architectural definition is summarised,
including a synopsis of the major design trade-offs,
leading to the selection of an instrument baseline, for
which the preliminary design is presented. The
satellite-level accommodation aspects of the L-SAR
payload are also presented. Both 'conventional' and
'longitudinal diametric' configurations have been
examined, and the paper identifies the merits of a
solution based on the MMS 'Snapdragon' instrument
carrier. The performance and products to be provided
are also specified. The basic image products are listed,
showing the potential to generate higher level
information products and the provide services to a
wide range of user communities.

OVERVIEW

A fully polarimetric L-band spaceborne Synthetic
Aperture Radar Instrument (L-SAR) design has been
defined as a result of complementary work on a
number of study and development programmes
involving Matra Marconi Space UK (MMS-UK).

Recent studies have addressed the concept definition,
architectural trade-offs and preliminary design
definition of the L-SAR. They include the following:

CJ LandSAR Study 1 - a pre-phase A study of an
L-band SAR instrument, let by ESA/ESTEC;

CJ LandSAR follow-on Study - a technology survey
and study of the L-SAR on a Snapdragon
instrument carrier [l], also let by ESA;

CJ TerraSAR Feasibility Study 2
- an industry-lead

initiative performed by MMS-UK and Dornier
Satellitensysteme (DSS) to define and evaluate the
feasibility of an L+X-band SAR system concept;

CJ TerraSAR Phase B Study 2
- a programme to

design an L+X-band mission, supported by both
industry and agencies in the UK and Germany.

A series of hardware development programmes aimed
at generic, multi-mission designs have also been in
progress over the last 4 years, supported by a
combination of company and national funding.
Increasing commercial pressures and funding
constraints on future Earth observation (EO) missions
demands a cost-effective approach to any future L
SAR system implementation. The MMS-UK COmmon
Radar Elements (CORE) programme [2] has yielded a
frequency independent CORE Radar Central
Electronics Subsystem (CRESS) and generic Front End
Subsystem (FESS) architectures which are applicable
to the L-SAR. The CORE Front End activities
incorporate a Generic Transmit/Receive (T/R) Module
programme which is soon to output L-band T/R
module prototypes. These existing hardware
programmes will therefore contribute substantially to
an L-SAR instrument implementation. The completion
of the L-SAR system engineering activities within the
TerraSAR Phase B, complemented by an L-band
Active Array Antenna development, will realise a
performant and generically applicable L-SAR
Instrument.

1 also involving DSS, Saab Ericsson Space (SES) and Marconi
Research Centre (MRC)
2 in partnership with DSS

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000
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L-SAR DESIGN DESCRIPTION

Instrument Requirements

An L-band SAR Instrument design has been derived
from a core set of instrument operation, performance
and programmatic requirements.

Frequency and Polarisation

Polarimetric SAR imagery from the SIR-C mission and
imagery taken from airborne SAR campaigns show
that polarimetric L-band data is very useful in land
applications, certain ice applications, and in
bathymetry. The need for multi-polarisation L-band
information is driven from the intrinsic capability of
longer wavelengths to penetrate vegetation, providing
an estimate of biomass, measurement of soil moisture,
and differentiation/classification of crops. These
capabilities to classify land cover makes L-band dual
and quad-polar essential for a land-orientated mission.

Operation and Performance

A wide variety of end-user applications demands a
flexible, multi-mode instrument, allowing product
parameters to be optimised. The majority of products
are acquired in a Stripmap mode, with extended and
wide swaths achieved using a ScanSAR mode.
Elevation beam steering in each of these modes is
required to enable flexibility in swath selection.

In-orbit selectability of operating polarisations is
critical for an L-band sensor that strongly relies on
multi-polarisation capabilities. Simultaneous
acquisition of all co- and cross-polar information
(4 channels, HH+HV, VV+VH) in quad-polarisation
operation, or of only co- and cross-polar data for either
H or V in dual-polarisation operation (2 channels,
HH+HV or VV+VH) provide the main L-SAR modes.
Estimates of performance are provided in Table 1.

Table I: L-SAR Operating Modes/Performance
- -

MODE RES'N SWATH TECHNIQUE CCES~ POLAR.
Fine- 9m 40km Stripmap 15- 48° Dual
Narrow
Fine- 9m 60km Stripmap 15- 48° Dual
Standard
Quad- 15m 401 Stripmap 15 - 48° Quad
Narrow 45km
Quad- 15m 60km Stripmap 15- 40° Quad
Standard
Extended 30m lOOkm ScanSAR 15-48° Dual
Swath
Wide 30m 200km ScanSAR 15- 48° Dual
Swath

Programmatic

The technical requirements imposed on the instrument
are augmented by a series of programmatic aspects.
Generally not supported by military funding due to the
resolution constraints, it is realistic to assume that any
future L-band SAR mission will be a budget-limited
programme demanding a cost-effective solution. Any
commercially viable mission can be characterised by:
a) a self-sustaining business plan based on generating

revenues from acquired data products;
b) a technical implementation which is based on a

minimum of non-recurring expenditure (NRE).

To secure an effective business plan it is critical that L
SAR products can rapidly establish a solid market.
Analysis of market demands suggests that the window
for establishing an operational service is early 2004.
To minimise NRE it is crucial that existing
development programmes are used where possible, and
that technology development is minimised.

Instrument Architecture

Trade-Offs

The trade-offs performed on the LandSAR study
considered both mission performance aspects and
instrument architecture concepts. Options were
compared using a set of selection criteria. In addition
to the programmatic issues identified above, the
following constraints were also considered in the trade
off:
D payload capacity and launch envelope of a

medium class launch vehicle (Delta II);
o instrument performance/reliability requirements;
D available instrument power from platform (4kW).

a) Chirp Bandwidth
The maximum bandwidth was 55MHz, which is
sufficient to fulfil the fine resolution requirements
defined in Table 1. The baseline is to match the
bandwidth to the resolution for a single look. However
the full 55MHz can be used with multiple range looks,
at higher incidence angles to provide increased
radiometric resolution. Designing a system, which
provides the full 85MHz bandwidth allowed by the
World Administrative Radio Conference (WARC) will
provide enhanced resolution. However, it increases the
complexity of the front-end components such as the
sub-arrays and T/R modules, as well as the processing
and chirp generation chains in the central electronics.



b) Antenna Size
This trade-off was driven by the need to meet
instrument performance requirements, within the
available launcher envelope, and payload mass limit.
Antennas from l6m2 to 48m2 were considered. An
antenna of at least 25m2 is considered necessary to
meet the sensitivity requirements, within the allowable
DC budget. The enhanced performance offered by
large antennas of up to 48m2 is debatable given end
users' needs (sensitivities of -35dB or even -30dB
appear sufficient for many applications).

c) Sub-array Dimensions
The sub-array dimensions of a SAR antenna were
driven by the need to achieve the required insertion
loss and electronic steering requirements. The
maximum size was also limited by the need not to
exceed the maximum power handling of the antenna
technology. Current L-band antenna designs have only
been qualified to approximately 60W, and it was
considered that the move to a new technology would
add significant cost and risk. A spacing of 0.76
wavelengths between antenna rows was chosen to
provide the required 30° of elevation steering. The
trade-off identified that high bandwidths can be
achieved with a longer sub-array providing a co-time
or corporate feed is employed. At L-band there is
sufficient room on the sub-array to provide this, and
this requirement became a secondary consideration.

d) Front End Amplification/Beam-steering Control
A critical driver in the Front End design is the need to
minimise development costs of a T/R module, which
performs the distributed amplification and beam
steering control. On previous projects such as ASAR,
the full complement of modules has been the most
costly element of the instrument, with development
costs running into tens of millions of Euros. The
heritage of such a module at L-band is extremely low
with, space qualified designs being limited to IOW.
Elsewhere, the majority of space qualified amplifiers at
L-band come from the communications satellite
domain and are also limited to a few tens of watts. This
factor became one of the most crucial drivers in
considering the Front End amplification and beam
steering control architecture.

Distribution of the T/R module elements in the Front
End was considered from row level, down to being
fully distributed to the level of individual sub-arrays.
Whilst row level distribution, meets the requirements
for a low mass antenna, and can fulfil all the beam
steering requirements of the proposed L-band mission,
it had a significant number of disadvantages, over
more distributed schemes. At L-band low loss, high

295

power handling transmission lines, such as waveguide,
become too bulky. Low loss coaxial cable offers the
lowest technological risk, alternative. Even so the
system losses of row level distribution, on a 25-30m2

array were over 8dB and prevented the required
sensitivity performance being achieved within the
allotted power budget. Other disadvantages with row
level distribution include the technological risks in
designing a highly efficient high power SSPA, in
excess of 400W, and the need to provide redundant
amplifier units to achieve the required reliability.

Intermediate distribution schemes, from T/R modules
driving half a row, down to two sub-arrays per row,
reduce DC consumption and design complexity. The
fully distributed scheme provided the lowest DC
consumption and simplest T/R module design. In
addition reliability of the Front End was achieved
without the need for T/R module redundancy.

e) Central Electronics (CE)
The major trade-off issue for the central electronics
was the degree of channelisation, which would be
employed for the chirp generation and processing
architecture. A multi-channel architecture is implicit to
dual- or quad-polarisation operation due to the two
receive chains which are required.

The design and testing of the MMS central electronics
product, the CRESS, has proved that a similar,
channelised approach can been used for the generation
of a 'stitched' wideband transmitted chirp and for the
segmented processing of echo returns. This offers
reduced performance requirements for key
components, such as the analogue to digital converters,
and digital data compression ASICs, and benefits in
hardware modularity. DC consumption can also be
reduced, as channels can be switched off if imaging at
a lower bandwidth or in single polar mode.

Baseline

The antenna baseline is a 25 m2 planar array containing
192 radiating sub-arrays. Amplification, beam-steering
phase and gain control functions in the front end,
would be fully distributed, with a T/R module driving
each sub-array. Beam steering would only be
performed in elevation.

The central electronics would be based on the CRESS,
with a 55MHz bandwidth limit. The CRESS would
have a transmit chain and two receive chains allowing
simultaneous reception ofH and V polarised echoes.

Table 2 shows a summary of instrument parameters.
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Table 2: Major Instrument Performance Parameters
Instrument Mass I 760kg J

assumes Snapdragon Carrier and 15%margin
Peak Instrument DC Power I 3200W

assumes 25% TR module efficiency, and 20% m
Worst Case Data Rate J ~OOMbps I
Antenna Area :l5m2

600W I
10%

Antenna Dimensions
Number of TR Modules

!Omx 2.5m
192

Cross Polar Performance -35dB
55MHzOperating Bandwidth
1.8dB ---i

2.8dB
2-way System Losses
Receive Noise Figure
Peak RF Power
Duty Cycle

Subsystem Preliminary Design

Front End Definition

The active antenna array is divided into a number of
panels with each panel being further divided into a
series of sub-panels or tiles. The tile is the smallest
repeatable element providing all the functions of the
antenna, e.g. T/R modules, power supply, control and
RF distribution. A coaxial feed distributes the RF
signals from the CRESS to each tile. The feed will be
implemented in silicon dioxide, chosen for its low loss,
mass and stable electrical performance. Three feeds
will provide transmit, receive H-POL and receive V
POL paths. In ASAR a separate calibration feed
allowed the routing of calibration pulses in the around
the front end, with a centralised switch network in the
Central Electronic Sub-assembly (CESA) providing
connectivity with the chirp generation and processing
paths. Short-comings with this scheme have led to an
alternative scheme being recommended for LandSAR,
which consists of a distributed calibration network in
each T/R module. This scheme allows a 20kg mass
reduction for the antenna, and improved reliability

Beam-steering control is provided by phase and
amplitude control in each T/R module. Additionally
2-bits of coarse adjustment are provided with true time
delay lines. The extra coarse adjustment is required
because of the high percentage bandwidth of the chirp.
The phase shifters only produce the exact time delay
required at the centre frequency. At the edges of the
swath the beam pattern is unacceptably distorted.

A modular solution has been chosen for the T/R
module architecture. Two T/R chains provide Hand V
inputs to the radiating antenna. The design of the basic
chain is simpler than for a module containing two
receive chains operating simultaneously, easing
isolation requirements for example. It also allows

expansion from a single- to a dual-polarised SAR
system, such as LandSAR. Receive and transmit chains
of each T/R module share a single phase-shifter to
reduce component costs. The maximum output power
of each amplifier is 40W. The design of the T/R
module is underway at MMS-UK with support from
ESA. The power amplifier technology is based on a
Double diffused Metal Oxide Semiconductor, Field
Effect Transistor adapted from a communications
application. The target T/R module efficiency
including DC-DC conversion is 25%, representing a
significant improvement on the current ASAR design.

The antenna trade-offs and design culminated in an
aperture coupled radiator element consisting of
stacked circular patches. A similar design is proposed
and breadboarded for the Global navigation satellite
system Receiver for Atmospheric Sounding (GRAS)
[3). This design can achieve 35dB of cross-polar
isolation, using mirror cancellation techniques. Each
sub-array has four radiating elements. This number
was chosen to meet power handling requirements. A
co-time feed is proposed to ensure maximum
bandwidth is available across the sub-array.

A serial instrument control and monitoring bus will
load beam data directly into each T/R module. This can
only be done in slow time before imaging due to the
limited the capacity of the bus, compared to the
amount of data that must be loaded during an multiple
beam imaging mode, such as ScanSAR. A second uni
directional high-speed bus, provides a strobe to each
T/R module, which selects the beam required during an
imaging mode. A further high-speed strobe enables
either the transmit or receive chain in the T/R module,
when required, to reduce power consumption, and
improve isolation between the transmit and receive
paths. Each tile requires a control unit that provides
buffering of the control and monitoring signals in the
front-end. It is also envisaged that some processing
capacity will also be provided in this unit to allow
temperature compensation by adjusting the T/R
module phase and amplitude settings.

The T/R modules will have regulated secondary
supplies from separate Power Supply Units on the tile.
A non-redundant PSU will supply 2 T/R module pairs.
This provides the best compromise between reliability
and mass efficiency. The PSUs will be supplied from
the primary space craft bus on dedicated power lines,
which are centrally switched. This approach was used
on ASAR and provides a more reliable solution over a
single power ring, and a more manageable harness.

Figure 1provides a FESS functional block diagram.



Figure I: Front End Functional Block Diagram

The FESS mass depends on the stowed and deployed
configuration demanded by the platform. However, the
non-structural mass density of the FESS is
approximately l 8kg/m2•

Central Electronics Definition

The functional block diagram of the CRESS is shown
in Figure 2. It comprises a Baseband Equipment (BBE)
and an Intermediate Equipment (IFE). The BBE
generates the chirp signal to the required bandwidth
and modulates to an intermediate frequency (IF). The
signal is passed to the IFE, where it is upconverted to
L-band and suitably filtered according to mission
specific requirements. The signal is then passed to the
front end. The received signal is filtered and
downconverted to IF and passed to the BBE, where it
is demodulated and converted to digital data. The BBE
has a Block Adaptive Quantisation (BAQ) capability
that can compress the 8 bit data to 4, 3, 2, or I bits. The
data is then packetised and passed to the data
management and storage system, before being
downlinked to a ground station.

The BBE provides the interface between the platform
and the instrument. It has a control unit that interprets
macrocommands from the platform and passes control
signals to the front-end and other units in the CRESS.
The IFE contains the reference generator which
provides the LO signals required from a master
oscillator. The design of the architecture minimises
changes to modules in the IFE for different frequency
bands, whilst the BBE is frequency independent. The
CRESS development is well advanced, having been
selected for the C-band Radarsat-2 mission.

A functional block diagram of the CRESS is shown in
Figure 2.
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Figure 2: CRESS Functional Block Diagram

Estimates for the CRESS mass and peak power are
45kg and 150Wrespectively.

L-SAR PRODUCTS AND APPLICATIONS

Addressing the required applications demands that
certain key information products are acquired. Core
products include the following:
D mapping products at fine spatial resolutions;
D large-area land-cover and geological products;
o agricultural classification products;
D quantitative bio- and geo-physical parameters,

including agronomical information.

Imagery that can provide the basis for this range of
information products have been identified as 'basic
products' and are categorised to include the following:
o Medium-Res-Lq (9m/15m resolution, quad-polar.)
o Medium-Res-Ld (9m/15m resolution, dual-polar.)
o Low-Res-L (30m resolution quad-polar.)
Steroscopic and interferometric operation is envisaged,
realising digital elevation models and coherence maps.

POTENTIAL MISSION CONFIGURATIONS

A number of candidate spacecraft configurations were
considered. Conventional box-shaped platforms
included Satellite Pour Observation de la Terre
(SPOT), MetOp and Earth Observation System (EOS)
platforms. The latter two were not compatible with the
Delta II envelope or payload mass limit. The SPOT
platform would have to fly in a canted attitude to fit a
stowed antenna of sufficient size. Previous SPOT
platforms flown on the European Remote Sensing
missions ERS-1 and 2, flew in a different orientation.
Another alternative was to use a SAR specific
platform, namely the Snapdragon instrument carrier
[I], which MMS-UK has been developing. The stowed
and deployed spacecraft is shown in Figure 3.
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Both SPOT and Snapdragon configurations have been
studied under LandSAR and the follow-on programme.
The Snapdragon concept is the preferred platform for a
large L-band SAR instrument. The main advantage
with this concept is that the spacecraft provides
structural support for the antenna and deployment is
straightforward, although a greater mass is being
deployed. For a conventional platform, a muti-staged
deployment of up to 6 panels is necessary. To provide
the required deployed stiffness and planarity, a
complex deployable truss structure similar to that
developed for Radarsat-I is required. The significant
structure to support the individual panels creates a
significant mass disadvantage. The conventional SPOT
configuration is shown in Figure 4.

It is recognised that the development of a new structure
an mechanisms is required for Snapdragon. However,
for the conventional platform, substantial
modifications would be required due to the increased
power requirement of the L-band SAR instrument and
the orientation in-orbit. The development of
deployable truss structure and mechanisms is viewed
as a task of similar magnitude to development of the
Snapdragon platform.

Figure 3: Snapdragon Stowed/Deployed Configuration

Figure 4: SPOT Deployed Configuration

L-SAR CONTEXT IN FUTURE PROGRAMMES

The preliminary design of an L-SAR instrument
concept has been completed. This has enabled an
architectural baseline to be established and those
elements of high technical risk to be identified. A land
oriented mission utilising a fully polarimetric L-band
SAR sensor has been identified as a highly capable, yet
feasible and cost -effective Earth observation asset.

It is also evident through many studies, surveys and
imaging campaigns over recent years that multi
frequency information products provide a key means
of servicing a growing base of civil and defence
oriented applications. Augmenting the L-SAR with a
complementary X-band high-resolution sensor
providing increased accuracy of discrimination,
expands the product-base to include important
cartographic and change detection applications.
TerraSAR is designed to target this market niche.

The mitigation of L-SAR technical risks through a
suitable demonstrator programme is critical in
achieving an efficient and affordable flight
programme. This activity is seen as an important
development step in advancing critical L-SAR
technologies.
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ABSTRACT

The ENVISAT Advanced Synthetic Aperture Radar
(ASAR) is a sensor of paramount importance for the
remote sensing community. Its enhanced flexibility with
respect to the ERS AMI gives a wide combination of
different spatial resolutions, incidence angles, swath
width sizes and polarisation diversity, which are
reflected in an increased number of operational modes
for a large set of scientific and operational
applications. Its advanced design based on the use of
an active antenna, with individual subarray
temperature compensation and internal calibration
loop, is complex but a breakthrough with respect to the
experimented passive antenna design concept. This
paper describes the verification and characterisation
process of the ASAR instrument from equipment level
up to instrument level, the test philosophy throughout
the assembly and integration activities, in both aspects:
the qualification for the ENVISAT mission and the
characterisation to guarantee, as well as enhance, the
ASAR instrument performances. A summary of the
qualification results and a performance analysis of the
characterisation test data is also given.

INTRODUCTION AND FUNCTIONAL
DESCRIPTION

After the development of the AMI SAR and its
successful operation on board ERS-1 and ERS-2, the
European Space Agency (ESA) are completing the
development of an advanced SAR to be launched with
the ENVISAT-1 spacecraft in order to consolidate and
enlarge the mission objectives of the previous AMI
SARs. The unique capability of imaging a large range
of incidence angles with high, medium and low spatial
resolutions combined with a multi-polarisation
capability and adaptable swath widths will assign to
this sensor a role of primary importance among the
future microwave imaging sensors. ASAR will exploit
its intrinsic design flexibility through five operational
modes: The Image Mode will generate high spatial
resolution data products (30 m) similar to the AMI
SAR, imaging one of the seven swaths located over a
range of incidence angles spanning from 15° to 45°.
The Wave Mode will generate vignette sizes of 5 by 5

km spaced 100 km along-track and will be the capable
to locate the vignette in any of the seven swaths. The
Wide Swath Mode and Global Monitoring Mode are
based on ScanSAR processing of five sub-swaths and
will generate wide swath products (400 km) with
spatial resolution of 150 m and 1000 m respectively.
These four modes will be operated in one of the two
copolar polarisations, HH or VV. The Alternating
Polarisation Mode will provide images from the same
area in HH and VV, HH and HV or VV and VH, with
the same imaging geometry as the Image Mode and
similar high spatial resolution.

The ASAR instrument consists of two main elements:
the Central Electronics Sub-Assembly (CESA) and the
Antenna Sub-Assembly (ASA) (see figure 1). The
active antenna contains 20 Tiles with 16 subarrays
each one equipped with a Transmit/Receive (T/R)
module. The instrument is driven by the Control
Subsystem (CSS), which provides the command and
control interface to the spacecraft, maintains the
database, manages the distribution of the operation
parameters such as transmit pulse characteristics,
antenna beam-set, and generates the time-lining of the
instrument. The transmit pulse characteristics are set in
the Data Subsystem (DSS) the output of which is an
up-chirp pulse centred at the IF carrier (124 MHz). In
the RF Subsystem (RF S/S) the pulse is up-converted
to the RF frequency (5.331 GHz) and amplified. The
signal is then passed to the Tile Subsystem (TSS)
through a waveguide distribution network (RFPF) and
subsequently, within the tile, to each individual T/R
module using a microstrip corporate feed. The T/R
modules apply phase and gain changes according to the
pre-selected beam characteristics, transferred from the
Control Subsystem and locally stored the Tile Control
Interface Unit (TCIU). In receive the RF-echo signal
follows the reciprocal path down to the Data
Subsystem where the final science data are generated
and provided to the spacecraft interface.

CENTRAL ELECTRONICS SUBSYSTEM

The CESA is in charge of generating the transmitted
chirp, converting echo signal into science data, as well
as controlling and monitoring the whole instrument.

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000
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Figure 1 : ASARFunctional BlockDiagram

Compared to ERS-1 and ERS-2 which were using
SAW devices for analogue chirp generation and On
Board Range Compression, ASAR is using more
extensively digital technologies for on board chirp
generation and data reduction for temporary storage,
associated with On Ground Range Compression.

A fundamental advantage of using digital chirp
generation in the inherent flexibility of such a design
which allows for chirp versatility in terms of pulse
duration and bandwidth, thus accommodating
efficiently the various requirements associated with the
high number of available operational modes and swaths
of the instrument.

Figure 2: FM RF Subsystem

In the ASAR instrument, the transmit chirp
characteristics are set by macrocommand from the
Control Subsystem to the Data Subsystem by writing
chirp coefficients into the Data Equipment processor.
This processor then calculates the In-phase and
Quadrature components of the baseband signal to be
generated in the form of two digital tables in the Chirp
Memory. This memory can store up to 128 chirps of
2040 x 8-bit samples per I & Q channel each. Once the
triggering of the transmit chirp occurs, the contents of
the two tables corresponding to the selected chirp are
sequentially read and transferred to a pair of low glitch
impulse DAC operating with a 38.4 MHz clock in order
to generate the baseband I & Q signals. These signals

Figure 3: Data Subsystem



are then fed to image rejection mixers for further IF
baseband modulation in the Data Subsystem followed
by upconversion to C band and amplification in the RF
Subsystem.

At reception, the echo signal is first filtered and
down-converted to IF in the RF Subsystem, then
demodulated into the I & Q components of the carrier.
These two signals are then both digitised into 8-bit
samples at 19.2 MHz following anti-aliasing filtering.
It is then possible to perform some digital decimation of
the samples by simply transmitting only one in every N
samples, if required, in order to reduce the data stream,
such as in Global Monitoring mode where the transmit
bandwidth is lower than I MHz. Following this
decimation, a FBAQ scheme is applied for the echo
samples.

The developed FBAQ ASIC can be operated in three
main modes: Compression mode according to BAQ
algorithm, Bypass mode and Noise mode. In
compression mode, each 8-bit sample value is
compressed to a selectable 4, 3 or 2-bit sample value.
The operation mode of the ASIC can be selected
individually in the control register for each data type
(echo, calibration and noise). The BAQ Compression
mode is selected for echo data, bypass mode (thus

Figure 4: FM CESA during Thermal Tests at ALENIA

305

preserving the full 8-bit accuracy) for calibration data
and fixed exponent (3-bit magnitude + sign) for noise
data.

The Data Equipment also contains a Science Memory
where the echo samples are then temporary stored
before their transmission to the platform on-board tape
recorders in Wave, Global Monitoring and Module
Stepping modes (low rate modes). The Science Memory
consists of two banks of DRAM memory with IM x 1
bit each. It is therefore possible to read from one bank
while writing into the other.

ACTIVE PHASEARRAYANTENNA

The ASAR active antenna is a 1.3 m x 10 m phased
array. The antenna consists of five 1.3 m x 2 m panels
which are folded over for launch. Each panel is formed
by four 0.65 m x 1 m tiles mounted together. Each tile
consists of 16 linear subarrays of 24 dual-polarised
radiating elements. Each subarray is connected to a
T/R module with independent connection for the two
polarisations. The Antenna System is broken down in
three subsystems: The Antenna Services Subsystem
(ASS), the Tile Subsystem (TSS) and the Antenna
Power Switching and Monitoring Subsystem (APSM).

Antenna Services Subsystem

The antenna is based on a mechanical structure
consisting of five rigid CFRP frames and a RF
distribution network consisting of two similar sets of
CFRP waveguides running in parallel along the five
panels (RFPF). In launch configuration, the five panels
are stowed, folded over a fixed central one, and are
held together by eight Hold-Down and Release
Mechanisms (HRM) up to a preload of 31 kN. In order
to avoid coupling with the launcher, this guarantees the
first axial vibration mode frequency to be higher than
42Hz.

Each HRM consists of a retractable telescopic tube
levered by a secondary mechanism based on a non
pyrotechnic device (kevlar cable cut by a redundant
thermal knife with a cutting time of less than 120 sec.)
derived from well-proven solar array hold-down
technology.

After release, the panels are sequentially deployed
around four hinge lines by using a stepper motor, each,
with 200: I reduction harmonic drive, thus providing a
high motorization margin (approximately 3 times the
expected resistive torque). The final latching is
performed with the eight built-in latches to achieve the
final antenna planarity of ±4 mm in orbit (this
including an apportionment of ±1.5 mm for the overall
thermoelastic effects). Associated to inter-panel
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contact points, the latches ensure waveguide flange
alignment and deployed rigidity of higher than 2.4 Hz
to avoid AOCS disturbances. A specific unit (DCU)
contains the electronics for driving and controlling the
release, deployment and latching operations.

Tile Subsystem

Each of the twenty tiles is a self-contained full
operating subsystem which contains 4 power units
(PSUs), a local control unit (TCIU), 2 RF distribution
corporate feeds and 16 subarrays each one fed by a T/R
module. The 16 subarrays are mounted together on a
panel (the Radiating Panel) that provides the structural
and thermal integrity to the tile.

The corporate feeds (one for signal distribution and
another for calibration) are 1:16 power dividers made
in microstrip on Duroid 6002. Each of the four Power
Supply Units (PSU) provides power to a group of four
T/R Modules and the TCIU. The control functions
within the Tile are achieved by a Tile Control Interface
Unit (TCIU) which is carrying out local control of the
T/R Modules including temperature compensation and
beamforming setting, it is transferring data and
interfacing to the Control Subsystem. There is one
TCIU per Tile using internal duplication for
redundancy purposes.

Fi1111re6: FM Tile durlno radiation tests at ALC.ATRL

Radiating Panel

The subarrays and the modules are mounted on a
supporting plate, thermally and mechanically
decoupled. The subarrays are formed by 24 A.-diameter
ring slot radiating elements, electrically coupled to a
dual-polarisation low-loss dispersion-free triplate
feeding system which provides a constant phase and
amplitude illumination.

The measured radiating characteristics of the subarrays
are showing a gain of 20.5 dB, loss of 1.5 dB, VSWR
of -18 dB and a very good crosspolarisation better than
-35 dB for both polarisations.

Figure 5: FM Radiating Panel

Transmitter/Receiver Module

Each module consists of two (HIV) transmit and one
common receive chains, which amplify and control the
signal of each individual subarray, in phase and
amplitude. These functions are implemented using
MMIC's, glued on etched TMMlOi circuits, component
interconnections performed by using parallel-gap
welding (Au and Ag ribbons).

Figure 7: T/R Module

The input Phase Shifter (5 bits) is controlling the
Tx/Rx signal, a SP3T switch selects either Tx (HIV) or
Rx chains. On the Tx chain a Variable Gain Amplifier
(VGA) provides 42 dB of control range, followed by a
medium power driver. A Telettra Power Amplifier
(SSPA of 10W at 1 dB compression, 30% efficiency),
provides the final output power. The connection to the
subarrays is made via a Circulator/Isolator/Passive
Limiter (0.25 dB insertion loss in Tx, 1 dB in Rx, 35



Figure 8: FM Antenna at MMS, Portsmouth

dB isolation). On the receive side, a 1.3 dB NF LNA
(CFY67 HEMT) is connected to the limiter, a SPDT
switches the V/H chain to the common Rx path which
includes a third VGA. For Calibration Purposes, a
coupler (-24 dB) has been implemented at the output of
the module to the antenna. The T/R Module is
commanded by a serial link consisting of 3 signals: a
data signal, a gated control signal and a strobe signal.
The temperature of each T/R Module is monitored and
used for correction of amplitude and phase setting.

ASAR QUALIFICATION PHILOSOPHY

The overall qualification of the ASAR instrument has
been based on three Qualification programmes. The
two subassemblies (CESA and ASA) were developed
and qualified in parallel following independent
qualification and acceptance programmes. They were
preceded by a qualification programme which dealt
with the new technologies planned to be used in the
ASA subassembly.

Qualification of new technologies

The qualification of new technologies and components
has been carried out from the early phases of the
development and is, at present, successfully completed:

The GaAs foundry passed the ESA capability approval
programme. The Telettra Hybrid Line, in which the
Advanced Ceramic Microwave Modules (SSPA) are
manufactured, passed the project qualification.
TMMlO/ACMM gluing, mounting and parallel-gap
welding processes were also qualified. Two TRM
manufacturing lines were put in operation at
ALCATEL and MMS to achieve a production rate of
24 TRM per month. And SSPA, Phase Shifter, SP3T
switch and SSPA driver were submitted to Type
Approval Test Chart III and Chart IV (Operating Life
of 2000 hours at Tj of l 50°C).

Central Electronics Subassembly

The CESA has followed a standard AIT philosophy
(see figure 9). Each equipment has been individually
tested electrically. Proto-flight units were vibrated at
qualification level and flight units were tested at
acceptance levels. Thermal vacuum, EMC and
additional electrical test were performed at subsystem
level before delivery of the subsystems to CESA AIT.

Due to its large dimensions and based on the fact that
the various subsystems had already been extensively
tested and that the CESA will undergo thermal vacuum

307



308

VE

V : Thermal vacuwn
Y : Thermalcycllq
E:EMC
S : Slne vibration
M: Random vibradon VE

~I

Figure 10: CESA AIT Flow Chart

and vibration tests as part of the spacecraft test
campaign, the CESA was only tested at ambient
pressure, in a climatic chamber. During CESA tests the
overall operation was checked and performance related
parameters were measured as part of the
characterisation programme.

Since significant margin was demonstrated during the
EMC tests on the CESA EM, reduced set of tests were
carried out on the flight model. Most of conducted
susceptibility tests were skipped because of the risk of
over-stressing the flight hardware.
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Figure 11: ASA AIT Flow Diagram

Figure 9: ASA EM and CESA FM on board ENVISAT

Antenna Subassembly

The philosophy and flowchart of the ASA Qualification
and Test Programme is summarised in figure 10.

The down breaking of the instrument requirements to
those of the two subassemblies, the various subsystems
and the components, and the associated testing and
qualification at the different levels, has been a complex
exercise. The testing and qualification programmes
have been balanced between the over-stressing of
components and the under-qualification of the
equipment.

The Antenna Services Subsystem (ASS) followed a
standard Proto-Flight qualification programme. A
flight-representative structural model of the Antenna
Mounting Structure preceded the P-F Model for an
early demonstration of the mechanical properties of the
antenna. It has been later used on the Spacecraft
Engineering Model during SIC qualification activities.
The ASS PFM equipped with the Hold-down and
Release mechanisms (HRM), the Deployment
mechanisms (DEM), the Waveguide distribution



Fieure 13: ISl Tx H-pol Elevation Pattern

Figure 14: IS3 Tx H-pol Azimuth Pattern

Figure 12: IS7 Tx V-pol Elevation Pattern

network (RFPF) and the Harness was completed with
mechanically representative dummy tiles to stand
mechanical qualification through vibrations and
acoustics. Deployment operation was thoroughly
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demonstrated by deployment tests in two antenna
configurations: horizontally by the specially designed
counter-balance gantry and vertically on the specially
designed deployment system on air bearings.

The Tile Subsystem(TSS), comprising 20 Flight Model
Tiles and one Flight Spare, followed a pseudo-series
production qualification programme: 4 preliminary
Engineering Model Tiles demonstrated the operational
requirements, a Qualification Model (EQM), flight
representative which incorporated the modifications
from the EM programme, was qualified against
standard QM requirements, and, in addition, a Flight
Tile was tested to PFM levels to qualify the
improvements later implemented. The rest of the FM
Tiles followed a reduced acceptance testing.

After the completion of the TSS EM programme at
ALCATEL, 3 EM Tiles and the EQM were integrated
on the ASA reduced EM (a single panel) for instrument
performance testing. The ASA EM has been later used
at SIC level for System Tests.

The radiating performances of both antenna models
(ASA EM and FM) were measured in the new Large
Planar Near Field Range at MMS (Portsmouth). Full
characterisation of the FM antenna was performed: 8
beams, two modes (Tx and Rx), two polarisations (V
and H), in copolar and crosspolar components. Some
patterns are shown in figures 12, 13 and 14. The Range
has a scanning capability of 22 x 8 metres, position
accuracy of ±0.1 mm and planarity of ±0.4 mm that
guarantees an accuracy of ±2 dB at -40 dB relative
level.

PERFORMANCESAND BUDGETS

The inherent principle of the Synthetic Aperture Radar
impedes the direct measurement of the ASAR
instrument performances on Ground. The selected
alternative is the computation of the instrument
performance characteristics from measurable lower
level parameters throughout the various stages of
instrument tests. These parameters are called
Verification Input Parameters (VIPs). For most of the
VIPs, tests at instrument level are not possible and, in
order to measure them with high accuracy, they are
measured at subassembly level.

From the VIPs and a certain number of assumptions
and physical constraints, the ASAR high level
performance parameters, called Engineering
Parameters (EPs), are computed by using a
Performance Evaluation and Analysis Software
(PEAS).
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645 W in Wave mode, compared to a Platform
Capability Payload Average Power of 1900W.

Table 1: ASAR Performance Summary

Parameter Unit Image Alternating Wide Global Wave
Polarisation Swath Monitorina

Polarisation VV or HH VV/HH, HH/HV, VV or HH VV or HH VV orHH
orVVNH

Spatial resolution (az. x ra.) m 149 x 145 949 x 977
*except swath IS1 m 27.5x28.1 * • *28.7 x 29.7 27.5 x 29.6

Radiometric Resolution dB 1.54 2.46 to 2.50 1.45to1.72 1.35 to 1.44 1.54
Point Target Ambiguity Ratio

- azimuth dB 25.9 to 29.6 19.1to28.0 22.3 to 28.6 26.6 to 29.3 27.3 to 29.6
- ranae dB 31.6 to 45.8 26.4 to 40.5 25.0 to 33.9 25.0 to 32.2 31.2 to 45.7

Distributed Target Ambiguity
Ratio dB 22.6 to 24.7 18.1 to 24.5 20.3 to 24.9 24.6 to 27.5 22.6 to 24.7

- azimuth dB 17.1 to 39.4 17.1to39.4 17.1to30.8 17.1 to 30.8 21.2 to 47.7
- ranae

Radiometric Stabilitv (1o] dB 0.32 to 0.40 0.50 to 0.55 0.32 to 0.42 0.46 to 0.53 0.55 to 0.60
Radiometric Accuracv (3cr ) dB 1.17 to 1.38 1.62 to 1.81 1.20 to 1.45 1.54 to 1.74 1.80to1.94
Noise Equivalent co dB -19.6 to -22.1 -19.4 to-21.9 -20.9 to -26.2 -31.5 to -35.0 -19.8 to -22.4

During the on-Ground test campaign, a certain number
of Characterisation Parameters (CPs) are also
measured or computed from lower level test results.
The CPs will be used by the Ground Segment to
produce the final data products within the required
specifications.

Finally, a limited set of additional parameters will be
acquired during the in-Flight external calibration and
Characterisation and provided to de Ground Segment.

Based on the VIPs measured at FM subassembly level,
the predicted end-of-life performances of the ASAR
instrument in terms of Spatial Resolution, Ambiguity
Ratios, Noise equivalent cr0 and Radiometric
Resolution, Accuracy and Stability are summarised in
Table I. They are to be within the agreed specification.
In most of cases, they present a large margin with
respect to it. Nevertheless, an area of some concern
remains in the Distributed Target Range Ambiguity
Ratio of IS3 and, to a lesser extent, the farther swath. It
should, however, be born in mind that the cr0 model for
land and see/ice used for the computation of the ASAR
performances is very severe, making the specification
extremely difficult to achieve when Near-in Range
Ambiguities are present due to geometry.

The flexibility of the ASAR instrument allows to
constantly adjust the power consumption by varying
the transmit duty ratio. The current budget on power
consumption, compatible with the instrument
performances mentioned above, ranges from 1365 W
in Image and Alternating Polarisation modes down to

The Antenna Mass has been a critical issue from the
early phases of the ASAR programme. A significant
effort has been done to keep it to a reasonable value of
750 kg. The overall ASAR mass budget estimates 830
kg based on existing hardware (requirement being 850
kg for an overall platform capability of 2145 kg)

REFERENCES

[l] R. Torres, C. Buck, J. Guijarro and J-L. Suchail (ESA
ESTEC, NL). "ESA's Ground Breaking Synthetic Aperture
Radar: The ENVISAT-1ASARActive Antenna". APS'99.

[2] J-L. Suchail, C. Buck, J. Guijarro and R. Torres (ESA
ESTEC; NL). "The Development ofENVISAT-1 Advanced
Synthetic Aperture Radar". RADAR'99.

[3] P. Mancini, J-L. Suchail, R. Torres, J. Guijarro and C.
Buck (ESA-ESTEC, NL). "The ENVISAT-1 Advanced
Synthetic Aperture Radar. The Development Status".
CEOS'98.

[4] J. Guijarro, C. Buck, P. Mancini, J-L. Suchail and R.
Torres (ESA-ESTEC, NL). "The Development of the
ENVISAT-1 ASAR". IGARSS'96.

[5] S. Karnevi, Y-L. Desnos, J-L. Suchail (ESA-ESTEC,
NL), D. Hurd (Matra-Marconi Space, UK). "The
ENVISAT-1 Advanced Synthetic Aperture Radar System
Calibration". IGARSS'95. July 10-15, 1995.



ENVISAT/ ASAR Precision Transponders
Harry Jackson (1), Ian Sinclair (2), Sebastian Tam (2)

(1) SerCo Facilities Management BV, under contract to ESTEC
TOS-ETP, 2200 AG Noordwijk ZH, The Netherlands

Tel: (31) 71-565-3382, Fax: (31) 71 565 4596
hjackson@estec.esa.nl, www.estec.esa.nl

311

(2) MPB Technologies Inc.
151Hymus Boulevard, Pointe Claire, Quebec, Canada H9R 1E9

Tel (1) 514-694-8751, Fax (1) 514-695-7492
Ian.Sinclair@mpb-technologies.ca and Sebastian.Tam@mpb-technologies.ca

www.mpb-technologies.ca

ABSTRACT

MPB Technologies Inc. is currently building the Radio
Frequency (RF) and control units for a suite of three
transponders for the European Space Agency. The
transponders are instrumental in the external
characterization of the Advanced Synthetic Aperture
Radar (ASAR) mounted on board ENVISAT. The
prototype transponder was designed and built at
ESTEC [1]. This paper presents the operation of the
transponders, and describes the final design, integration
and testing of the production RF and control
transponder units.

Like the earlier ERS-1/2 and RADARSAT-1
transponders [2,3], these units provide a constant RCS
mope, with constant gain radiometric response, and an
azimuth pattern mode to allow for amplitude recording
of the satellite pass. In the ASAR transponders, two
further modes have been added - a characterization
mode to assist in the commissioning and monitoring of
ASAR, and an experimental phase-stable mode to
provide point target echoes with stabilized phase
response.

WHY TRANSPONDERS?

Transponders form a vital part of the ground segment
for satellite-borne SAR. Normally placed on flat, low
clutter terrain, these devices offer absolute calibration
of the SAR image. They provide a point target of
sufficient accuracy for end-end radiometric calibration
of ASAR.

The ASAR transponder, at 5.33 GHz, provides a
radiometric echo equivalent to a radar cross section
(RCS) of about 57 dBsm. In the raw data this is
typically 10-20 dB lower than the background
response. The post-processing response is typically
40 dB higher than the background and is suitable for
calibration and image quality analysis

This design also offers a signal receiver for
characterization of active SAR systems. By receiving
transmissions from individual rows of the ASAR
antenna, they help to verify on-board monitoring of
relative phases of the rows. With this information, the
ASAR can be tuned to produce an optimal beam shape
in elevation. Additionally, the transponder can check
the on-board time datation, by recording accurate time
with the calibration data

Fig. 1: Transponder RF unit, with pedestal and
antennas.

OVERVIEW OF TRANSPONDER FUNCTIONS

Each ASAR transponder operates in four modes. Two
of these allow the device to operate as a point target,
with an echo back to the satellite, and two modes
permit it to operate as a receiver.

Constant RCS Mode

The function of the device in constant RCS mode is to
retransmit a signal to the SAR with a calibrated, very
stable gain, to allow external calibration of the SAR.
While internal calibration is carried on continuously,
external calibration is the only way to provide overall
end-end calibration.

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000
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The transponder gain stability is expected to be
0.15 dB for the ENVISAT/ASAR transponders,
necessary to allow ASAR calibration. In the ASAR
calibration scheme, the observations of the known
target are integrated to provide a calibration-scaling
factor. This applies to all imaging modes, and is
performed separately for HH, HV, VH and VV
polarizations.

The polarization choice drove the design of the ERS-1,
Radarsat-I and ASAR transponders in different ways.
ERS-1 was VV, and a single transponder polarization
was provided. Radarsat-I was HH, but there was a
desire to see ERS-1 and ERS-2 as well; so a 45°
polarization was chosen. For ASAR, separate
calibration was demanded for VV, VH, HV and HH, so
a dual-polarized horn with switch-selectable polari
zation was installed.

Phase-stable mode

A phase-stable transponder mode is also provided.
This is an experimental mode included for use with
differential interferometry. A bright reference target is
provided at fixed phase. Such a target could, in
principle, allow path differences between the
transponder and points in its surrounding area to be
known to a high precision, for possible mapping
purposes.

Azimuth Pattern Mode

The azimuth pattern mode involves detection and
measurement of the amplitudes of received SAR
pulses, using a log detector. This confirms the
expected along-path beam pattern for the ASAR
phased array, as determined by the elements along each
row.

Fig. 2 shows a pattern received from ERS-1. This is
typical of satellite-borne SAR azimuth patterns. The
entire trace is recorded in about five seconds, as the
satellite passes the recording site.

' II II I, .......

L\
. . ..........

. . ......... . ...... . ....

I
I ' fl I ...

t: r .

/\ (' (\ h
(\ ( i 1

v If \
ii II I-ee-a.s

.... R.x.Pwt
- CalPwr

AZIMUTH ANTENNA PATTERN.('99101321)

Fig. 2: Recorded azimuthal pattern of ERS-1.

Characterization Mode

Characterization mode is a mode specific to the
monitoring of the average amplitude and phase of rows
of TR modules in an active SAR array. It involves IQ
detection of the received pulses, so that both amplitude
and phase are measured and recorded. The
characterization measurements are made on five
ascending and five descending passes, and involve a
pre-defined transmission sequence.

The ASAR antenna (Fig. 3) consists of no elements,
arranged in a 10 by 32 matrix. There are 32 rows and
10 columns.

Fig. 3: Concept view ofENVISAT ASAR
[CourtesyMMS]
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Fig. 4: Time sequence during ASAR characterization.

During the characterization sequence the instrument
transmits pulsed CW signals. The frequency of these
signals is offset from that of the normal ASAR carrier
frequency (CF) by some 750 kHz. A single column of
elements is activated for two seconds (Fig. 4). This is
followed by a quasi-random row sequence, one pulse
per row, for 0.5 seconds. The sequence finishes with
another two-second period of single column
transmission. The whole event is timed to coincide
with alignment of the ASAR antenna with the receiver.



During the row transmission time, the 43 pulses
emitted from each row are available to be averaged.
Tests show errors of only 0.005 dB in amplitude and
0.06° in phase between simulated signals and
processed results (Fig. 5).

In addition, all received signals are precisely time
tagged using GPS. In characterisation mode, the
transition from single column to row stepping
operation is easily detected, and permits verification of
the time tagging of onboard data.

Operating Sequence

The operation of the transponders is entirely under
computer control. When a satellite pass is due, the
transponder antennas are pointed toward the expected
satellite direction, at the point where the SAR beam is Rx
expected to peak. The RF electronics are powered up,
and set to the desired operating mode. The equipment
locks in about 3 minutes, but is allowed to stabilize

The row signal typically shows a smooth rise and fall
in amplitude during the 0.5-second recording interval.
It is some IO dB below the signal due to the column
transmission, because of the smaller number of
transmitting elements.

The row data contain phase components due to the
offset frequency of the carrier, the motion of the
satellite and earth rotation. Post-processing fits models
to the data, removing these phase components. The row
signal can then be used to identify signals emanating
from each row in the ASAR antenna. The amplitude
and phase of the signals from each row, compared with
the onboard measurements of these same signals, allow
the phase offset errors of each row to be assessed. By
looking at the linear phase component across all 32
rows, the ASAR antenna electrical elevation boresight
with respect to the transponder position can be
estimated.
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Fig. 5: Residual row errors in test signals
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thermally for (1 hour). In order to avoid false
triggering, the system only responds to signals of
nominal pulse width and PRF. For characterization
mode, row phase and amplitude profiles are then
processed. Both received and processed data are then
transferred to a central site by the public telephone
system, and the transponder than goes to sleep (by
parking the antennas and powering down the RF
electronics).

In radiometric or azimuth pattern modes, the peak
signal from the ASAR passes in less than one second,
with sidelobes taking up several seconds before and
after the main lobe. In characterization mode, the
sequence lasts for 4.5 seconds, owing to the broader
pattern presented by radiation from a single column.

TRANSPONDER OPERATION

Radiometric Modes

The principle of the radiometric transponder operation
is illustrated in Fig. 6. The satellite signal enters the
circuit at antenna Rx, follows the route marked by the
heavier line, and is retransmitted from antenna Tx.
Along the course of this circuit, it is amplified by a net
38 dB, and delayed by 1.5 µsec. After range
processing of the ASAR image, the delay gives good
separation of the primary transponder response and
coherent interference due to residual antenna crosstalk.

Tx

Fig. 6: ASAR radiometric calibration transponder
scheme.

The delay also displaces the apparent echo location by
several hundred meters. This can have a beneficial
affect by displacing the signal away from any buildings
near the transponder and onto a low clutter terrain.

In constant RCS mode, the gain of the ERS-1
transponder signal is flat to ±0.1 dB, with ±0.1 dB
stability over three years. This gain stability is
achieved by a pulse calibration circuit, as depicted by
the lighter line in Fig. 6. A series of pulses is fed to the
circuit near its input. These go around the main RF
circuit, with a 1.5-µsec delay, and are then detected at
the internal calibration detector C. The original pulse,
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without the delay, is also detected. The amplitudes of
the delayed and direct pulse are compared, and any
error nulled using the control attenuator in the main RF
circuit. The RF unit gain is therefore stabilised and
dependent only on the coupling constants between the
calibration circuit and the receiver/transmitter chain.
Neither the calibration pulse amplitude nor the detector
sensitivity affects the stability.

When qualifying pulses from the satellite are detected
at the signal-qualifying detector, this calibration
sequence is turned off.

ASAR presented some new challenges to the precision
transponder designers. This system required measure
ment of the signals with both amplitude and phase, so
an IQ receiver was included in the circuit. There was
also an opportunity to create a phase-stable transponder
mode for experimental purposes.

Rx

Tx

Fig. 7: Phase-stable transponder scheme.

The principle of the phase-stable mode is illustrated in
Fig. 7. In order to allow for this mode, a variable
phase shifter was included in such a way that it could
optionally be switched into the circuit in place of the
delay line. The pulses travelling around the circuit
would then arrive at the location of the internal
calibration detector at the same time. (The internal
calibration pulse is made longer than the delay time,
allowing the signals to overlap for a period of time.)
By means of a coupling arrangement, signals are
simultaneously routed to a mixer, and the mixer signal
is fed into the internal calibration controller. By
adjusting the variable phase shifter, this mixer output
can be nulled, thereby stabilizing the circuit at a given
phase shift.

Receiver Modes

The two receiver modes necessitated changes to the
detector circuitry from that of the earlier transponders.
As illustrated in Fig. 8, the single qualifying detector
was augmented by an IQ detector circuit.

Fig. 8: Schematic showing receiver operation.

In azimuth pattern mode, the signal is received at the
qualifying detector Q, then digitized and recorded. The
detector is coupled with a log amplifier, to give a
dynamic range of 55 dB. Calibration markers may be
mixed with the received signal at intervals, to allow
off-line calibration of the recorded data (Fig. 9).

Fig. 9: Received azimuth pattern signal with
embedded calibration markers.

In characterization mode, the signal is digitized after
being split into I and Q components by a quadrature
mixer. These components are produced by mixing the
incoming ENVISAT/ASAR signal with a local
oscillator signal that is offset by 50 kHz from the
characterization carrier frequency. High gain and low
gain amplification of the incoming ASAR signal is
available in the IQ circuit. For characterization mode,
high gain is chosen by optionally switching in an
additional amplifier.

The transponder, as designed by ESTEC and altered
slightly by MPB Technologies Inc. (MPBT),
incorporates these various modes through a series of
switches activated in response to commands from a
Control Unit. Several Complex Progammable Logic
Devices (CPLDs) internal to the RF unit control the
operation of the switches, and keep control of the gain
and phase calibration loops.
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Fig. 10: Constant RCS operation shown against a more complete circuit schematic.

A fuller circuit schematic is shown in Fig. 10. Here,
most of the components may be seen in their correct
circuit locations, allowing all four operating modes to
be invoked in the same device. Fig. 10 illustrates the
stabilization phase of the Constant RCS mode. The
path of the calibration pulses is shown by the heavier
lines; unused portions of the circuit are cross-hatched.

At the baseband end, several printed circuit boards
handle the video processing, the analogue to digital
conversion, and the onward transmission of these data
to the control unit. At the video board, bandwidths of 2
or 20 MHz may be selected. The narrow, 2 MHz
bandwidth is selected for the characterization mode
(for better signal to noise), while the 20 MHz
bandwidth is used for most other operations. (This
permits regular ASAR signals to be recorded, with
their linear chirped modulation).

TRANSPONDER PRODUCTION

MPB Technologies Inc. was contracted by ESA to
produce three operational units based on the ESA/
ESTEC prototype transponder. The design was first
reviewed, and predicted operational signal levels of all
RF components were checked. Certain obsolete
components were replaced, and the documentation was
completed so production could proceed. There were
few changes, aside from some packaging
modifications. MPBT was pleased to be able to
include some more recent computer equipment, to
support the control software that had been developed in
The Netherlands.

The ESA prototype unit was subjected to temperature
testing at MPBT, in order to establish a baseline for the
performance of the three MPBT-produced units. One
unit has been completed, and has so far met the same
standards as the ESA prototype unit in transponder
mode at room temperature. Two other units are being
wired at this time, and will be ready for testing later
this fall.

Thanks to good cooperation between ESA and MPBT,
the units are scheduled to be ready some six months
ahead of schedule. By working together technically,
and by frequent communication by E-mail, we were
able to solve problems as they arose.

Fig. 11: Prototype Transponder unit at ESTEC
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TRANSPONDER CALIBRATION

When the RF units are installed on the pedestals at
ESA and integrated with the antenna units, one more
major task will remain before installation in the field.
That is to calibrate the transponders themselves, in
order to confirm their equivalent radar cross section.
These measurements will be performed as they were
for the ERS-1 and the Radarsat-1 transponders - a
round, flat plate, about 1 meter in diameter, is mounted
on top of a building, near an outside corner. This plate
is directed at the transponder by the use of a bore-sight
telescope.

The calibration makes use of the internal calibration
pulses in the transponder. By transmitting these pulses,
they may be reflected from the round plate. Because of
the 1.5-µsec internal delay in the transponder (and with
appropriate choice of range), a decaying series of
pulses is produced. From this sequence of pulses, and
consideration of the radar range equation, the net RCS
of the transponder may be determined.

In spite of the low-sidelobe antennas used in the
transponder, multipath in the flat-plate calibration is
inevitable. Secondary reflections from the vicinity of
the flat plate target are a major concern, and are
difficult to compensate for. The only practical answer
is to find a structure that offers minimal secondary
reflections. In addition, a ground reflection is mixed in
with the direct signal. This effect is assessed by taking
measurements at different positions of the transponder
along a path a few meters toward the target. The total
signal typically rises and falls sinusoidally with
distance, because of the mixing of the direct and
ground-reflected signals. The effect of the interfering
multipath signal can then be estimated by fitting a
model of the multipath effect to derive the direct
signal.

TRANSPONDER POSITIONING

The three transponders are to be located in Flevoland,
The Netherlands, arranged on an east-west line. The
three devices cover the approximately 100-km wide
beam pattern as it sweeps along parallel to the north
south satellite path. At 20 km spacing, the three units
provide calibration across the swath, and azimuth beam
shape at three points in the elevation pattern. (Fig. 12).

Further, the location was a crossing point for the
ascending and descending swaths during the 35 day
repeat orbit. ENVISAT has a similar orbit, and so
Flevoland remains an optimum location.

~
Flight

Ground

Fig. 12: Three transponders in relation to the ASAR
image mode swath pattern. [4]

FUTURE OF TRANSPONDERS

As satellite-borne SAR gets more sophisticated, we
expect that increasingly capable transponders will be
required in the future. They are a reliable means of
producing external calibration of ASAR systems.
Operating both as re-transmitters of the ASAR signal,
and as calibrated receivers, they will continue to form a
vital part of ASAR calibration schemes.

Some countries are investing significant amounts in
ground stations, in order to get a steady and reliable
source of SAR images of areas of interest to them.
These images could be enhanced with local calibration.
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ABSTRACT

An Advanced Synthetic Aperture Radar operating at C-band
(5.331 GHz) has been selected for the Envisat payload
ensuring continuity of ERS SAR and featuring enhanced
capability in terms of coverage, range of incidence angles,
polarisations, modes of operation. This paper presents the key
features of the Envisat ASAR system. The ASAR instrument
modes of operation are discussed. The ASAR Ground
Processor is presented highlighting the concepts for its
development and the performance achieved versus the ESA
specifications. The selection of processing algorithm for each
product is discussed based on the image quality requirements
and the throughput requirements. Finally an ERS processor
used for the simulation of ASAR products is introduced.

INTRODUCTION

The Advanced Synthetic Aperture Radar (ASAR) has been
selected for the European Space Agency Envisat payload and
features large swath coverage, multiple choice of incidence
angles, polarisations and modes of operation.
In section 2 the ENVISAT ASAR System is introduced and
the different modes of instrument operation are described. In
section 3 the ASAR data collection and processing are
presented. In section 4 the processing algorithms are detailed.
In section 5 and 6 the ESA ASAR products and their quality
are presented. Finally in section 7 is described an ERS
processor used for the simulation of ASAR products.

ASAR SYSTEM OVERVIEW

The ENVISAT ASAR instrument design uses an active array
antenna with 320 Transmit Receive modules (T/R) to produce
a versatile position of the imaged swath by beam steering in
elevation. Additionally, a large swath coverage (400km) is
achieved using the SCANSAR technique at medium
resolution (150m) or low resolution (I km). All operating
modes feature the possibility to select H or V polarisation on
transmit and receive (HH or VY) and the alternating
polarisation sub-modes allow to use a combination of both
(HH and VY, or HH and HY, or VY and VH). Finally a more

versatile wave measurement mode is offered to the users with
100 km spacing between vignettes and the capability to select
the position alternating between 2 positions in any swaths
(see figure 1).
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Figure 1:ASAR modes of operation

The ASAR operating modes are mutually exclusive and could
be classified in two categories. Low data rate modes for
Global Monitoring (GM) and Wave (WV) modes with
systematic on-board recording and operation capability up to
I00% of the orbit. High data rate modes for Image (IM),
Alternating Polarisation (AP) and Wide Swath (WS) with
high data rate (lOOMbit/s) and operation time up to 30 min
utes per orbit (including 10' in eclipse). Data may be
transmitted in real time via X band channel to the ground or
Ka band channel to the Data Relay Satellite or recorded on
board using the Solid State Recorder for later dump.
More detailed information on the ASAR instrument and
calibration is available in the companion papers [5], [6].

ASAR DATA PROCESSING
The development of the ASAR processor and products is
based on three concepts mainly derived from the ERS
experience:

Proceedings of the CEOS SAR Workshop, Toulouse, 26·29 October 1999, ESA SP-450, March 2000
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Figure 2: Example of Image Mode Medium Resolution
Product (from ERS data) located on the Walgreen Coast in
Antarctica.

the need for users to have identical products independent
of which production facility generate them,

the preservation of the specifications of the existing ERS
SAR high-resolution products (SLC, PRI, GEC) and the
introduction of new products (medium resolution and
browses)

the capability to generate a large amount of products in
near real time.

Following the above concepts, ESA has developed with
Alcatel Space Industries and MDA an ASAR Generic
Processor (PF-ASAR) able to process data from all the ASAR
modes. PF-ASAR will be installed in the ESA Payload Data
Handling Stations (Kiruna and ESRIN-Frascati) and in the
ENVISAT Processing and Archiving Centers (PACs) and
national stations offering ESA ASAR services. The use of PF
ASAR will insure product compatibility between the different
processing centers (same format and processing algorithm)
and will simplify product validation.
One of the key features of PF- ASAR is the capability to
process acquired data to generate medium resolution products
(150 m, example in Figure 2) or low resolution product (1
km) and their corresponding browse images in stripline
without geometric or radiometric discontinuity.
The stripline image products contain data for an entire
acquisition segment up to JO minutes for Image, Alternating
Polarisation or Wide Swath modes and up to a complete orbit
for the Global Monitoring mode.
PF-ASAR will be used to insure the systematic processing in
near real time of all received high rate data to generate
medium resolution and browse products. All Wave mode or
Global Monitoring mode data will be also systematically
processed in near real time.
Furthermore PF- ASAR will allow to process High
Resolution Products from Image or Alternating Polarisation
acquisitions (Precision Images, Single Look Complex or
Ellipsoid Geocoded products) in near real time or off line
depending on user requests. Figure 3 shows an example of
Precision Image and Figure 4 an example of Ellipsoid
Geocoded Image.
PF-ASAR is targeted to run on an IBM SP-2 parallel
computer system and is designed to insure a throughput
linearly proportional to the number of processing nodes
available in the station.

ALGORITHMS

The Range Doppler algorithm is used for the image mode
precision and geocoded products and for the complex
products for both image and alternating polarization mode.
Range Doppler is used in order to meet the stringent image
quality requirements while still maintaining good throughput.



Figure 3: Example of IMP product of Bathurst Island in
Canada (from ERS raw data).

Figure 4: Example of /MG product of the Bay of Naples in
Italy (from ERS raw data).
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Range Doppler is also used to produce the SLC imagettes for
wave mode. These imagettes are used as the input to the wave
mode cross spectra algorithm. The cross spectra algorithm
was developed by NORUT Information Technology [1]. This
algorithm is an improvement over the one used for ERS since
it allows the wave direction to be determined with no
ambiguity and it compensates for the speckle bias (see
example of wave mode products in Figure 5).
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Figure 5: Example of real part (top), imaginary part (mid)
and intensity spectra (bottom).
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The SPECAN algorithm is well suited to burst-mode data and
as a result is used for most AP, WS, and GM mode products.
The efficiency advantages of SPECAN are also a reason for
its use for all medium resolution (stripline) products. These
products are produced systematically and therefore
throughput is very important.
A modified version of the Range Doppler algorithm [2] was
developed for the AP SLC product. The algorithm was chosen
such that the output product would be useful for
Interferometric SAR. The algorithm is a modified phase
preserving Range Doppler approach. The processed Doppler
bandwidth is made equal to four burst bandwidths (multi
burst processing) so as to keep as much of the signal
information as possible while maintaining radiometric
quality. The resulting product has a modulated impulse
response but contains all the necessary information required
for Interferometric SAR (InSAR). One method to remove the
modulation during InSAR post-processing is to use the short
FFf approach [3] to select the common spectra between the
two image pairs.
During preprocessing, PF-ASAR performs raw data analysis,
noise processing and the processing of the ASAR calibration
pulse data. Chirp replicas and antenna pattern gain factors are
obtained from the calibration pulse processing. The signal
data for all modes is FBAQ decoded prior to processing (from
2, 3 or 4 bits back to 8 bits).

ASAR PRODUCTS AND THEIR QUALITY
The complete list of ESA ASAR Products is provided in
Table I with specific identification (bold) of the products
generated on request: PRI, SLC and GEC products of Image
and Alternating Polarisation modes. All other products are
generated systematically when ASAR is acquiring data in the
relevant mode.
Table I also identifies the stripline products (italic) which are
generated using the stripline capability of the ASAR Generic
Processor. The stripline image products contain image data
for an entire segment with geometric and radiometric
continuity up to a maximum size of 10 minutes for Image
Wide Swath and Alternating Polarisation modes and up to a
full orbit for the Global Monitoring mode. The optimisation
of the product quality has been performed in Wide Swath and
Global Monitoring mode by using the inherent flexibility in
the instrument setting (e.g. possible transmit chirp bandwidth
setting using the digital chirp generator) and the capability in
the Generic Processor to generate a desired number of range
looks.

IMAGE CHARACTERISTICS
The image quality specifications are summarized in Table 2.
PF-ASAR meets all of these specifications for all products
and modes with the exception of those specifications that
cannot be met in GM mode due to the low time-bandwidth
product of the signal. The product quality (equivalent number

of looks) which has been measured during acceptance testing
of the ASAR Generic Processor are presented in Table 3.

Table I : ASAR Products gengerated with PF-ASAR

Mode and Nominal Pixel Approx
Product Name Resolution spacing Coverage (km)

(m) (m)
IM precision IMP 30x 30 12.5 x 12.5 56-lOOx 100

IM single look IMS 9slant x 6 natural 56-IOOx 100
IM geocoded IMG 30 x 30 12.5x 12.5 100 x 100
IM medium resol. IMM 150x 150 75 x 75 56-100 x 100
IM browse /MB 900 x 900 225 x 225 56-100 x 100
l\P precision APP 30 x 30 12.5 x 12.5 56-100 x 100
AP single look APS 9slant x 12 natural 56-lOOx 100
AP geocoded APG 30 x 30 12.5 x 12.5 100 x JOO
AP medium resol. APM 150x 150 75 x 75 56-IOOx 100
AP browse APB 900 x 900 225 x 225 56-100 x 100
WSmedium resol.WSM 150x 150 75 x 75 400 x 400
WS browse WSB 1800xl800 900 x 900 400 x400
WY imagette and cross 9slant x 6 natural 5x5 to 10x5
spectra WV!
WV cross spectraWVS - - 5x5 to 10x5
GM image GM/ 1000 x 1000 500 x 500 400 x400
GM browse GMB 2000 x 2000 lOOOxlOOO 400 x 400

Table 2: Image Quality Specification

Parameter Soecification
Range and Azimuth < 10%of
IRF broadening theoretical value

PSLR degradation < 2dB

lSLR degradation < 2dB

Radiometric Error < 0.1 dB (single beam)
< 0.2 dB (scanSAR)

lAbsolute location accuracy < 2 pixel

!Geometricdistortion < 0.5 pixel

Table 3: Equivalent Number of Looks

Product IM AP ws GM
PR! 3.9 1.9

GEC 3.9 1.9
MR 40 50 12 12
BRW 80 75 57 - 62 18-21

PROCESSING ERS DATA with the ASAR PROCESSOR

In order to verify the quality of future ASAR products with
large datasets, ESA together with MDA developed a stand
alone ERS processor based on the PF-ASAR system, called
PF-ERS. It allows to generate products using the PF-ASAR
processing algorithms.



Because its flexibility (e.g. direct interface with ERS raw
data), the PF-ERS processor is an excellent tool to provide
simulated ASAR products in Image Mode, Wave Mode and
soon in Alternating Polarisation Mode (one polarisation only).
All the images presented in this paper have been generated
with PF-ERS and are identical to ASAR products in terms of
format and algorithms (example in Figure 6).

PF-ERS is also an excellent tool to track ASAR products
quality problems which could have hardly been detected with
the limited test datasets used for the qualification of PF
ASAR. The PF-ERS processor development is also a step in
the direction of the full compatibility between ERS and
ENVISA T SAR products, i.e. same algorithms, same product
specifications and same product formats.

CONCLUSIONS

The ASAR instrument will offer several improvements
compared to the ERS SAR instrument: new modes of
operations, increased swath coverage, choice of polarisation
and incidence angle. The ASAR Generic Processor which has
been successfully completed in November 1997 allows for
near real time and off-line processing of all ASAR modes
products and for stripline processing of medium and low
resolution products and their browse images. The ASAR
processor will allow ESA to provide quality products to the
appointed distributors and to the several hundreds of selected
principal investigators, contributing so to a wider range of
scientific and commercial applications for SAR data [4].
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Figure 6: Example of Image Mode medium resolution product
(from ERS data) covering the Mediterranean Coast between
Montpellier and Barcelona.
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ABSTRACT

This paper presents the approach to the in-flight cali
bration of the ENVISAT-1 ASAR instrument and the
validation of its data products. Particular distinction is
made between external calibration and characteriza
tion, and internal calibration.
The selection of the various sites for external calibra
tion and in-flight characterization are presented. The
techniques and the performance objectives are also
reviewed
The instrument calibration activities will be centred
around the Instrument Engineering Calibration Facility
(IECF), a specially developed facility principally to
support the commissioning phase activities.
The organization of the commissioning phase by
means of Commissioning Phase Working Groups is
addressed. The overall status of the preparatory activi
ties is presented including activities relevant to the
validation of ASARWave mode products.

ASAR SYSTEM DESIGN OVERVIEW

ASAR System Overview
The ASAR system design has been inherited from ERS
which is why the ENVISAT platform is yaw steered
and, thanks to the provision of star sensor, the attitude
control of the platform is expected to be better than
ERS. The ENVISAT ASAR system will benefit from
the availability of an on-board Solid State Recorder
allowing up to 10 minutes recording of ASAR High
Rate modes (lOOMbit/s) at any point around the orbit.
Finally the DORIS orbit determination system will
allow for accurate geolocation of all ASAR products
produced in near real time or off-line.

ASAR Instrument Overview
The ERS AMI SAR design uses a centralized travelling
wave tube amplifier and a passive slotted waveguide
array antenna providing imaging in a single fixed posi
tion swath and in a single polarization (VY).

The ENVISAT ASAR design uses an active array an
tenna with 320 Transmit Receive modules (TRM) to
produce a versatile position of the imaged swath by
beam steering in elevation (see Figure 1). Additionally,
a larger swath coverage (400km) is achieved using the
ScanSAR technique at medium (150m) or low resolu
tion (1000m).

Figure 1 ASAR Flight Model Antenna (courtesy
MMS)

All operating modes feature the possibility to select
either Hor V polarization on transmit and receive (HH
or VY) and the alternating ASAR sub-modes allow

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29October1999, ESA SP-450, March 2000
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Figure 2: ASAR Operating Modes and Coverage

to 100% of the orbit. Both modes are systemati
cally recorded on-board and the on-board recorder
is dumped every orbit when visible by an ESA
station (Kiruna Station, Sweden or Fucino Station,
Italy)
High data rate modes for Narrow Swath Modes
(Image and Alternating Polarization) and Wide
Swath with high data rate and operation time up to
30 minutes per orbit (including ten in eclipse). The
High Rate mode data are recovered according to
one of the following schemes: real transmission
via an X-band link to ESA or alternative station or
real time transmission via the Ka-band link using
Artemis Data Relay Satellite to the ESA ESRIN
station in Italy or finally recorded on board the
Solid State Recorder and dumped via X- or Ka
band link when in visibility of an ESA station.

the use of a combination of both (HHNV, HH/HV or
VVNH - see figure 2).
Finally, a more versatile wave measurement mode is
offered to the users with 100 km spacing between vi
gnettes and the capability to select the position alternat
ing between two positions in any of the swaths.
Additionally, the ASAR is equipped with a program
mable digital waveform generator which will allow the
radiometric quality of the product to be optimized. As a
further improvement compared to ERS, an eight bit
ADC associated with a Flexible Block Adaptive Quan
tization scheme to be used in 8:4, 8:3 and 8:2 compres
sion ratio will allow a larger dynamic range of the
input signals to be sampled within the constraints im
posed by the data rate. Finally, the ASAR features a
temperature compensation scheme to compensate for
drifts observed at transmit/receive module (TRM) level
around the orbit.
Furthermore, the instrument frequency stability and
datation have been improved to support interferometric
applications. A detailed instrument description is pro
vided in a companion paper [l] A number of activities have been undertaken in prepa

ration for the launch of Envisat to optimize the instru
ment programmable settings, to develop the necessary
tools and infrastructure in support of calibration and
validation such as ground transponders and the Instru
ment Engineering Calibration facility for the ASAR
which will be detailed here.

ASAR PRE-LAUNCH ACTIVITIES

ASAR OPERATING MODES

The ASAR has five modes of mutually exclusive op
eration which can be classified in two categories:

Low data rate modes for Global Monitoring and
Wave modes with an operational capability of up



Global Monitoring and Wide Swath Mode Settings
Alternative settings for the ASAR Global Monitoring
(GM) and Wide Swath (WS) modes have been pro
posed by ESA and discussed in the ASAR Science
Advisory Group (SAG).
A study contract has been awarded to Politecnico di
Milano (ITALY) to select from the alternative settings,
the optimum setting in terms of performance and prod
uct quality.

For GM mode these alternative settings consist of in
creasing the chirp bandwidth, updating the corre
sponding re-sampling factors and changing the
quantization setting. The results of the study have been
discussed in [2] and are summarized in figure 3 in
terms of sensitivity versus ENL and FBAQ option. The
change from FBAQ 8:4 to 8:2 is the ESA final selec
tion which has been endorsed by the Science Advisory
Group presenting the advantage of largest bandwidth
giving better ENL, better interferometric performances
and allowing simplified processing due to a larger
time-bandwidth product. The new instrument settings
are detailed in table 1.

Table 1 GMM New Instrument Settings

Chirp BW
(MHz)
1.82

1.13

1.00 8:2

0.94 8:2

0.94 8:2

For WS mode the alternative settings consist of in
creasing the chirp bandwidth while accepting a reduc
tion in the corresponding noise equivalent sigmaO for
that sub-swath. The benefit is to allow more looks to be
processed in range and to increase the ENL in the final
product. Furthermore, better interferometric perform
ances can be expected. The new instrument settings are
detailed in table 2.

Table 2 WS instrument setting

Chirp BW (MHz)

14.31

12.05

10.04

8.85

8.03
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Figure 3: ENL/FBAQ Performance Trade-off

The new configurations for the GM and WS modes
resulting from the optimization study performed by
Politecnico di Milano have been successfully tested at
Control Electronics Sub-Assembly Flight Model level.

The resulting product quality in WS mode as tested
using the ASAR processor is presented in table 3.
However an alternative strategy of overlapping looks
has been studied and is recommended for the ASAR
processor in Wide Swath mode (ref. [2])

Table 3 PF-ASAR WS product quality

Product
ENL

Range looks

11.95

11.87

11.99

11.89

11.89

4

4

4

4

4

Wave Mode Algorithm, Instrument and Processor Set
tings
The ASAR wave mode level lb product is derived
from the processing of Single Look Complex (SLC)
imagettes using the Cross Spectra methodology intro
duced recently (Engen et al., 1995 and [3]). The de
rived complex imagette cross spectra are speckle
compensated and resolve the propagation ambiguity.
The wind speed can be derived either from the back
scatter coefficient or from the azimuth cut-off meas
urement annotated in the product.
In order to adapt existing ERS wave spectra inversion
algorithms to the ASAR cross spectra and in view of
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the maturity of SAR wind field retrieval algorithms the
Agency has decided to initiate the algorithm
prototyping for a new level 2 product with NORUT
(Norway) and IFREMER (France) which includes the
ocean wave spectra together with an ocean surface
wind field estimate. The algorithm is now available for
implementation at ECMWF and shall be further dis
tributed to other meteorological centres.
ESA convened the algorithm developers and meteoro
logical centre users to review the ENVISAT ASAR
algorithm at a Wind and Wave Geophysical Product
workshop on 21 and 22 April 1999 [4]. At this work
shop experts were invited to discuss the baseline set
tings for the ASAR instrument Wave mode to be used
at the beginning of the commissioning phase.
As a baseline a frog-leg operation was finally recom
mended with IS2 (similar incidence to ERS-2 vi
gnettes) alternating with ISl in VV polarization. This
would allow continuity with ERS- l/ERS-2 and a com
parison with another incidence angles (in ISl).
In addition both VV and HH polarizations should be
investigated during the commissioning phase.
Based on validation and assimilation results further
recommendations for a definitive wave mode instru
ment setting will be made during the course of com
missioning.
As far as the ASAR processor settings are concerned
large data sets of ERS data have been processed by
NORUT using the new Wave Mode Cross Spectra al
gorithm and compared with co-located in-situ meas
urements. This has allowed to optimize the ASAR
processor settings and to validate the Cross Spectra
algorithm on large data. The results are that the propa
gation ambiguity has been resolved in 95% of the
cases.

Transponder Development
The development of three transponder units has been
given as result of a competitive tender to MPB (CDN)
based on a prototype designed by ESTEC [5] (fig
ure 4).
The ASAR transponders have been designed to support
the External Characterization of ASAR and a phase
stable mode is also implemented to be used as a refer
ence target for interferometry.
The manufactured units shall be delivered in January
2000 for further integration and later self-calibration.
ESA intends to deploy, at yet to be determined fixed
locations in the Flevoland polder, the three manufac
tured units. Additionally the prototype unit will be
mounted on a trailer and shall be deployed for specific
purposes such as ASAR Wave mode imagette calibra
tion, Alternating Polarization mode calibration, where
the availability of four transponders will allow simul
taneous calibration of two polarization combinations
(HHNV, HH/HV, VVNH).

Fiaure 4 ASAR Prototype Transponder
Instrument Engineering Calibration Facility Develop
ment
The calibration activities for the ASAR instrument will
be centred around the IECF. The IECF main function
specified by ESA are:
• Platform calibration and performance monitoring

such as datation, orbit, pointing
• Instrument calibration and performance monitor

ing such as temperature effects, ageing
• Auxiliary data Products Generation to the Payload

Data Segment such as External Characterization
mode data file

• Optimization of ASAR Processor set-up parame
ters

• Instrument Control Table generation such as
change of mode setting

• Production of regular reports on instrument status

The acceptance of the IECF is planned for January
2000. The context diagram for the IECF is shown in
figure 5.The ENVISAT ground segment consists of the
Flight Operation Segment (FOS), the Payload Data
Segment (PDS), supported by the Reference Operation
Plan Generation Tool (RGT) for planning and operat
ing the ENVISAT mission and the Instrument Engi
neering and Calibration Facility (IECF) for the
characterization and calibration of all on-board instru
ments.

ASAR CALIBRATION

Unlike the passive ERS AMI-SAR ASAR is an active
antenna made up of 320 transmit/receive modules
(TRMs). Each TRM has two transmit chains, one for
horizontal and one for vertical polarization, and one
receive chain. The three chains are independently pro
grammable in amplitude and phase to provide the re
quired elevation beam patterns. Any instabilities in the
gain and phase characteristics of the TRMs will distort
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the beam patterns and can potentially contribute to
radiometric errors in the SAR image. For these reasons
the ASAR calibration scheme is very different to that
used for ERS. The planned radiometric calibration of
ASAR is detailed here.

ASAR Internal Calibration

The objectives of the ASAR instrument internal cali
bration scheme are to derive the instrument's internal
path transfer function and to perform noise calibration.
These objectives are realized by dedicated calibration
signal paths and special calibration pulses within the
instrument for making the required calibration meas
urements and by using these measurements to perform
corrections within the ground processor.

TIRmodule Temperature Compensation
The amplitude and phase characteristics of the TRMs
will vary principally as a function of temperature. To
handle this the instrument includes a scheme to com
pensate for drifts over temperature. This scheme pro
vides the antenna with a high degree of stability,
however it compensates neither for ageing effects nor
for eventual TRM failures.

Calibration Loop
The instrument calibration loop is used to perform
three distinct functions. It is used firstly, to characterize
the instrument transfer function during the measure
ment modes, secondly to characterize individual TRMs
and thirdly in the special External Characterization
mode as described later.
The calibration loop in ASAR is in fact comprised of a
distinct calibration path to each of the 320 TRMs. This
enables transmit pulses at each TRM output to be sam
pled and also allows calibration pulses to be injected
into the receiver front-end of each TRM. Effectively,
the scheme provides a multi-pathed calibration loop
that encompasses all the active electronics in the in
strument transmit and receive paths. In particular,
ageing of TRM characteristics and TRM failure can be
detected.

There is no active switching within this network in
order to maximize reliability and stability. The calibra
tion distribution network acts as a combiner when the
loop is being used to sense TRM transmissions and as a
splitter when the loop is being used to inject pulses into
the TRM receivers. The antenna calibration port can
either be switched to an auxiliary receiver or to an
auxiliary transmitter, both of which are located within
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the instrument central electronics. These elements can
be used to detect or inject calibration pulses at the an
tenna calibration port. The detailed use of the calibra
tion loop is partly controlled by the operating states of
the TR modules themselves (i.e. ON/OFF, Tx/Rx,
HN), because there is no switching within the calibra
tion network.

Calibration Pulses
During normal operation in any of the ASAR meas
urement modes, a sequence of calibration pulses is
interleaved with the normal radar pulses. These pulses
characterize the active array, both on transmit and re
ceive, on a row by row basis (i.e. only ten modules
along one row are sensed, while the 310 remaining
modules are not sensed). For different pulses within the
sequence, different rows are activated. The rationale
for row by row characterization is that the ASAR is
essentially an elevation plane beam steering instru
ment. Thus, the amplitude and phase settings applied to
the TRMs along a row are nominally uniform and the
calibration signals from them are nominally coherent.
For each of the 32 rows, the antenna and the central
electronics are characterized using three types of pulses
(see figure 6 and 7). Pulse Pl is used to characterize
the transmit chain of the instrument.
However, since TRMs of the four adjacent rows share
the same power supply it is not possible to characterize
one row in isolation. Hence the ten modules of the
'wanted' row are set to their nominal phase and ampli
tude settings for pulse Pl, while the phases of the

modules of the three 'unwanted' rows are set so that
their combined contribution out of the calibration net
work is nominally zero (each column is 180 degrees
out of phase with the next). In this way, their interfer
ence to the measurement of the 'wanted' row is mini
mized. However, to ensure that wanted row has been
characterized correctly, a second type of transmit
pulse, referred to as pulse Pia, is added, in order to
characterize the residual parasitic contribution of the
three unwanted rows during Pl. During Pla the three
unwanted rows are set as for Pl and the previously
wanted row is now switched off. Even though the load
conditions on power supplies are not exactly represen
tative, the residual error introduced into the estimation
of Pla can be considered sufficiently small as to be
negligible. The receive path of the instrument is then
characterized by pulse P2, but in the receive path, no
variation is expected from power supply load varia
tions, and direct row by row characterization is possi
ble.
The central electronics transmit and receive paths are
included in both Pl/Pla and P2 characterizations. It is
therefore necessary to characterize the central elec
tronics independently by the use of the internal pulse
P3.

Internal Calibration Processing
One consequence of row by row characterization is that
the instrument transfer function cannot be simply cal
culated from a few pulses, as was the case with the
AMI SAR. Instead, the ground processor must utilize



the calibration pulses from a complete cycle through
the 32 rows in order to estimate the transfer function.
In addition, a replica pulse for the instrument must be
reconstructed from a complete row cycle.
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Figure 7: Calibration Pulses - Image Mode Normal
Operation

As well as providing internal calibration during the
measurement modes, the ASAR includes a special
module stepping mode, in which individual TRM char
acteristics can be measured. This mode can be used to
investigate TRM failures and ageing effects. In this
mode, only one module is activated at a time, in either
transmit or receive.
The internal calibration scheme also includes meas
urements of the instrument noise level. The measure
ments are taken during the initial calibration sequences,
at the beginning of a mode. In the modes which have
natural gaps in their imaging sequence (i.e. wide swath
and global monitoring modes), noise measurements are
also made during nominal operation throughout the
mode.

ASAR External Characterization

The internal calibration scheme monitors drifts in the
transfer function of the majority of the instrument with
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the exception of the passive part of the antenna, the
calibration loop itself and the mechanical pointing of
the antenna. As part of the overall calibration strategy
to monitor these elements the ASAR has a dedicated
External Characterization mode which will be operated
nominally every 6 months.
During this mode a sequence of pulses sent by each
antenna row in turn is detected by the antenna calibra
tion loop and simultaneously recorded on ground by a
special ground receiver built into the ASAR calibration
transponder.
The data recorded in the transponder and that down
linked from the instrument are compared in the ground
processor to reveal the relative phase and amplitude of
the pulse from each row. These relative amplitudes and
phases are used to characterize the row of radiating
sub-arrays and the calibration path of the row.

ASAR External Calibration

The objective of the external calibration scheme is to
derive the overall calibration scaling factor will make
use of the successful methodology developed for the
narrow swath mode of ERS.
Four specially built high precision transponders with a
radar cross section sufficiently high in comparison to
the background backscattering coefficient (plus noise)
will be deployed across the ASAR swath and observed
several times during every orbital cycle of 35 days.

calibration~rt..it1e'I. rorKMIMlt
551-S (red, blue, 1n&1, plffltl•,bldl
JS-4lrv repeat it¥1=le(501 nrtrlts); ~rHK:e: a.1nsuo Hg, oltllt t: First orbit: 1, Last orlrit 511'1

rallbratlon opportunities for SCo\JllSIUl
SSl-5 (red, blue, green, purple, black)
~ey repHt cycl• (SOIartituJ; l•hr•nce: 0.133500deg, Grtrlt 1; f1r-st orbit 1, ust •rtrit W1

Figure 8: SCANSAR beams ascending/descending
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Images acquired over suitable regions of the Amazo
nian rainforest will be used to derive the in-flight ele
vation antenna patterns. Absolute calibration factors
derived from transponder measurements and across
swath correction derived from the radar equation will
be used to calibrate the final image product.
For the wide swath mode using the ScanSAR technique
the external calibration approach will be similar to the
one used for the narrow swath mode. For Global
Monitoring mode, however, the resolution cell size is
too large (1000xl000m) in order to be able to distin
guish the impulse response function of a -60dBm2

transponder from the surrounding clutter. Increasing
the radar cross section of the transponder is only likely
to saturate the receiver and hence invalidate the cali
bration. The proposed solution to calibrating global
monitoring mode is therefore to make use of a suitable
well calibrated, stable distributed target such as the
Amazonian rainforest from which backscattering coef
ficient values will already be known from recent Image
or Wide Swath mode passes.

ASAR Ground Processor Calibration

As part of the data handling and reformatting of the
processor, UQ science data are decompressed and sub
ject to an UQ correction (bias, differential gains, non
orthogonality). As with ERS, any necessary corrections

for non-linearity may be applied in the ground proces
sor using pre-launch instrument ADC characterization.
As part of the ground processor's internal calibration,
the amplitude and phase of calibration pulses (Pl, Pla,
P2, P3) for each row are used. The amplitude and
phase of P2 relative to P3 are calculated and Pla is
subtracted vectorially from Pl as discussed earlier.
External characterization data and the derived ampli
tude and phase values for the 32 rows on transmit and
receive are used to measure any deviation of the in
strument reference gain pattern from its on-ground
characterized value.
The replica of the transmitted pulse is calculated from
the Pl, Pla, P2 and P3 measurements, the on-ground
characterized row patterns and the external characteri
zation data. The constructed replica tracks variations in
all the transmit and receive circuits and is used to de
termine the range reference function for range com
pression processing.
The ground processor includes a Doppler Centroid
Estimator with specified accuracy of 50Hz for image
and wave mode like ERS and 25Hz in ScanSAR modes
in order to limit radiometric errors in azimuth [6]. The
Functional Block Diagram of the ASAR ground proc
essor is outlined in figure 9.

External Characterization

ASAR Processor Functional Block Diagram
IMAGE
GENERATION

•••r
Data

Handling
&••

Range& Azimuth
Processln....---

Node
II •

Figure 9: ASAR Processor Functional Block Diagram



ASAR PRODUCT VALIDATION

The ASAR Products Validation is limited to the
Wind/Wave product and will be carried out by:
• ECMWF routinely using the ESA newly devel

oped inversion algorithm developed by NO
RUT/IFREMER (Envisat AO proposal 270)

• By the Expert Support Laboratory composed of
NOR UT and IFREMER (AO proposal 799)

• Using existing buoy networks (NOAA and Cana
dian Marine Environmental Service)

Pre-Launch validation using ERS-2 data
A first meeting of the ASAR Wind and Wave valida
tion team took place during the April workshop at
ESTEC reference [4]. A preliminary activity has been
decided on and consists in performing a pre-validation
of the ASAR Level lb and Level 2 algorithm products
using ERS-2 data.
The participants agreed upon two different data sets:
• one month of ERS data over the "Vendee Globe

Challenge Race Area" spanning the month of
January 1997 for assimilation

• a number of wave imagettes collocated with in-situ
measurements (e.g. NOAA buoys)

These data are being processed using the ASAR algo
rithm as part of the validation exercise.

ORGANIZATION

During commissioning phase the ASAR calibration
and validation activities will be under the responsibility
of the ASAR Calibration Validation Working Group.

ER'SCross ~pectn.im {Re) ERSCroes Spectrum (IM>O)

Buoy Sp«:lrum

Figure 10 ERS Cross Spectra vs buoy measurement
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This working group reports to the commissioning
phase manager. The group is responsible for the:
• Preparation of the SAR Calibration/Validation

Plan
• Execution of the plan
• Organization of the scientific and technical support

throughout the commissioning phase
• Preparation of the ASAR commissioning phase

report and participation to the ASAR commis
sioning reviews

• Organization of regular preparation/progress
meetings

The ACVWG will be composed of ESA staff, instru
ment experts from industry, External site operators (if
applicable for external calibration using foreign sites),
members of the ESLs for algorithm and processor vali
dation and finally selected scientists and Announce
ment of opportunity Pis working on product validation

CONCLUSIONS

This paper has presented an overview of the main con
siderations with respect to the calibration and valida
tion of the ASAR instrument to be flown on board
ENVISAT. A short summary of the pre-launch activi
ties has been given and the critical areas to be ad
dressed during the commissioning phase have been
discussed.
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on second order statistics [1]. This original method,
based on an eigenvalue analysis of the coherency
matrix, employs a 3-level Bernoulli statistical model to
generate estimates of the average target scattering
matrix parameters.
An unsupervised classification scheme has been
introduced [l ], based on the use of the two
dimensional H I g classification plane, where all
random scattering mechanisms can be represented.
In 1994, J.S. Lee et al. [2] developed a supervised
algorithm based on the complex Wishart distribution
for the polarimetric covariance matrix.
In 1998, J.S. Lee et al. [3] proposed an unsupervised
classification method that uses the H I g classification
plane to initially classify the polarimetric SAR image.
It has been shown in (3] that during the classification,
the cluster centers in the H I g plane can move out of
their zones, or several clusters may end in the same
zone.
In order to improve the capability to distinguish
between different classes whose cluster centers end in
the same zone, we propose in this paper to extend and
complement the combined Wishart classifier with the
introduction of the anisotropy (A) information.
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ABSTRACT

Classification of Earth terrain components using a
fully polarimetric SAR image is one of the most
important applications of Radar Polarimetry in Remote
Sensing.
In this paper, we propose to extend and complement
the unsupervised combined Wishart classifier,
originally developed by J.S. Lee et al. (1998), with the
introduction of the anisotropy information.
The analysis of the final cluster centers in the HI A I g
classification space is useful for class identification of
the different scattering mechanisms which occur in the
classified SAR image. The introduction of the
anisotropy information allows the improvement of the
capability to distinguish between different classes
whose cluster centers end in the same entropy (H) -
alpha (g) zone.
This new unsupervised combined Wishart classifier is
applied to the polarimetric SAR image of San
Francisco Bay from the NASNJPL AIRSAR data base
(1988) for segmentation and clustering of different
Earth terrain components.

INTRODUCTION.

Classification of Earth terrain components using a
fully polarimetric SAR (POLSAR) image is one of the
many important applications of Radar Polarimetry. In
this paper we consider the use of POLSAR data for
quantitative remote sensing applications.
There is currently a great deal of interest in the use of
polarimetry for radar remote sensing. In this context,
an important objective is to extract physical
information from the observed scattering of
microwaves by surface and volume structures.
The most important observable measured by such
radar systems is the 3x3 coherency matrix [T]. This
matrix accounts for local variations in the scattering
matrix and is the lowest order operator suitable to
extract polarimetric parameters for distributed
scatterers in the presence of additive (system) and/or
multiplicative (speckle) noise.
In 1997, S.R. Cloude and E. Pottier proposed a
method for extracting average parameters from
experimental data using a smoothing algorithm based

The combined classification procedure presented and
discussed in this paper, is applied to POLSAR images
of San Francisco Bay from the NASNJPL AIRSAR
data base (1988) for segmentation and clustering of
different Earth terrain components. It is a L band
image (1.225 GHz), 4 look averaged Stokes matrix
format with a pixel resolution of lOm x lOm. Fig. 1
shows the « Target Generators » color coded image of
the San Francisco bay.

THE H IA I!! TARGET POLARIMETRIC
DECOMPOSITION THEOREM

An important development in our understanding of
how to best extract physical information from the
classical 2x2 coherent backscattering matrix (SJ has
been achieved through the construction of system
vectors [4]. We represent this vectorization of a matrix
by the vector V(.) built as follows:



Fig. 1 : Target Generators color coded image
of the San Francisco Bay.

ls_=v([ s]) =~Trace([ s][ If/]) (l)

where Trace([A]) is the sum of the diagonal elements
of matrix [A] and [!JI] is the set of 2x2 complex Pauli
basis matrices. The target vector Is. has the explicit
form shown in (2).

!= ~[sa +srr sa -srr 2s.ITr (2)

In the analysis of experimental POLSAR data, we
generally have access either to complete coherent
scattering matrix data, or multi-look averaged Stokes
matrix data. In either case, the local estimates of the
coherency matrix can be formed using pixel averaging,
as:

([r]) = _]__f 1s._j.1s_;r= _]__f[I:] (3)
N i=l N i=l

From this estimate, the eigenvectors and eigenvalues
of the 3x3 hermitian coherency matrix <[71> can be
calculated to generate a diagonal form of the
coherency matrix which can be physically interpreted
as statistical independence between a set of target
vectors [4]. The coherency matrix <[71> can be
written in the form of:

where [r] is a 3x3 diagonal matrix with nonnegative

real elements, and [U3] = [!!.1 !!.2 !!.3] is a unitary
matrix of the SU(3) group, where !{1, !!.2, and !!3 are the
three unit orthogonal eigenvectors.
To introduce the degree of statistical disorder of each
target, the entropy (H) is defined, in the Von
Neumann sense, from the logarithmic sum of
eigenvalues of<[71> [1][4):

i=B

H=-"'[,P,logAP,)
i=l

(5)

where P; are the probabilities obtained from the
eigenvalues A; of <[71>with:

P, = ).,/~ ).,; (6)

If the entropy H is low then the system may be
considered as weakly depolarizing. If the entropy H is
high then the target is depolarizing. Further, as the
entropy H increases, the number of distinguishable
classes identifiable from polarimetric observations is
reduced. In the limit case, when H= 1, the polarization
information becomes zero and the target scattering is
truly a random noise process .
While the entropy is a useful scalar descriptor of the

randomness of the scattering problem, it is not a
unique function of the eigenvalue ratios. Hence,
another eigenvalue parameter defined as the
anisotropyA can be introduced with :

)., -A,
A= 2 3 (7)

A2 + A3
When A= 0 the second and third eigenvalues are equal.
The anisotropy may reach this value for a dominant
scattering mechanism, where the second and third
eigenvalues are close to zero. or for the case of a
random scattering type where the three eigenvalues are
equal.
In previous publications [I] a parameterisation of the
eigenvectors of the 3x3 coherency matrix [71 has been
introduced and under the form :

[
·5 · Jr!!.= cosa sinacosf3el sinasinf3elY (8)

A statistical model of the scatterer is considered which
is a 3 symbol Bernoulli process i.e. the target is
modeled as a sum of three [S] matrices, represented by
the columns of [UJ occuring with probabilities P; [I].
In this way, the mean parameters of the dominant
scattering mechanism are extracted from the 3x3
coherency matrix as a mean target vector !{o, such that:

!!.o=[cosg_ sing_cosf!.ej§. sing_sinf!./!... r (9)

where the best estimate of each parameter g !J. !2 and r
is easily evaluated as

g_ = P1a1 +P2a2 +P3a3 (10)
One of the most important property in Radar
Polarimetry concerns the roll invariance. The effect of
rotation around the radar line of sight [4] can be
generated as:

([T(B)]) = [u: ]([T])[u:r (11)

where [u:] is the unitary similarity rotation matrix.

According to the eigenvector-based decomposition
approach, the coherency matrix can be written in the
form of:

([r(a)]) = [u: Iu3][r\u3r[u: r~[u;][I\u;r
(12)



where [LJ is the same 3x3 diagonal matrix with

nonnegative real elements. [un = [.!:'.1 .!:'.2 .!:'.1] is
the new 3x3 unitary matrix of the SU(3) group, where
~1, !2, and Y3 are the new three unit orthogonal
eigenvectors.
Following the parameterisation of the 3x3 unitary
matrix [U'3], it can be seen that the three parameters
a1 a2 and a3 remain invariant, as the three
eigenvalues (.A1 .A2 .A3).
It follows that the mean parameter g, directly related
to the underlying average physical scattering
mechanism, and the two important scalar functions of
the eigenvalues, the entropy H and the anisotropy A,
are three roll-invariant parameters.
In previous publication [1], an unsupervised
classification scheme has been introduced, based on
the use of the two-dimensional H I g classification
plane, where all random scattering mechanisms can be
represented. The H I g classification plane is sub
divided into nine basic zones characteristic of classes
of different scattering behavior, in order to separate
the data into basic scattering mechanisms, as shown
on Fig. 2 Complete details of the physical scattering
characteristics of each of the nine zones can be found
in [1][3].

Sartace J ._I ....-..; ~ I I ZJ
Sadlwlng

0.1 0.2 0.3 0.4 ns 0.6 07 O.B 0.9 1-..
LawEntropy ModlumEntropy HighEntropy

Fig. 2 : Polsar data distribution in the two
dimensional HI g classification plane

Inherent of the spatial averaging, the entropy H may
increase, and the number of distinguishable classes
identifiable from polarimetric observations is reduced.
For example, the feasible region of the H I g
classification plane is rapidly shrinking for high
values of entropy (H=0.9), where g parameter reaches
the limit value of 60°.

A high entropy, H=0.9, may correspond to two limit
types of scattering process with associated eigenvalues
spectra given, for example, by: .A1=I, .A2=0.4, A.3=0.4
or by: .A1=/,~=/, A3=0.3.
To distinguish between these two different types of
scattering process, it is necessary to introduce the
anisotropy information, which takes the corresponding
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values A =O and A =0.54 for the two previous
examples.
In order to extend the classification scheme and to
improve the capability to distinguish different types of
scattering process, it is proposed to use some
combinations between entropy and anisotropy
information, as shown on Fig. 3 The .* operation
represents the element by element multiplication of
two matrices.

H I (1-H)I ·*
A

(I-A)

Fig. 3 : Combinations between entropy and arusotropy
images.

The examination of the different figures corresponding
to the different combinations between entropy and
anisotropy images leads to the following remarks :
1) - The (1-H)(J-A) image corresponds to the presence
of a single dominant scattering process (low entropy
and low anisotropy with .A2 z A,3 z 0 ).
2) - The H(J-A) image characterizes a random scat
tering process (high entropy and low anisotropy with
A2 ZA3 ZA1)
3) - The HA image relates the presence of two scat
tering mechanisms with the same probability (high
entropy and high anisotropy with A3 z 0).
4) - The (1-H)A image corresponds to the presence of
two scattering mechanisms with a dominant process
(low to medium entropy) and a second one with
medium probability (high anisotropy with .A3z 0).
These remarks are confirmed by the analysis of the
distribution of the San-Francisco bay POLSAR data in
the extended and complemented three-dimensional HI
A I g classification space, as shown on Fig. 4 This
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representation shows that it is possible to discriminate
new classes using the anisotropy value.

...•.•..,. .....,
Fig. 4 : Polsar data distribution in the three
dimensional HI A I g classification space

For example, it is now possible to notice that there
exists in the « Low Entropy Surface Scattering » area
(Z9) a second class associated with a high anisotropy
value and which corresponds to the presence of a
second physical mechanism which is not negligible.
Identical remarks can be made concerning the
«Medium Entropy Vegetation Scattering» area (ZS)
and the «Medium Entropy Multiple Scattering » area
(Z4). Due to the spread of the POLSAR data along the
anisotropy axis, it is now possible to improve the
capability to distinguish different types of scattering
process which have quite the same high entropy value:
- High entropy and low anisotropy correspond to
random scattering.
- High entropy and high anisotropy correspond to the
presence of two scattering mechanisms with the same
probability.

From the analysis of the different images shown on
Fig. 3. and from the distribution of the San-Francisco
bay POLSAR data in the HI A I g classification space
shown on Fig. 4, we can conclude that the anisotropy
has to be considered now as a key parameter in the
polarimetric analysis and/or inversion of POLSAR
data.
The information contained in these three roll-invariant
parameters extracted from the local estimate of the 3x3
hermitian coherency matrix <[T]>, corresponds to the
type of scattering process which occurs within the
pixel to be classified (combination of entropy H and
anisotropy A) and to the corresponding physical
scattering mechanism (gparameter).

THE COMBINED WISHART CLASSIFIER

A polarimetric radar measures the complete scattering
matrix [S) of a medium at a given incidence angle.
Polarimetric SAR data are frequently multi-look
processed for speckle reduction, or data compression.
The relative polarimetric information is thus contained
in the expected value of the coherency matrix <[T] >.

It has been shown in [2][3] that the averaged
coherency matrix <[T]> has a complex Wishart
distribution. The probability density function is given
by:

LLpl([T])IL-p e -Lrr([r.r([rl))
P(([T])![Tm])= ~ () ( )\[ ,11. (13)

tr 2 I' L ... I' L - p + 1 Tm-·
where L is the number of look and p the dimension of
the target vector /.i, with p=3 for the reciprocal case
(SHV=SVH) and r=! for the non-reciprocal case. [Tm]is
the feature coherency matrix of the mth class.
This supervised algorithm, is a maximum likelihood
classifier based on the complex Wishart distribution
for the polarimetric coherency matrix.
Each class is characterized by its own feature
coherency matrix [Tm] which is estimated using
training samples from the mth class : m,,,. According to
the Bayes maximum likelihood classification
procedure [2][3], an averaged coherency matrix <[T]>
is assigned to the class m,,,, if :
([T]) e[Tm] if dm(([T])) < dA([T])) VJ o1'm (14)

with:

dJ([T])) =Tr([ Tmr[T]) +In(\[ Tm]\) (15)

Usually, to implement the classification, the coherency
matrix [Tm]is estimated using pixels within different
selected areas of the mth class. and data is then
classified pixel by pixel. These different training sets
have to be selected in advance. For each pixeL
represented by the averaged coherency matrix <[T]>,
the distance dm ( ([ T])) is computed for each class, and

the class associated to the minimum distance is
assigned to the pixel. During the procedure, each
feature coherency matrix [Tm] is iteratively updated
from the initial estimate. This iterative procedure
based on a distance measure, similar to the k-mean
method [2][3], is simple and easy to apply. In addition,
this algorithm based on the Wishart distribution, uses
the full polarimetric information.

As mentioned in the previous part, the supervised
algorithm based on the complex Wishart distribution
needs different training sets to initialize the procedure.
These training sets, selected in advance, require from
the user an a priori knowledge of the different
significative Earth terrain components which can be
found in the POLSAR image.
Lee et al. [3] propose a combined unsupervised
classification that uses the polarimetric H / g
decomposition and the supervised Wishart classifier.
The polarimetric H I g decomposition is used to
initially classify the POLSAR image. This segmented
image is used, then, as training sets for the
initialization of the supervised Wishart classifier. The
cluster centers of the coherency matrices, [Tm], is
computed for each zone, with :



(16)

where Nm is the number of pixels in the a priori class
m,,. Each pixel in the whole image is then reclassified
by applying the distance measure procedure. The
reclassified image is then used to update the [Tm], and
the image is then again classified by applying the same
distance measure procedure. The classification
procedure stops when a termination criterion, defined
by the user, is met. The termination criterion we used
is the number of iterations, and is here equal to 4. In
this case, the ratio of pixels switching class with
respect to the total pixel number is smaller than 10%.
The fourth iteration result is shown on Fig. 5 and the
initial color coded distribution of the data in the two
dimensional HI g plane is shown on Fig. 6.

Fig. 5 : Classification result after 4 iterations

~ U U ~ M M U M U 1
Enl:mpy

Fig. 6 : Initial color coded distribution of the
data in the two-dimensional HI g plane.

The entire original unsupervised Wishart classification
procedure, proposed by J.S. Lee et al., and discussion
about the improvement in classification can be found
in [3].
The identification of the terrain type directly from the
analysis of the classified image may cause some
confusion, due to the color scheme [3]. Indeed, during
the classification, the cluster centers in the two-
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dimensional HI g plane can move out of their zones,
or several clusters may end in the same zone [3]. This
is due to the fact that the zone boundaries were set
somewhat arbitrarily as mentioned previously. A
typical example is given by the coastal ocean, the gulf
course or the polo field areas which are classified with
a color corresponding to a random process scattering
mechanism (zone Zl). It is thus necessary to study the
final HI g location of each class to identify the terrain
type and to interpret the scattering mechanisms.

THE PROPOSED NEW METHOD

In order to improve the capability to distinguish
between different classes whose cluster centers end in
the same zone, the combined Wishart classifier is
extended and complemented with the introduction of
the anisotropy (A) information.
The proposed method expands the number of class
from 8 to 16 by including the anisotropy. Each zone
(or class) in HI g plane is further divided into two
classes by its pixels' anisotropy values being greater
than 0.5 or less than 0.5. This procedure leads to the
definition of an « equivalent » projection of the three
dimensional HI A I g space in two complemented HI
gplanes, as shown on Fig. 7 of the San Francisco bay.
The color coding associated to the first 8 classes is
retained and 8 new colors are introduced.

From the analysis of these two complemented HI g
planes, it is thus possible to define four main areas in
the HI A plane (Al, A2, A3, and A4), each of them
gathering several zones (Z;), leading to the following
interpretation :
1) - Area I (Al) corresponds to the zones where occurs
one single scattering mechanism. This is equivalent to
the (1-H)(J-A) image.
2) - Area 2 (A2) corresponds to the zones where occurs
three scattering mechanisms. This is equivalent to the
H(J-A) image.
3) - Area 3 (A3) and Area 4 (A4) correspond to the
zones where occur two scattering mechanisms. These
are equivalent respectively to the (1-H)A and HA
images.

Among the different approaches tested, the best way to
introduce the anisotropy information in the
classification procedure consists in implementing two
successive combined Wishart classifiers. The first one
is identical to the previous one. Once the first
classification procedure has met its termination
criterion, the anisotropy comparison for all the pixels,
is then introduced, which leads to the definition of 16
new training sets used for the initialization of the
second Wishart classifier.
To compare with the previous procedure, we kept the
same termination criterion. The fourth iteration result
is shown on Fig. 8
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Al A2
Fig. 7a : Distribution of the San-Francisco bay
POLSAR data in the two-dimensional HI g

plane corresponding to A < ~2

A3 A4
Fig. 7b : Distribution of the San-Francisco bay
POLSAR data in the two-dimensional HI g

plane corresponding toA > ¥i.

Fig. 8 : Classification result after 4 iterations

Improvements in classification and details are
observed. Grass fields are much better defined, and
more details are shown both in city blocks and in
ocean. Some classes, indistinguishable in the
classification based on entropy (H) and alpha angle
(g) are now clearly visible with the introduction of the

anisotropy information. For example, it now possible
to clearly distinguish the coastal ocean, the gulf course
and the polo field from the vegetated and park areas. It
is also possible to discriminate different ocean areas,
belonging to the same surface type (same entropy H
and alpha angle) but differentiated with the associated
anisotropy information which is there significative of
the presence of several scattering mechanism types.
The analysis of the final cluster centers in the three
dimensional HI A I g_ classification space will provide
a more precise interpretation of the different classes of
terrain types.

CONCLUSION

We have proposed to extend and complement the
unsupervised combined Wishart classifier, originally
developed by J.S. Lee et al. with the introduction of
the polarimetric anisotropy (A) information.
The analysis of the final cluster centers in the HI A I g
classification space is useful for class identification of
the different scattering mechanisms which occur in the
classified SAR image. The introduction of the
anisotropy information improves the capability to
distinguish between different classes whose cluster
centers end in the same entropy (H) - alpha (g) zone.
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Abstract.
The purpose of this study is to build up a synoptic
representation of the polarimetric information, by
overlaying the output of the polarimetric analysis on a
'background' intensity image, only if it is expected to
hold a pertinent additional information relatively to the
intensity image. For this, we use an Hue-Saturation
Intensity representation of the image, Hue and
Saturation being controlled by the polarimetric analysis
outputs, in particular the average backscattering
mechanism a and the entropy H, derived from the
coherency matrix decomposition. Moreover, we
present some of the preliminary results regarding the
assessment of partial polarimetry architectures
capabilities, in comparison with.full polarimetry.

I. Introduction.
A full polarimetric measurement is defined by the
complex scattering matrix [s], which is constituted by
the complex pq scattering coefficients, where p (resp.
q) is the transmitting (resp. receiving) polarization ( l ).

In the monostatic case, in virtue of the reciprocity
theorem ir; = JVH ), the single-look polarimetric
information is fully defined by 3 intensity backscatter
coefficients (clHf{, cl m-, cl vv ), and two differential
phases (q:ivv - qJHH) and (q:iHv - qJHH).

Full polarimetry subsequently permits:

•To apply decomposition algorithms that provide
information about the dominant and average
backscattering mechanisms. In many cases, this
type of information is helpful for identification of
the targets under observation.

•To apply the principle of polarization synthesis,
which consists in deriving a target response for any
set of transmitting and receiving polarization. Using
this principle, a collection of images corresponding
to varying polarization states can be generated and
compared. The tuning of polarization is helpful in
maximizing/minimizing the sensitivity of the radar
measurement to bio-geophysical parameters of
interest. The investigation of polarization synthesis
capabilities is not further considered in the frame of
this study, but remains an open subject for future
studies.

The overall objective of this study is to compare full
polarimetry and partial polarimetry capabilities in the
context of space-borne studies. The approach consists
in primarily assessing the capabilities of full
polarimetry, and in further evaluating the deterioration
induced by a partial acquisition of the polarimetric
information. In this general context, this article is
dedicated to the visualization aspect of the polarimetric
information (be it full or partial), the purpose being to
propose a synoptic representation of it, based on a
merging of intensity and phase information.

!VH J . ] [ ra;:;;=exp [J.(/)1111. .
fvv ~a11v ·exp[;.(rpuv -rpHH)]

~aVH ·exp[j.(rpvH -rp1111)]J
~G"vv -exp [j.(rpvv -rpllH )]
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((t, +t;}'(t.;- t;/ )
( ( Jhh - f; )·(fhh - fw / )

2 . (!h>' . (.fhh - I;r)

I. Decomposition schemes based on full
polarimetry.

From the single-look complex polarimetric image (i.e.
each pixel characterized by the [sJ matrix), the spatial
averaging of the polarimetric information relies on the
second-order statistics of the backscattered field. For
this, the coherency matrix [ l] is defined (2) from the

- J [ . lTtarget vector kp=r: .r;,h+L; J,,h -f,,, 2·/,,,. :
v2

Equivalently, the target vector t, = [rhh .fif,., r;r
leads to the covariance matrix [cJ. The average
operator \-) represents a spatial averaging over
neighboring pixels, using a sliding window (in this
study, the window size is assigned to 7x7).

The principle underlying the polarimetric analysis is
the decomposition of the coherency matrix into
elementary mechanisms (i.e. single, double and volume
scattering). The coherency matrix being hermitian, it
can be diagonalized when expressed in the basis of its
eigenvectors.

II.I :The average scattering mechanism a :

If we denote k1 , t.,~ the eigenvectors of [T ],and
A.; its eigenvalues, it can be subsequently expressed as :

[r]=.-1)~)~t+}.,,.k2.k2H+~.k3.kt, suggesting that
the backscattering mechanism can be interpreted as the
incoherent sum of three elementary fully polarized
backscattering mechanisms. Cloude et al. propose to

parametrize k, as follows :

where a; , /3;, <5;, Y; along with A; represent a set of
five independent parameters characterizing the full
polarized backscattered field. The mean parameter a
(in the sense ofBemouilli) is defined by:

where P; are the normalized eigenvalues

(2)

a is included in the range [0, ;rr/2]. a,,,0 indicates
an average single scattering mechanism, a =o;rrI4 an
average dipole-like mechanism, and a,,, Jr I 2 an
average double-bounce mechanism. The information
content of other parameters is not considered here.
However, preliminary analyses have indicated a much
weaker information content than for a .

JL2. The entropy H:
3

It is defined by H =L-f';.log3 (P;). Let us consider
i=l

two extreme examples : For a target which does not
depolarize the impinging wave (e.g. a man-made point
target), two eigenvalues among three are null, and
consequently H=O. On the other hand, a truly random
target has degenerated eigenvalues (A.1 = A.2 = A3 ), and
H= I. H consequently appears to be an indicator of the
relative contributions of the polarized and depolarized
parts of the backscattered wave.

Weassume here that the complete polarimetric analysis
(i.e. the use of the phase information in complement to
intensity information) is useless when the entropy is
high. This assumption will be refined in future studies,
especially by introducing the concept of anisotropy
(related to the two lowest eigenvalues Ai and ~)
proposed by Pottier et al.[3] When H ~ 1, a goes to
an attractor value (around 66°) of doubtful
significance. Hence, it is aimless to locally use a in
this particular case. On the contrary, for low entropy
( H ~ 0), the backscattered wave is mainly polarized,
and the phase information is potentially significant.

III. Set-up of the synoptic representation of
the polarimetric information.

/IL 1. Traditional approach :

The visualization of the polarimetric information is
currently restricted to the display of intensity
backscatter coefficients (cr0hh,cr0bv,cr0vv), displayed on
the Red, Green and Blue channels of a color image.
Based on this choice, Fig. 1 displays a 5m resolution L
band airborne image (ONERAIRAMSES system)
acquired over an airport environment in France (Red is
cr011h,Green cr0hv, Blue cr0vv).The coloring of the image
indicates the complementarity between information
acquired under varying polarization conditions. This
type of representation has two main drawbacks :



1) The use of polarimetric information is only partial
(the phase is not considered).

2) Although we generally get a 'pretty' colored
image, its interpretation is not as obvious as it
would seem. In particular, the polarization state of
the backscattered wave (relatively to its degree of
polarization) does not appear.

Fig. l: L-band airborne image (ONERA/RAMSES
system) acquired over an airport environment, France.
(Resolution : Sm). Red : cr0hh s Green : cr0hv , Blue : cr0vv

As a complement to the intensity image, a collection of
polarimetric parameters (requiring the phase
information) can be mapped from the local estimation
of [T]. As an example, Fig. 2-a and 2-b display the
entropy map and the a map of the RAMSES image.
The runway indicates a low entropy (Fig.2-a), whereas
the surrounding clutter is generally characterized by an
higher entropy. The average backscattering mechanism
(Fig.2-b) of the runway is single scattering. Moreover,
we can locate on the a map black dots corresponding
to trihedrals locations.

The purpose of the next section is to merge the whole
polarimetric information into a single synoptic product
that can make its interpretation easier.
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Fig. 2-a: L-band Sm RAMSES image : Entropy map
(window 7x7).
Fig. 2-b: L-band Sm RAMSES image : Average
backscattering mechanism a (window 7x7).

III.2. Synoptic representation :

The main purpose of this section is to build up a
synoptic representation of the polarimetric information,
by overlaying the output of the polarimetric analysis on
a 'background' intensity image, only in the case where
the polarimetric analysis is expected to hold an
additional information relatively to the intensity image.
We assume that this is the case only when the local
polarimetric entropy is low. Under this assumption, the
polarimetric information is visualized using an Hue
Saturation-Intensity representation [Fig.3]

~ The Intensity channel can be fed either by an
incoherent or a coherent sum of the complex
backscattering coefficientsfHH.fvv.fHv·
1) The incoherent sum leads to the span operator:

[SPAN = ahhhh +2 ·ahvhv +avvvv

where : a uu = I fu I 2
The span operator not being optimal for speckle
minimization, an alternate method is to use the
Polarimetric Whitening Filter (PWF) introduced
by [Burl et al., 1990]. The speckle reduction
becomes optimal thanks to the coherent aspect of
the summation. Using the covariance matrix

2)
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formalism, the intensity estimated with the NVF is
given by:

I WF

with:

Fu!i.onof f HI , f H.·· , fw
SPAN or Whitelingfilter
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Fig. 3 :Hue-Saturation-Intensity color system

'Y The Saturation channel gives a measure of the
degree to which a pure color is diluted by white
light. A locally large saturation produces a
coloring effect of the image. At the other end, a
low saturation filters out the color component of
the image and restricts the visualization to the
black-and-white intensity image. In our
representation, the saturation is controlled by
(l - H) . For a high value of H, the local
representation of the polarimetric information is
limited to the intensity channel. For a low value
of H, the image is locally colored. In that case, the
Hue is subsequently used to define the color
value.

Y Finally, the Hue channel is the local color attribute
of the image. It will be all the more visible that
the level of saturation increases. The Hue is
controlled by a .

Remark : An alternative representation would be to
substitute the degree of polarization of the wave to H,
and the average phase difference between HH and VV
signals (¢hi, - ¢vv) to a .

•
Hue color

table

Fig. 4 : Hue-Saturation-Intensity representation of the
L-band 5m RAMSES image.

Fig.4 displays the Hue-Saturation-Intensity
representation of the L band RAMSES image. We
mainly observe a background speckle-reduced intensity
image over which colored areas (preserving the
polarized structure of the backscattered wave) have
been overlaid. The runway shows up in red
(domination of a well-polarized single scattering
effect). A break is observed on the right of its oblique
part, which cannot be seen on the intensity image (see
the comparison between Fig.I and Fig.4). The greenish
agricultural areas characterize structured vegetation.
Finally, blue dots and lines indicate double-bounce
polarized effects, presumably due to the presence of
buildings parallel to the SAR trajectory. Moreover, the
HSI representation highlights a range effect. The near
range area (left part of the image) indicates a
predominant polarized effect. Depolarizing effects
naturally increase as the incidence increases. Fig. 5
displays a zoom of a 1.5 m resolution X-band image
acquired by the RAMSES system over the same area.



In comparison with the previous case, two main
features have changed : the frequency increased from L
to X-band (expected enhancement of the depolarization
effect), and the resolution moved from 5 m to 1.5 m
(expected enhancement of the polarized part of the
backscattered wave). The overall result indicates a
'cleaner' image over which the deterministic targets
can be better localized. This is the case regarding a set
of comer reflectors that were deployed along the
runway, the red dots corresponding to trihedral and the
blue ones to dihedrals comer reflectors.

The purpose of the next section is to investigate the
potentialities of partial polarimetric architectures
regarding the visualization aspect of the information.

oo
Hue colo

table

90°

I

Fig. 5: Detail of the Hue-Saturation-Intensity
representation oftheXband l.5m RAMSES image.
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90°

I

Hue color
table

Fig. 6 : Hue-Saturation-Intensity representation of the
L band 5m image in the case of a partial polarimetry
acquisition (type 1).

IV. Partial polarimetry architectures :
The purpose of this section is to present some of the
preliminary results regarding the assessment of partial
polarimetry architectures that can preserve a correct
level of information. Beyond the multi-polarisation
case, that consist in acquiring incoherently multi
amplitude data: a0hh· a0hvs a0"' such as the coming
ASAR/ENVISAT in the dual-pol mode, two types of
architectures were investigated :

1) The measurement is restricted to a coherent co
polarized information that allows to relax the
power budget (no cross-polarization
measurement) : a0hh- a0vve and of the degree
coherence between HH and VVpolarization

- (.ii·!.*)p - hh n'

( ,f,,h ·r: ).(I....I..) are available.
vv \IV
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2) Only one transmission channel is available (e.g.H).
The measurement is made of cr0h1,,cr0h" and

Until now, using the L-band 5m resolution image, the
architecture of Type l led to the best results in terms of
visualization. Fig. 6 displays the Hue-Saturation
Intensity representation of the L band 5m image when
the Intensity is chosen to be I51~4,v = <Ihhltlt +<I •.,,,.v ,
the Saturation is controlled by I p j , and the Hue by

I (<p1•1 - <p 1111) I · When I p I is high the phase
distribution is narrowed around its mean value. In this
case, the phase difference magnitude (ranging between
0 for single scattering to Jr for double-bounce
scattering) controls the Hue. Quantitatively, the
comparison between Fig.4 and Fig.6 indicates similar
results. The question of how much information is lost
when the polarimetric acquisition is only partial
remains open.

V. Conclusion.
The investigation and the use of full polarimetry
capabilities look today to be confined to a restricted
communauty of people. Several possible reasons can
be put forward : 1) The current operational spacebome
SAR systems (ERS, RADARSAT) are single
polarized. 2) The mathematical developments
underlying a polarimetric analysis appear often to be
complicated for people who are not familiar with them.
In particular, it is difficult to have an overall idea of the
polarimetric measurement considered as a whole
(intensity + phase). For this reason, we proposed
(almost for educational purposes ... ) the synoptic
representation of the polarimetric information (be it full
or partial). 3) The quantitative improvement offered by
polarimetry in comparison with partial polarimetry
architectures, and the way these performances are
corrupted by a partial acquisition of the polarimetric
information (for a collection of applications) have not
been extensively assessed, especially in the context of
medium-resolution (~ I 0-20 m), medium-frequency (C
band) systems.

The last reason is certainly the most important one. In
the context of airborne campaigns, polarimetric
systems have been proven to be worthwhile. It is all the
more true as the frequency (P or L band) and the
resolutions (<5rn) are low. The merging of
polarimetric and interferometric technique is also a
promising area of investigation. In the space-borne
case however, the implementation of full polarimetry
can be critical for several reasons. In the context of
low-cost spacebome SAR studies, it will be important
to quantify in the future the increase in value offered by

polarimetry, and to consider the trade-off between
polarimetry and resolution for given swath, data
storage volume, and telemetry capabilities. In that
context, as suggested by Professor W.M. Boemer
during last CEOS SAR workshop, the comparison of
multi-amplitute versus fully polarimetric (well
calibrated scattering matrix) SAR image information is
a subject of most importance.
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Abstract - - In this paper, the application of
polarimetric interferometry to remote sensing and
measurement of vegetation structure is further exam
ined. In the first part, we investigate the influence
of polarisation on the interferometric coherence. We
analyse multibaseline fully-polarimetric interferomet
ric L-band data and use a coherent scattering model
for vegetation cover for the interpretation of the
data. In the second part, we propose an inversion
algorithm which allows the estimation of vegetation
height and extinction using single baseline polarimet
ric interferometric data. Further, we investigate the
physical interpretation of optimum coherencepolarisa
tions and their significancefor the inversion algorithm.

INTRODUCTION

SAR polarimetry is a well established technique,
which allows the identification and separation of
scattering mechanisms of natural media employing
differences in the polarisation signature for purposes
of classification and parameter estimation. In SAR
interferometry the height of a scatterer is determined
through the phase difference in images acquired
from spatially separated locations. In polarimetric
interferometry both techniques are used to provide
combined sensitivity to the vertical distribution of
scattering mechanisms. Hence it becomes possible to
investigate the 3-D structure of vegetation cover using
only a single frequency polarimetric radar sensor
[1),[2],[3).

The development of an inversion algorithm for the
estimation of forest parameters from polarimetric
interferometric SAR data requires the understanding
of the influence of polarisation on the interferometric
observables over forested areas. Up to now, this
understanding was limited because of the lack of fully
polarimetric interferometric data sets. In the follow
ing, based on a simple coherent scattering model,
we analyse for the first time available multibaseline
fully-polarimetric interferometric SAR and investigate

the influence of polarisation on the interferometric
phase and coherence.

POLARIMETRIC INTERFEROMETRY

A monostatic, fully-polarimetric interferometric sys
tem measures for each resolution element in the scene,
from two slightly different look angles, two scattering
matrices, [s,)and [82). Assuming reciprocal scatter
ing, the three-dimensional Pauli-scattering vectors ki
and k2 are given by (4]

- 1 Tki = y'2[ 8iHH + Sivv' SiHH - Sivv' 2S1Hv) (1)

- 1 T
k2 = y'2[ S2HH+ sc.; 82HH - S2vv' 2S2Hv] (2)

The complete information measured by the SAR sys
tem can be represented in form of three 3 x 3 complex
block matrices [Tu ], [T22 ], and [012 ] formed using
the outer products of k1 and k2

[ Tu ] and [T22] are the conventional hermitian co
herency matrices (4],which describe the polarimetric
properties for each image separately, while [ 012 ] is
a new 3 x 3 non-hermitian complex matrix which
contains polarimetric and interferometric information.

Introducing two unitary complex vectors wi and W2,
which may be interpreted as generalised scattering
mechanisms, we are able to generate two complex s
calars images ii and i2 as the projections of the scat
tering vectors ki and k2 onto the vectors w1 and w2,
respectively

. -t k-i1 = W1· 1 (4)

The interferogram related to the scattering mecha
nisms described by wi and w2 is given by

iii;= (wit·k1)(ur2t·k2) t = uritl012 lw2 (5)

Proceeaings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000
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and the corresponding interferometric phase followsas

Finally, using Eqs.(4-5) we derive the generalised vec
torial expression for the interferometric coherence [1]

with 0 < I ~1. For example, the S1HHS2HH inter
ferogram may be considered to be formed according
Eqs.(4-5) by using e, = w2 = [ 1/../2, 1/../2, 0 JT,
the S1Hv S2Hv interferogram by using W1 = w2 =
( 0, 0, 1f, and the S1vv S2vv interferogram by using
w1 =w2 = [1/../2,-1/../2,0jT.

SCATTERING MODEL

For the extraction of physical parameters from inter
ferometric data a coherent model of the scattering pro
cess which relates the measurables to the desired pa
rameters is required [5],[6]. In the case of vegetation
at L-band an appropriate model has to consider both,
vegetation and ground scattering. In a simple way
the vegetation layer can be modelled as a volumewith
randomly oriented particles of unknown thickness hv
with scattering amplitude rnv , as shown schematically
in Fig.1. The volume is located over a ground posi
tioned at z = z0 with scattering amplitude ma. The
ground is seen through the vegetation layer employing
a radar interferometer operating at wavelength A. with
physical baseline B under a mean incident angle Bo at
range R. In this case, the range spectral filtered com
plex interferometric coherence, (expressing amplitude
and interferometric phase), i may by written as [6],[7]

_ (",i,)iv+m/ = exp i'+'o ---
1+m

where ¢0 = (47r/ A.)Ro is the phase related to the
ground topography and m the effective ground-to
volume amplitude ratio

me ( 2CTz1 )m=--exp ---
mv cosBo

iv denotes the complex coherence for the volume
alone, which depends on the extinction coefficient CT

for the random volume, and it's height hv as

{

hfv ( 2CTZ1 ) exp (iKzz') dz'
I = exp cosBo (10)I o

iv = - hv ( 2CTz' ) dz'
Io Io = f exp cosBo

0

z z=z+hv

y
(7)

z=z
R

Figure 1: Schematic representation of scattering model.

The extinction coefficientCT corresponds to a mean ex
tinction value for the vegetation layer, and is a func
tion of the density of scatterers in the volumeand their
dielectric constant. Kz is the effective vertical inter
ferometric wavenumber after range spectral filtering,
whichdepends on the imaging geometry and the radar
wavelength

r;,BcosBo
Kz = RsinBo (11)

According to Eq.(8), the effective scattering center is
located above the ground at a height which depends
on the ground-to-volume amplitude ratio m as well as
the attenuation length of the vegetation layer.

(8)

Eqs.(8-11) address the coherent random volume over
a ground scattering problem as a four parameter
problem regarding: 1) the volume thickness hv (in
meters), 2) the volume extinction coefficient CT (in
dB/m), 3) the effective ground-to-volume amplitude
ratio m, and, 4) the phase of the underlying topog
raphy ¢0. Thus, it cannot be resolved using a single
interferometric observation, which provides only two
independent measurables, namely the interferometric
phase and coherence, in form of the complex coherence
coefficienti.

(9)

Fig. 2 showsthe dependency of the interferometric co
herence of the volume liv Ion the extinction coefficient
CT and the height hv according to Eq.(10), for the case
of an L-band interferometric system (.A = 0.24m) oper
ating at a height of 3220mwith a baseline ofB = 25m
and incident angle Bo = 30°. It demonstrates clear
ly the height/extinction ambiguity in the evaluation
of the interferometric coherence: high vegetation with
a high extinction coefficientmay be characterised by
the same coherence as a lower vegetation with a lower
extinction coefficient [8],[5].

In contrast to the volume scatterer, where the phase
centers of the volume particles are distributed over



Figure 2: J.:YJ as a function of hv and a.

Figure 3: J.:YJ as a function of hv and m for a=0.02dB/m.

the height hv, the ground is characterised by a fixed
scattering phase center. Therefore it has a strong
effect on the interferometric coherence even if its
scattering amplitude is relatively small compared to
the scattering amplitude of the volume. Figs. 3 and 4
demonstrate the influence of the ground scattering on
the interferometric coherence Iii in terms of Eq(8):
Fig.3 shows the variation of Iii as a function of the
ground-to-volume amplitude ratio m and the height
hv for a fixed extinction a=0.02dB/m, while Fig.4
shows the variation of Iii as a function of m and
a for a fixed height hv=20m. In both cases the
same imaging geometry as for Fig.2. is used. As the
ground component increases from zero, it increases
the effectiveheight distribution of the scatterers and
the interferometric coherence reduces. However, as
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Figure 4: J.:YJ as a function of a and m for hv==20m.

the ground component becomes on the order of the
volume scattering component the interferometric co
herence increases with increasing ground component
in consequenceof the presence of a localised scattering
center. As one can see in Figs. 3 and 4, the influence
of the ground is especially critical for 10-1 < m < 1
where an increase of m of the order of few percent
can occasionally (depending on the actual hv and o
values) increase or decrease considerable the interfer
ometric coherence, leading to a biased estimation of
hv and a. Therefore, the accurate estimation of the
ground-to-volume amplitude ratio is a key element in
the inversion of hv and o from interferometric data
especially at frequenciesor polarisations characterised
by a low ground-to-volume amplitude ratio.

EFFECTS OF POLARISATION

In this section, we examine the influence of po
larisation on the interferometric coherence .:Y and
investigate the potential of the random volume over
a ground scattering model for the interpretation of
polarimetric interferometric data. For this we use
fully polarimetric repeat-pass interferometric data
L-band of the Oberpfaffenhofen test site, acquired
by DLR's airborne experimental SAR system in the
frame of a multi-baseline experiment in May 1998.

First we consider the case of an isolated random
volume. Random volumes are characterised by a
diagonal coherency matrix, where the diagonal terms
depend only on the shape and dielectric constant
of the particles in the volume [9]. Furthermore,
propagation through a random volume is polarisation
independent. Therefore, polarisation has no influence
on the interferometric coherence .:Y apart from the
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amount of backscattered intensity. Assuming a suffi
cient high backscattered signal, all polarisations lead
to interferograms with the same coherence given by
iv. In this special case the interferometric coherence,
for a given hv and a, depends only on the vertical
wavenumber "-z. Polarimetric interferometry does not
provide any additional information over single channel
interferometry and single polarisation multibaseline
approaches may be used for the estimation of hv and
a utilising its dependency on "-z (5],(6].

The situation changes dramatically with the introduc
tion of the ground in the scattering scenario. The fact
that the ground has a strongly polarisation dependent
behaviour combined with the gained cognition that
even small ground scattering contributions affect
significantly the interferometric coherence make
polarimetric interferometry a challenge.

The scattering model as given in Eqs.(8-10) can be
used straightforwardly for the qualitative interpreta
tion of the data. The only note of caution is required
on the constitution of the assumptions about the
ground scattering process. In conventional polari
metric vegetation modelling the ground is usually
assumed as a single component non-depolarising
scattering process. In interferometric modelling the
sensitivity of the interferometric coherence to any
ground component constrains the consideration of a
multi-component depolarising ground. The different
ground scattering contributions in the different polar
isations forces the interferometric coherence to be a
function of polarisation.

The influence of polarisation on the interferometric
coherence is demonstrated in Fig.5 where the coher
ence maps of interferograms formed using different
polarisations for two baselines B =15m, and B =25m
are shown. The scaling from white to black corre
sponds to the coherence range from 1 to 0. The high
coherence (Iii ~ 1) of a zero baseline interferogram,
formed using one image acquired at the begin and one
at the end of the experiment, allows us to neglect the
effect of temporal decorrelation in the interpretation
of the data [10]. According to the considerations
above, the polarisation dependency of the coherence
values over the forested areas validates the presence
of ground scattering. Further, the appearance of
three discriminated coherence values, indicates d
ifferent ground-to-volume amplitude ratios in the
different polarisations. This confirm the hypothesis
of a multi-component ground scattering process. To
illustrate the amount of volume scattering component
the difference between the coherence values for the
two baselines, tl."f = 'YB1 - "(B2 is shown in Fig.5. As

the coherence of the ground scattering is independent
of baseline because of the fixed scattering center, any
baseline variation of the observed coherence is induced
by a volume scattering component. One can see that
not only the SHv channel but also the SHH and Svv
channels are affected by significant volume scattering
contributions. The existence of volume scattering
in all three orthogonal polarisations confirms the
assumption of a random volume.

The only alternative scenario, apart from a random
volume over a depolarising ground, which leads to
three different coherence values in the three or
thogonal polarisations is the presence of orientation
effects in the volume (11],(7]. Because of the vertical
orientation of the trees, the eigenpolarisations of the
oriented volume are expected to be given by the SHH

and Svv polarisations. In this case the SivvSivv in
terferogram will have the highest coherence, while the
S1HHSiHH interferogram will have a lower coherence
than the S1Hvs;,HV interferogram in consequence
of a larger volume component. The fact that the
S1HHSiHH interferogram shows a higher coherence
and has a smaller volume component than the
S1HvSiHv interferogram denies volume orientation
effects in the interpretation of this data.

CONCLUSIONS

In the first part of this two-part paper a qualitative
analysis of polarisation effects on the interferometric
coherence based on multibaseline polarimetric inter
ferometric SAR data and a two stage scattering model
for vegetation was performed.

One of the central conclusions is the fundamental
importance of the ground scattering: on the one hand,
any ground scattering component affects strongly the
interferometric coherence. This makes the parameter
inversion from interferometric observables not possi
ble without an accurate estimation of the amount of
ground scattering. On the other hand, the appearance
of the ground forces the interferometric coherence
to be polarisation dependent. As polarimetry can
be used, directly or indirectly, for the estimation
of the ground scattering component, polarimetric
interferometry becomes a potential technique for
vegetation parameter estimation.

The analysis of the experimental data indicates the
presence of a multi-component depolarising ground.
This, combined with a random vegetation layer,
leads to a second important conclusion: there is
no polarisation without both volume and ground
scattering contribution. Therefore, a straightforward



estimation of forest height in terms of the phase
difference of scattering centers at different polarisa
tions is in general not possible. A more sophisticated
inversion technique, which has to take into account
the interferometric phase as wellas the interferometric
coherence at different polarisations is necessary for
the extraction of vegetation height and extinction
from fully polarimetric interferometric SAR data.

Finally, the random volume over ground scattering
model, despite its simplicity, seems to have enough
physical structure for the interpretation of the ex
perimental data sets in L-band. This is important
because allows, as will be demonstrated in the
second part of this paper, the inversion of vegeta
tion parameters from single baseline polarimetric
interferometric data. A more extended vegetation
scattering model would introduce additional pa
rameters which can no longer be estimated without
the need for a priori information or other assumptions.
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Figure 5: First Line: SHH> SHv> and, Svv images. Second Line: S1HHSiHH' S1HvS2Hv' and SivvS2vv coherence
maps for B=15m. Third Line: S1HHS2HH' S1HvS2Hv' and SivvS2vv coherence maps for B=25m. Fourth Line:
Baseline induced coherence differences in HH, HV and VV polarisations.
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Abstract - - In this two part paper, the application
of polarimetric interferometry to remote sensing and
measurement of vegetation structure is further exam
ined. In the second part here, we propose an inversion
algorithm which allows the estimation of vegetation
height and extinction using single baseline polarimet
ric interferometric data. Further, we investigate the
physical interpretation ofoptimum coherencepolarisa
tions and their significancefor the inversion algorithm.

INTRODUCTION

Polarimetric SAR interferometry is a new technique
which combines polarimetric and interferometric
information for the evaluation of the 3-D structure of
scattering processes (1]. In (I] we have demonstrated
this potential using the phase difference between
interferograms formed using optimal polarisations to
resolvethe location of the effectivescattering center of
different vegetation scattering mechanisms. However,
as shown in the first part, in the case of a random
vegetation layer over a rough depolarising surface,
all polarisations are affected by both volume and
ground scattering. Hence, the estimation of forest
height in terms of the phase difference of scattering
centers at different polarisations is, in general, not
possible. In the following,we propose a new inversion
algorithm which utilises both, interferometric phase
and coherence and allows the extraction of vegetation
parameters from single baseline fully polarimetric
interferometric data.

INVERSION ALGORITHM

As discussed in the first part, the coherent random
volume over a ground scattering scenario can be
addressed for a single polarisation in terms of four
parameters: the volume thickness hv, the volume ex
tinction coefficient a, the effective ground-to-volume
amplitude ratio m, and the phase ¢0 related to the
underlying topography. Therefore, single polarisation
single baseline interferometry which provides only two
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interferometric observables (the interferometric phase
and coherence) is not able to resolve the problem. The
use of an additional polarisation channel increases
the number of observables by two, but at the same
time, as the ground scattering is present in different
amounts in all polarisations, introduces one additional
unknown parameter: the ground-to-volume amplitude
ratio of the new polarisation. Consequently, for
the inversion of the random volume over a ground
scattering scenario at least three polarisations, and
therefore, fully polarimetric interferometric data are
required.

With 1'1, ,.:Y2, and, ,.:Y3 defined to be three complex co
herence values at different polarisations the inversion
algorithm can by formulated as

hv
exp (i¢o)

a
m1
m2
m3

=[Mr' D:J (1)

where the operator [M ] represents the physical scat
tering model, as given in Eqs.(8-11) in the first part,
which relates the measurables to the physical param
eters of the scattering process [2]. As the unknown
parameters are coupled, Eq.(1) becomes a non-linear
parameter optimisation problem

(2)

hv
exp (i¢o)

o
m1
m2
m3

I)
11···11 indicates the Euclidean vector norm. Note that
it is important to estimate the underlying topographic
phase in the complex domain in order to preserve
the phase variations over more than one 271"cycle
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Figure 1: 8171/8hv as a function of the effectiveground
to-volume amplitude ratio m.

10e+2

as is the case in the presence of topography and/or
uncompensated range variation.

The performance of the inversion algorithm depends
on the choice of the three polarisations used corre
sponding to i'1, i'2, and, i'3. On the other hand,
the availability of the complete scattering matrix
allows the formation of interferograms in all possible
polarisation combinations [I]. To achieve a high
estimation accuracy, sensitivity of the coherences
i'1, i'2, and, i'3 to all six parameters is required [2].
However, sensitivity is not the central criterion for
accurate parameter estimation. The key point is
the conditioning of the inversion problem. It can
be expressed in terms of the independence of the
derivatives of the observables with respect to the
parameters. In other words, the more different the
influence of the variation of one parameter on the
measurables becomes, the higher is the estimation
accuracy. In the limit where the variation of one
parameter affects only one measurable, the parameter
can be estimated directly.

Fig. 1 shows the coherence sensitivity with respect
to height hv (i.e., 81i'l/8hv) as a function of the
effective ground-to-volume amplitude ratio m for
different heights h. It shows that as the difference
between ground-to-volume ratios in two polarisation
states increases, the difference of their coherence
sensitivity to height variations increases. Analogously,
Fig. 2 shows the coherence sensitivity with respect
to the extinction a (i.e., 81i'l/8a) as a function of
the effective ground-to-volume amplitude ratio m.
Also here, the difference in the coherence sensitivity
to extinction variations increases with increasing
difference in m. Consequently, the conditioning
of the inversion problem depends directly on the
difference of the ground-to-volume ratios of the used
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Figure 2: 8171/8u as a function of the effective ground
to-volume amplitude ratio m.

10e+2

polarisations. The use of polarisations with very
different ground contributions improves therefore the
estimation accuracy, while the use of polarisations
with similar ground contributions leads to a poor pa
rameter estimation. We will show that the coherence
optimisation algorithm proposed in [1J presents the
best possible condition.

Finally, as the proposed inversion algorithm uses
the interferometric phase information of the indi
vidual polarisations, its performance is sensitive
to the phase noise of the interferograms. Thus in
general, polarisations with a high interferometric
coherence are preferred. However, a loss in co
herence can be compensated by spatial averaging
taking into account the reduction of spatial resolution.

POLARIMETRIC COHERENCE OPTIMISATION

The presence of multiple ground scattering compo
nents forces the interferometric coherence to be a func
tion of polarisation. The evaluation of the polarisation
states which provide the highest possible interferomet
ric coherence leads to two 3 x 3 complex eigenvalue
problems with common eigenvalues llj [1]

[ T22r[!112 ] t [Tu r1 [ 012 ]w2 = 11jw2; (3)

[ T11rl[!112][ T22r'[!112] tW1 = lljWl; (4)

Eqs.(3-4) yield three pairs (one for each image) of
eigenvectors {w1;, W2;}, with j = 1,2, 3, representing
the optimum scattering mechanisms. The projection
of the scattering vectors k1 and k2 onto w1 . and w2

) )

leads to the two optimised scalar complex images i1;
and i2;, which are used for the interferogram formation

(5)



The three real eigenvalues llj of Eq.(1-2) are related to
the corresponding coherence values as

/1 = y'vl, /2 = .fi/2, and /3 = VV3 (8)

To avoid any confusion, in the followingwe distinguish
between the conventional coherence value I and the
complex coherence value i = /exp i</> which includes
additionally the interferometric phase.

In the extreme case of no ground contribution, m1, m2
and m3 H 0 and the interferometric coherence be
comesindependent of polarisation. In this case, the co
herence optimisation algorithm performs a pure signal
to-noise optimisation. All optimum polarisations have
the same scattering center, which location depends on
the volume height and extinction, and assuming a suf
ficiently high signal-to-noise ratio equal coherence val
ues

11 = 12 = r3 = liv I < 1

iv denotes the coherence for the isolated' volume.
At the other extreme, where only ground scattering
occurs, m1, m2 and m3Hoo and r H1 independent
of polarisation (irrespective of polarimetric signal-to
noise effects) and baseline. The scattering center for
all polarisations is located on the ground. In general,
the situation will be between these two extremes.

In a simplified interpretation, for the case of a random
vegetation layer over a multi-component ground scat
terer, the coherence optimisation algorithm is trying
to select the ground which gives the inherently high
est coherence. But, in the case of a random volume
of non-spherical particles it is not possible to remove
totally the coherence reducing volume contribution.
In order to maximise the interferometric coherence,
the algorithm compromises between maximising the
ground return and minimising the volume contribu
tion. Thus, it identifies as optimal the polarisation in
which the effective ground-to-volume amplitude ratio
m is maximised. The second optimum coherence val
ue corresponds to a ground-to-volume amplitude max
imisation performed in a two-dimensional subspace or
thogonal to the first solution. Finally the third opti
mum coherence value represents the maximisation of
m in the one dimensional subspace orthogonal to the
first and second solutions. In the case of two orthogo
nal ground scattering components, (for example direct
surface scattering and dihedral ground-trunk interac
tion) this third optimum coherence value equals the
volume coherence iv, since the ground components
lie in the orthogonal subspace defined by the first two
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(6)
(7)

solutions. However, in the presence of a three compo
nent ground, even the third optimum coherence value
is affected by a ground scattering component which
has to be accounted for. Thus, the optimisation algo
rithm determines three different coherence values cor
responding to different ground to volume amplitude
ratios m1 > m2 > m3

1> /1 > /2 > /3 (10)

with

(9)

_ ,iv +m1 I _ , iv +m21 _ ,iv +m3111 - 1+m1 ' 12 - 1+m2 ' 13 - 1+m3
(11)

where iv denotes the complex coherence for the
volume alone. The location of the effective scatter
ing center for each optimum scattering mechanism
depends on the corresponding ground-to-volume
amplitudes and the attenuation length in the volume.
The residual volume component forces all three
coherence values to be baseline dependent to a degree
dependent on the amount of the individual ground
component.

We obtain the complex coherence values using the
square roots of the real eigenvalues of Eqs.(1-2) and
the phase of the interferogram formed using the pro
jections of the optimum scattering mechanisms onto
the corresponding scattering vectors

i1 =Fi exp ( - iarg{(w/1 ·k1)(krw21)}) (12)

i2 = y'vl exp ( - iarg{(w1t2 ·k1)(k}-w22)}) (13)

i3 = y'v1 exp ( - i arg {(w1t3·k1)(f2t·w23)}) (14)

Fig.3 shows the S1HHS:;,HH' S1HvS2Hv' S1vvS2vv
coherence maps in comparison to the three optimum
coherence images for a baseline of B =25m. The
scaling from white to black corresponds to the coher
ence range from 1 to 0. The first optimum coherence
is significantly higher than S1vvS2vv indicating a
higher ground scattering component. On the other
hand, the S1Hv s:;,HV coherence is higher than the
third optimum coherence indicating the presence of a
cross-polarising ground component. This underlines
the assumption of a three-component ground. As
expected, the optimum coherence values becomes 1
on the fields but drops down in the forested areas,
because of the residual volume component.

EXPERIMENTAL RESULTS

In the sense of parameter inversion, the coherence
optimisation algorithm as it is trying either to identify
the ground (forcing as much as possible m H oo),
or to isolate the volume (forcing m H 0), may
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be interpreted as a data adaptive pre-conditioning
procedure for the inversion problem. The optimum
polarisations are characterised by the widest possible
ground-to-volume amplitude ratio spectrum, and
therefore lead to the best possible conditioning of
the inversion problem. Fig 4. shows the estimated
ground-to-volume amplitude ratios for the Svv,SHH,
and SHv in comparison to those of the optimal polar
isations, and demonstrates in a direct way two central
points of this paper: the ground scattering is present
in all polarisations, and the optimum polarisations
represent the maximum possible decomposition of vol
ume and ground scattering. In the ideal case of three
orthogonal scattering mechanisms, (twoon the ground
and one in the vegetation layer), m1 = m2 = oo while
m3 = 0. The volume scattering is orthogonal to the
ground scattering, and the inversion problem becomes
decoupled. The observables then are directly related
to single parameters: The interferometric phase of the
first and second optimum polarisations represents the
ground topography while that of the third one the ef
fective vegetation height. Thus, in this case the phase
difference between the corresponding interferograms
leads directly to the effective vegetation height, as
stated in (1]. The proposed algorithm represents an
important generalisation of this result.

Fig. 5 shows the extracted forest height and mean
vegetation extinction values corresponding to the
marked profile, and Fig. 6 shows a 3D perspective
view of the estimated forest height. The mean heights
are of the order of 20-25m and the mean extinction
is about 0.02dB/m in the forested areas. The height
variation over homogeneousforest areas and over clear
fields is about l-3m. The lack of accurate ground data
makes a large scale validation problematic. However,
the vegetation height results are in accordance with
the limited ground data available, and with the
results obtained in the frame of a tomographic SAR
experiment (3]. Further, the inversion of the second
baseline (B = 15m) leads to similar results (less than
2m standard variation between the two independent
estimations) and verifying the efficiencyof the pro
posed algorithm in terms of a second independent
observation.

One of the advantages of the proposed inversion is
that, as the case of surface scattering is included in the
model as a limiting case, there is no need in general
for pre-processing the data for the identification of
the forested areas. The inversion algorithm is flexible
enough to handle transitions from forested to open
terrain. The only case where special attention must
be given, is the case of smooth surface scatterers with
low backscatter intensity. Because of signal noise

induced decorrelation, these fields show a similar
coherence behaviour 1 > /l > > 12~ /3 as sparse or
low altitude forest areas (see Fig.3).

CONCLUSIONS

In this second part of a two part paper, we demon
strate that the random volume over a ground
scattering problem can by solved with single baseline
polarimetric interferometry without any a priori
information. Because in general the forest param
eters cannot be decoupled, the proposed inversion
algorithm uses the interferometric coherence and
phase information in three polarisations to estimate
forest height, average forest extinction coefficient
and underlying topography. Therefore fully polari
metric interferometric data are needed. Single or
even dual polarisation single baseline interferometric
data does not provide sufficient observables for the
solution of the inversion problem, and thus cannot be
used for parameter estimation without assumptions
about the scattering process or additional information.

Further, wehave evaluated the physical interpretation
of the coherence optimisation for the case of random
volumeover a depolarising ground scattering scenario.
Based on this, we propose the use of the optimum
polarisations for the solution of the inversionproblem.
The advantage of using the coherence optimisation
lies in the fact that it provides a data adaptive choice
of independent polarisations which leads to the best
possible conditioning of the problem. In this way
the highest parameter estimation accuracy can be
achieved.
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Figure 3: Top:S1HHS2HH' SiHvS2Hv' and SivvS2vv coherencemaps. Bottom: Optimum coherencemaps.

Figure 4: Estimated effectiveground to volume amplitude ratio. Top: For SHH, SHv and Svv. Bottom: For the
optimum polarisation states.
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Figure 5: Estimated forest height and extinction coefficientcorresponding to the marked profile.

Figure 6: 3Dperspective view of the test site.
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The Shuttle Radar Topography Mission
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Abstract- The Shuttle Radar Topography Mission
(SRTM), is a cooperative project between NASA and
the National Imagery and Mapping Agency. The
mission is designed to use a single-pass radar
interferometer to produce a digital elevation model of
the Earth's land surface between about 60 degrees north
and south latitude. The DEM will have 30 m pixel
spacing and about 15 m vertical errors. A rectified C
hand radar image mosaic is also planned to be
produced.

SRTM will use the same radar instrument that
comprised the Spacebome Imaging Radar-C/X-band
Synthetic Aperture Radar (SIR-C/X-SAR) that flew
twice on the Shuttle Endeavour in 1994. To collect the
interferometric data, a 60 m mast, additional C-band
antenna, and improved tracking and navigation devices
will be added. A second X-band antenna will also be
added by the German Space Agency, which will
produce higher resolution topographic measurements in
strips nested within the full, C-band coverage.

The SRTM flight is currently manifested for January
2000; data processing will take approximately 2 years.

Digital topographic data are critical for a variety of
civilian, commercial, and military applications.
Scientists use Digital Elevation Models (DEM) to map
drainage patterns and ecosystems, and to monitor land
surface changes over time. The mountain-building
effects of tectonics and the climatic effects of erosion
can also be modeled with DEMs. The data's military
applications include mission planning and rehearsal,
modeling and simulation. Commercial applications
include determining locations for cellular phone
towers, enhanced ground proximity warning systems
for aircraft, and improved maps for backpackers.

The Shuttle Radar Topography Mission (SRTM) (Fig.
1), is a cooperative project between NASA and the
National Imagery and Mapping Agency (NIMA) of the
U.S. Department of Defense. The mission is designed
to use a single-pass radar interferometer to produce a
digital elevation model of the Earth's land surface
between about 60 degrees north and south latitude. The
DEM will have 30 m pixel spacing and about 15 m
vertical errors.

Figure 1. The SRTM payload in the Space Shuttle. The main antenna is seen in the payload bay and the outboard
antennas are at the end of a 60 m mast.

The technique to acquire this data set has been used for
over a decade to produce accurate topographic and
topographic change maps. Radar interferometry uses
the fact that the sensor is phase-coherent, so that if two
images are acquired at two slightly different locations,
a phase-difference image can be produced that contains

information on the topography. The two images can be
obtained simultaneously, as with most airborne
systems, or at different times, which is the case with
all current spacebome systems. The main drawbacks to
the repeat-pass mode are the need to know the baseline
separation of the two images to the mm level, and
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changes in the atmosphere and surface can occur
between the two passes. The baseline can be
determined by obtaining a few ground control points,
however the other effects are much more difficult to
alleviate. Water vapor in the troposphere adds a
significant phase delay, which, if different at the two
times of image acquisition, will cause large errors in
the topographic map produced. Surface changes that
degrade the interferometric measurement include
incoherent sub-pixel motion such as the waving of
leaves and branches on trees. This decreases the amount
of correlation between the two images, increasing the
error of the phase measurement. In extreme cases,
complete decorrelation results in loss of the phase
information. These effects have been noted by many
investigators; the only feasible way to counteract them
is to acquire many pairs of images and search for the
best pairs.

To avoid the problems with repeat-pass interferometry,
SRTM will acquire its two images simultaneously.
SRTM will use the same radar instrument that
comprised the Spacebome Imaging Radar-C/X-band
Synthetic Aperture Radar (SIR-C/X-SAR) that flew
twice on the Shuttle Endeavour in 1994. SIR-C/X-

GPS , /
Antenn/

Canister
Outboard
Support
Structure

SAR was a cooperative project between NASA and the
German and Italian Space Agencies and obtained data
for over 50 science investigations. To collect the
interferometric data, a 60 m mast, additional C-band
antenna, and improved tracking and navigation devices
have been added. A second X-band antenna, added by
the German Space Agency, will produce higher
resolution topographic measurements in strips nested
within the full, C-band coverage.

The major part of the SRTM hardware will reside in
the payload bay of the Space Shuttle (Fig. 2). This
will include the main structure, supporting the L, C
and X-band antennas, the mast canister, and the
Attitude and Orbit Determination Avionics (AODA).
The C-band system will be operated in a 4-beam
scanSAR mode to acquire a 225 km swath, allowing
complete coverage with a small overlap at the equator.
Owing to the nature of the original SIR-C/X-SAR
digital data handling system, the scanSAR system will
operate in a dual-polarization mode: two beams will be
HH polarization and two will be VV. The X-band
system will operate in VV polarization, as in 1994. In
order to save weight, most of the L-band antenna
panels were removed, so that system will not be used.

C-Band Main Antenna

~ GPS Antenna
X-Band
Main
Antenna

Attitude and Orbit

Figure 2. A detailed view of the SRTM hardware in the Space Shuttle payload bay. The 60 m mast is in its stowed
configuration with the outboard antennas folded back on top of the main antenna.

The 60 m mast was produced by AEC-Able, based on
designs for the International Space Station. It consists
of carbon-fiber longerons forming cubes, or bays, with
titanium wires under tension as cross-braces. There are
87 bays, each about 70x80 cm making up the full 60
m length. The mast is stored as a collapsed spiral in a
canister 2.9 m in length. When deployed, the Shuttle
with the mast will be the largest structure ever flown in
space.

An important addition to the original SIR-C/X-SAR
hardware is the AODA. This system is required to
obtain continuous data on the length and orientation of
the mast and the location and orientation of the Shuttle

L

in earth-centered inertial coordinates. These factors are
critical to the creation of an accurate digital topographic
map automatically without the necessity of ground
control points. AODA occupies the place of one of the
L-band panels on the face of the main antenna (Fig. 2).
It consists of an Astro Target Tracker, Electronic
Distance Meter, Star Tracker, GPS receivers, and
Inertial Reference Unit. The Astro Target Tracker will
track a set of LEDs mounted on the outboard antenna
structure, recording data on the motion of the outboard
antenna relative to the main antenna. The Electronic
Distance Meter will measure the length of the mast to
better than 3 mm. The Star Tracker will compare the
passing star field with an internal star catalog, to



determine the position and attitude of the Shuttle. The
GPS receivers will handle signals from antennas on the
outboard antenna structure, providing additional
information on the position of the Shuttle. AODA data
will be stored on the Shuttle as well as sent to the
ground for incorporation into the processing stream of
the interferometric data.

Another important addition to the SRTM hardware is
the presence of several laptop computers in the mid
deck of the Shuttle. These will perform two functions:
Monitor and archive AODA data, and control the
Payload High Rate Recorders. AODA data will be sent
to one set of laptops so that the Shuttle crew can
monitor mast motions. This will also aid in the initial
alignment of the two antennas. The recorders are the
same as flew on the SIR-C/X-SAR missions, but due
to a desire to more efficiently pack data onto a limited
number of tapes and the fact that some data takes will
be longer than a single tape, a more sophisticated
controller was needed. The laptops controlling the
recorders will sense the approaching end of a tape, start
the next recorder to produce overlapped data, and then
hand over to the second recorder. These laptops will
also be used to control playback of some of the SRTM
data to the ground for quality checks and for processing
into DEMs during the flight.

The SRTM flight is currently scheduled for January
2000; flight hardware has been integrated into the
Space Shuttle Endeavour and is awaiting launch. The
flight is planned for 11 days at 233 km and 57 degrees
inclination, which gives a 10 day exact-repeat period.
Upon landing, the data tapes will be transferred to JPL
for copying and processing. After a checkout and
calibration period of a few months, full data processing
will take approximately 2 years. The strip data will be
compiled into mosaics on a continent basis, allowing
block adjustments on that scale. Mosaics will be
delivered to NIMA, where validation of the data set
will be done. NIMA will deliver data to the civilian
archive at the US Geological Survey's EROS Data
Center.
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An extensive program for calibration and verification of
the SRTM data will be undertaken. The calibration of
the interferometer will allow fully automatic processing
of the data to calibrated DEMs. In addition to the
measurements made by AODA, radar path delays will
be monitored by a phase-locked optically coupled
calibration tone injected at the input to the receiver
chains. These systems provide accurate relative
calibration over short (less than the orbit period) time
scales. Absolute calibration will be carried out through
measurements at two ground control sites as well as of
the ocean surface before and after every coast crossing,
along with a few long deep-ocean passes.

Verification of the interferometric data and the DEMs
will be accomplished through the use of 3 major test
sites containing high-resolution DEMs and ground
control points, some of which will be recognizable in
the image data. In addition, a globally distributed set
of small, high-resolution DEMs, ground control
points, and kinematic GPS surveys will be used in
order to evaluate long-period errors in the final DEM
mosaics.

More information about the Shuttle Radar Topography
Mission can be found at the SRTM Web site:
http://www.jpl.nasa.gov/srtm/

*Work performed under contract to NASA.
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ABSTRACT

This paper describes the generation of digital elevation
models (DEMs) with the radargrammetric and
interferometric techniques. In the first part, the main
characteristics of the two procedures implemented at
ICC and Polytechnic of Milan are presented. Particular
emphasis is given to the geometric aspects of the two
procedures, which allow achieving an accurate geo
location of the generated DEMs. In the second part, the
results obtained processing ERS-1 and Radarsat images
are analysed. The generated DEMs were validated over
a test area using a suited reference DEM. In this way it
was possible to compare the performances of the two
procedures and to investigate their complementarity. In
the last part of the paper, an example of interferometric
and radargrammetric data fusion for the compensation
of the atmospheric artefacts that affect the InSAR
DEMs is presented.

I. INTRODUCTION

Since the advent of the first spaceborne systems, DEM
generation has been mainly based on optical imagery
and photogrammetric techniques. SAR images are
recently gaining importance thanks both to the large
availability of spaceborne SAR data and the
development of different techniques to exploit them.
Starting from SAR images, DEMs can be generated
exploiting either the amplitude (radargrammetry or
shape from shading techniques) or the phase of the radar
signal (interferometric techniques). In this paper only
radargrammetry and interferometry are considered.

Radargrammetry works with amplitude SAR images
utilising the same approach that photogrammetry uses
with optical images. This technique is usually employed
with stereoscopic pairs acquired from the same side but
with different incidence angles. Its importance has
increased in the last years, especially since the launch in
November 1995 of Radarsat, the first commercial
system that allows acquiring SAR stereo pairs with a
large range of incidence angles. Radargrammetry can be

implemented using an interactive approach or an
automated one. In the interactive one, based on
analytical or digital photogrammetric systems adapted
to SAR images, the operator must capture the data
manually [I], [2]. In the second kind of approach, based
on image correlation algorithms suited to extract pairs
of homologous points (matching), the operator becomes
a supervisor of an automatic (or semi-automatic)
measurement process [3], [4]. In the following sections,
only the automated approach is addressed.

Interferometric SAR (lnSAR) is based on the processing
of complex SAR images acquired from slightly different
points of view. InSAR was proposed by Graham in
1974 and applied for the first time at JPL (Jet
Propulsion Laboratories) in 1986 using airborne data
[5]. Today, a large number of research groups are
working on DEM generation with InSAR data coming
from different airborne and spaceborne systems. The
importance of InSAR is related to its high spatial
resolution and good potential precision and to the highly
automated DEM generation capabilities.

In the following sections, the main characteristics of the
radargrammetric and InSAR procedures implemented at
ICC and Polytechnic of Milan respectively are
described. Particular emphasis is given to the geometric
aspects of the two procedures.

2. A RADARGRAMMETRIC PROCEDURE

The radargrammetric procedure implemented at ICC
allows generating DEMs in a fully automatic way. The
entire process consists of three main stages:

• First, the accurate geometric correspondence
between image space and object space must be
established.

• Then, solving an inverse trisection problem we
obtain the coordinates (X,Y,Z) of each terrain point
whose image coordinates (col1, lin1) and (col2, lin2)
are found via a correlation process.
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Left Image

DEM

Fig. 1: Image pyramids and interest points

• The huge number of points obtained enter a finite
element adjustment where the whole DEM area is
divided in tiles and continuity constraints between
tiles are imposed. In this way we eliminate blunders
and wrong matches and we get the final raster DEM
(regular grid).

In order to establish the image to object space
correspondence, a rigorous SAR image formation model
(SIFM) must be defined. Furthermore, the model
parameters, often known with inadequate accuracy, have
to be refined through a calibration procedure based on
the measurement of tie points and ground control points
(GCPs). The SIFM and the calibration are described in
detail in the following sections.

The image correlation algorithms suited to
radargrammetry have to take into account the geometric
peculiarities of SAR images. The correlation procedure
employed at ICC, developed for optical stereo pairs
(SPOT) and then adapted to SAR images, uses an area
based matching applied to a pyramid of images where
some outstanding features have been found. Firstly, a
pyramid of images is created starting from the original
images, where the pixel size on each step doubles the
size of the proceeding one. Then, the Forstner algorithm
[6] is applied to each image level to obtain a set of points
that are good candidates for image correlation (interest
points, see Fig. 1). Each point is matched with its
homologous on the other image shifting up and down the

terrain height until optimum correlation is obtained. A
subsequent adjustment on the correlation value permits
further refinement in this level. The upper the pyramid
level, the coarser the obtained DEM grid and the larger
the height shifts. Hence, descending through the pyramid,
we obtain a finer and finer DEM ensuring at the same
time continuity and stability to the process.

2.1. SAR Image Formation Model

An important step in the implementation of a
radargrammetric process is the definition of a rigorous
SIFM. The one adopted at ICC is based on the two basic
SAR mapping equations, namely the range and the
Doppler equations:

Rs =l(P-s)j=SP (1)

- -
JD= 2·SP·Vs

(2)
).. SP

where P = (X P , Yp ,Zp ) is the location of the target

point on the ground, S=(Xs,Ys,Zs) is the satellite

position, Vs is the satellite velocity vector, Rs is the slant
range distance, Jo is the Doppler centroid frequency and
A is the radar wavelength. The SIFM includes different
groups of parameters: orbital parameters, sensor
parameters and SAR processing parameters. Working



usually over relatively small areas, we use a polynomial
model for orbit description:

X 2 3s = ao + a1 . t R + az . t R + a3 . t R

Ys =b0 +b1 <« +b, ·t~+b3 ·t! (3)

Z 2 3s =Co +cl ·tR +Cz ·tR +c3 ·tR

where t R = t - t0 , t is the time parameter, to is the
acquisition time of the first image line and (Xs. Ys,Zs) are
the satellite coordinates. The coefficients of the
polynomials (a; .b, ,c;) are estimated by least squares (LS)
adjustment using few orbital points whose coordinates
are available in the image header or in the precise orbit
products which can be purchased through the image
providers. For a given target point, the acquisition time t
is related to the azimuth coordinate (Lin) of the SAR
image through:

t = t0 +M · (Zin - 1) (4)

where l1t is related to the pixel size in azimuth direction.
The slant range distance Rs is related to the slant range
coordinate (cols) through:

Rs = Rso +Af?·(cols -1) (5)

where Rso is the near slant range and tl.R is the pixel size
in range. Working with images given in ground range
geometry, we have to include in the SIFM the equation
which connects slant range (cols) and ground range
(colG) coordinates:

col., = g0 + g1 ·cols+ g2 ·coif+ g3 ·coz; (6)

This equation is omitted when working with slant range
images.

2.2. Model Parameter Refinement

Some of the model parameters are known with
inadequate accuracy. In order to obtain an accurate
geolocation, these parameters have to be refined by a LS
calibration based on the measure of GCPs and tie points.
Working with a stereo pair of SAR images, these are the
model parameters treated as unknowns in the calibration:
the near slant range Rs0, the acquisition time of the first
image line t0, the pixel size in azimuth direction l1t and
the coefficients of the orbit polynomials. The parameters
Rs0, t0 and l1t are considered constant within a SAR
scene. The polynomial coefficients are refined in case the
given orbits are not accurate enough (e.g. when only
preliminary orbits are available). In this case a suited
weighting of the coefficients has to be performed.

It is important to underline that the calibration can be
used to simultaneously refine the parameters of different
stereo SAR image pairs. The joint calibration of multiple
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pairs can be accomplished measuring both GCPs and tie
points. The great advantage of such a calibration is the
determination of a unique set of geometrically consistent
SIFMs suited to obtain an accurate geolocation of the
generated DEMs (i.e. a good DEM merging). The
identification and measurement of GCPs on the images is
performed manually. For tie points to be collected in
same-side image pairs an automatic measurement is
employed, while a manual one is used in opposite-side
image pairs. Once GCPs and tie points are measured, the
joint calibration allows to simultaneously estimating all
SIFM parameters of the given SAR image set (block
adjustment). The adjustment is carried out with a LS
iterative procedure. For a good convergence, a suited
weighting of the observations is needed. The weight
selection, the initial parameter values and the quality of
GCPs and tie points determine the convergence rate of
the process.

3. AN InSAR PROCEDURE

The InSAR procedure implemented at DIIAR
Polytechnic of Milan includes several processing stages
namely the image registration, the interferogram
calculation and filtering, the image coherence
calculation, the phase unwrapping, the generation of the
irregular grid of 3D points and the interpolation of the
final regular grid. The first three processing stages are
based on the ISAR-Interferogram Generator software
(distributed, free of charges, by ESA-ESRIN), an
effective tool to obtain good filtered interferograms and
the related coherence images [7]. The phase unwrapping
is based on the "branch cuts" approach [8]. The most
original parts of the procedure are the rigorous model for
the conversion from interferometric phases to terrain
heights and the calibration of the InSAR geometry based
on GCPs. Both the InSAR model and the calibration are
described in next section. An important aspect of InSAR
is the influence of atmospheric distortions on the quality
of the generated DEMs. The characteristics of such
distortions and a strategy to compensate them using low
resolution auxiliary data are described in section 3.2.

3.1 InSARModel and Geometry Refinement

For the transformation from interferometric phases to
terrain heights we adopt a rigorous model that connects
the image space (azimuth, slant range and interferometric
phase) to the object space (usually a geocentric Cartesian
system). The procedure works pixelwise: for each pixel
of the interferogram, we derive the object space
coordinates of the pixel footprint P(X, Y,Z) using the slant
range (1), the Doppler (2) and the interferometric
equations.

For each interferogram pixel we derive the acquisition
time t (4) and the slant range distance Rs (5). Then, we



370

calculate positions (3) and velocities of the master Mand
slave S satellites. M, S and the pixel footprint P are
assumed to lie in the same plane (the Doppler centroid
plane or antenna mid-plane that goes through M). We
look for the position S of the slave satellite that fulfils the
following equation:

-- fMS.v M = -A.MS.-12.
2

(7)

where MS is the baseline vector, VM is the master
velocity vector and MS is the slave-to-master distance
(baseline length). The object space coordinates of the
pixel footprint P(X,Y,Z) are estimated using the two
basic SAR mapping equations (1) and (2), and the
interferometric equation:

<!> . A.
SP= MP+D1c+_u_

4·1r
(8)

where MP and SP are the master and slave slant range
distances, <Pu is the unwrapped phase, and D1e is the
interferometric constant. Repeating the procedure for all
the pixels of the unwrapped interferogram, an irregular
grid of 3D points is generated. Point coordinates refer to
the geocentric Cartesian system used for the orbits, thus
a transformation to a cartographic system and to
orthometric heights is usually performed. Finally does
the resampling to get the final regular geocoded grid
follow.

As described above for the radargrammetric procedure,
some of the model parameters used in the InSAR DEM
generation have to be refined by a LS calibration. These
are the model parameters treated as unknowns in the
calibration: the near slant range R50, the pixel size in
range direction AR, the acquisition time of the first image
line t0, the pixel size in azimuth direction At, the Doppler
centroid frequency fD and the interferometric constant
D1e. The parameters R50, AR, to and At are considered
constant within a SAR scene. For the Doppler centroid
frequency a bilinear variation over the SAR image is
considered:

fD = f vo + fm -lin+ f D2 -col+ JD3 -lin- col (9)

where !Do, fDJ, [ia- and fDJ have to be estimated in the
adjustment. The parametrization of D1c is of the form:

where the coefficients di have to be estimated in the
adjustment. This kind of parametrization allows taking
into account the phase unwrapping integration constant,
the effect of orbit errors on the interferometric distance
(SP-MP), and the linear atmospheric effects on the
interferometric phase. There is a single unwrapping
constant for the entire scene only if one integration zone

is created during the unwrapping. Otherwise, for each
zone a different constant has to be estimated.

The model parameters are refined by LS adjustment
using GCPs. Recovering the GCPs necessary for the
calibration of each pair is often hard and time consuming.
The procedure we implemented allows fusing height data
coming from multiple InSAR pairs (e.g. ascending and
descending pairs). A joint calibration of all pairs, based
on the measure of tie points, can be performed. It allows
obtaining an accurate geolocation of the generated DEMs
with a reduced number of GCPs.

3.2 Atmospheric Artefacts and Data Fusion

In InSAR DEM generation, signal propagation in a
medium with constant refractive index is assumed.
Indeed, changes in the refractive index between two
image acquisitions may happen, causing distortions in the
interferometric phase. These changes are mainly due to
variations of atmospheric relative humidity [9].
Atmospheric variability results in artefacts (e.g.
depressions) interpreted as terrain relief. A single pair
can not check the presence of such artefacts, and this
represents a very important limit of the InSAR technique.

A reduction of atmospheric artefacts can be obtained
combining the information coming from multiple
interferograms. We propose a strategy based on the use
of auxiliary height data. We assume to use low-resolution
data (e.g. with a resolution 10 times lower the one of the
InSAR DEMs). Firstly, the InSAR and auxiliary data are
accurately geolocated with respect to the same reference
system. The fusion procedure employs a multiresolution
data analysis in the space domain. We adopt two
resolution levels: the first one corresponds to the high
frequency components of the terrain topography
contained in the InSAR data and the second one
corresponds to the low frequency components contained
in the auxiliary data. The output DEM contains the high
frequency components of the original InSAR DEM and
the low frequency components (not affected by
atmospheric effects) of the auxiliary data. The proposed
procedure represents a deterministic approach to the
atmospheric artefact compensation: the low spatial
frequencies of the corrected DEM are only estimated
with the auxiliary data. A more rigorous approach should
estimate the low frequency components of the DEM
taking into account the precision of the fused data. An
example of data fusion is described in section 4.3.

4. VALIDATION OF THE TECHNIQUES

In the last three years the authors were involved in a
European Union Concerted Action called ORFEAS
(Optical-Radar Sensor Fusion for Environmental
Applications), joining five research groups (University of



Thessaloniki, ICC - Cartographic Institute of Catalonia,
ETH Zurich, Technical University of Graz and
Polytechnic of Milan). A comprehensive data set,
covering South Catalonia (Spain), has been made
available to ORFEAS participants by ICC. The above
described procedures were validated using a suited
reference DEM (coming from aerial photogrammetry)
whose precision is one order of magnitude better than
that obtainable by radargrammetry and InSAR DEMs.
The covered area (approx. 25 by 35 km) includes the flat
plain crossed by the Ebro river and a set of mountain
chains (the maximum height difference is about 1150 m).
This area includes many portions affected by
foreshortening, layover and even shadow.

4.1 Radargrammetry Results

The ORFEAS data set includes four Radarsat images,
grouped in an ascending pair (ASC) and a descending
one (DESC). Each image was captured in a different
satellite configuration. Some GCPs were found on the
images and their coordinates measured (see Tab. 1).
Besides GCPs, a set of tie points between each image
pair was obtained in an automatic manner. Moreover,
some tie points were manually measured between the
ASC and the DESC pairs in order to obtain a
geometrically consistent image set. Some of the GCPs
were used as control points (check points). A
simultaneous bundle adjustment of both pairs was
performed using the remaining GCPs and tie points.
After eliminating few erroneous points, the refined model
parameters were obtained, achieving RMS errors (in the
image space) over the check points of 1.54 and 1.35
pixels in azimuth and in range respectively. These values
confirm the effectiveness of the model parameter
refinement to get an accurate global positioning of the
generated grid.

Two DEMs (ASC and DESC) with mesh size of 90 m
were generated. The quite large mesh size reflects the
poor spatial resolution of the matched points (approx. 1
point per 100 by 100 m). The DEMs were compared with
the reference one considering three types of areas: the
entire covered area, the flat or hilly portions and the
mountainous ones (see Tab. 2). Both ASC and DESC
DEMs are unbiased (the global constant bias is 0.08 and
0.11 m respectively), i.e. the generated grids are globally
well geo-located. Furthermore, the errors are evenly
distributed in the entire scene, i.e. they do not show
systematic trends. These characteristics make the data
fusion for atmospheric artefact compensation possible.

In Tab. 2, one may notice an important difference in the
standard deviations of the hilly/flat and mountainous
areas. In the latter ones, the SAR geometric distortions
(e.g. foreshortening) are more pronounced and affect the
image matching.
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Image Mode Inclination Angle #GCPs
ASC_l SB7 40°.16 12
ASC_2 SB2 24°.46 8
DESC_l SBl 20°.41 11
DESC_2 SB6 38°.04 16

Table 1:Radarsat images of the ORFEAS data set

The ASC DEM is sensibly better than the DESC one,
especially in the mountainous areas. This can partially be
explained by the ASC geometric configuration, which
has bigger inclination angles and hence is less sensitive
to SAR geometric distortions.

The grids coming from the matching of the ASC and
DESC pairs were fused in order to estimate a new DEM
(named ASC/DESC in Tab. 2). Compared with the
previous DEMs, the quality of the new DEM improves
sensibly. However, the important difference in the
precision over the hilly/flat and mountainous areas (the
standard deviation is 21.7 and 30.9 m respectively) still
remain.

4.2 InSAR Results

Two ascending ERS-1 images of the ORFEAS data set
were chosen for the processing. From the original images
two sub-images of 1500 pixels in range by 5000 pixels in
azimuth were extracted and processed with the ISAR
software. The baseline length is 161.5 m and the mean
coherence of the filtered images equals 0.57. The
unwrapping generated four major zones of integration.
The zones were manually "welded" and the unwrapped
phases were checked and corrected for aliasing errors.
These operations were very time-consuming (about 12
hours). The lnSAR parameters were refined using 14
GCPs. With the unwrapped phases and the refined
parameter an irregular grid of 3D points was generated.

Mean Standard
DEM type I terrain type Error Deviation

[ml [m]
ASC - hilly/flat -0.23 22.92
ASC - mountainous 0.85 32.84
ASC - entire area 0.08 26.25
DESC - hilly/flat 0.76 25.54
DESC - mountainous - 1.49 37.32

DESC - entire area 0.11 29.53
ASC/DESC - hilly/flat -0.39 21.73
ASC/DESC - mountainous 0.01 30.86
ASC/DESC - entire area -0.27 24.78

Table 2: Radargrammetry Results - (90 m mesh size)
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Mean Standard
DEM type I terrain type Error Deviation

[m] fml
Beforeatmo.correction- hilly/flat 0.25 15.18
Beforeatmo.correction- mount. -4.41 22.71
Beforeatmo.correction- entire area -1.21 18.14
Afteratmo.correction- hilly/flat 0.29 10.84
Afteratmo.correction- mountainous 1.08 18.47
Afteratmo.correction- entire area 0.54 13.75

Table 3: InSAR Results - (30 m mesh size)

The irregular grid of 3D points was interpolated in order
to derive a regular one with 30 m spacing. The
interpolated grid was compared with the reference DEM
(before atmo. correction in Tab. 3). The global·(constant)
bias of the grid can be considered satisfactory, i.e. the
calibration resolves quite well the geo-location of the
generated 3D grid. One may notice an important decrease
of the DEM precision over mountainous areas (where
unwrapping errors occur). The InSAR DEM shows
important systematic errors with low spatial frequency
characteristics. These errors, due to atmospheric effects,
have magnitude up to 30+35 m. We computed the
autocovariance function of the errors: the correlation
length is 505 m and the correlation decreases to zero very
slowly, i.e. the errors are spatially highly correlated.

4.3 Radargrammetry and InSAR Data Fusion

It is interesting to assess the potential precision of the
interferometric DEM not affected by atmospheric
distortions. To this purpose, we adopted the strategy
described in section 3.2. We used as auxiliary data the
ASC DEM coming from radargrammetry: it is less
precise than the InSAR DEM, it is much less dense, but it
is not affected by systematic errors. From the irregular
ASC grid, a 250 m spacing grid was interpolated and
fused with the InSAR one, obtaining a new DEM (after
atmo. correction in Tab. 3). Most of the systematic
effects on the InSAR DEM were removed through the
data fusion (except for the mountainous areas where the
radargrammetry DEM has bigger errors). One may notice
an important improvement. of the DEM precision. The
correlation length of the errors is 105 m, which confirms
the effectiveness of the artefact correction. In fact, the
errors of the new DEM are almost spatially decorrelated
because the systematic errors caused by atmospheric
heterogeneity were properly removed.

5. CONCLUSIONS

Two new procedures (radargrammetric and InSAR
approaches) for DEM generation have been described.
Their most original parts are the rigorous geometric
models used in the DEM generation and the refinement

of the model parameters (calibration). The procedures
were validated employing a suite reference one. Over the
considered test area, radargrammetry generated in a fully
automatic way DEMs with a quite good global accuracy.
However, an important degradation of the DEM quality
in mountain areas occurred. Compared with InSAR,
radargrammetry DEMs have poorer resolution, are less
precise but their quality is independent of atmospheric
conditions during image acquisition. InSAR DEMs have
high spatial resolution and good precision over hilly/flat
terrain. Their precision is quite degraded in mountain
areas and can be affected by atmospheric artefacts. A
strategy to reduce such artefacts using auxiliary low
resolution data has been proposed. Employing a
radargrammetry grid as auxiliary data, the data fusion
increased considerably the InSAR DEM precision.
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Abstract -We present the interferometric calibration of
the X-SAR system on SRTM. From a height sensitivity
analysis we identify key system parameters influencing
the height reconstruction performance. Possible error
sources in the radar instrument and the geometry deter
mination are discussed. We outline the methods for
calibrating the electronics and the geometric parameters
and present first results of simulations.

Keywords: Shuttle Radar Topography Mission,
X-SAR, Interferometric Calibration

INTRODUCTION

The third SIR-C/X-SAR flight (scheduled for January
2000) will be a mission dedicated to topographic map
ping of the entire land mass between latitudes ± 60°: the
Shuttle Radar Topography Mission (SRTM). Both SIR
C and X-SAR are modified to operate as fixed-baseline
interferometers. The outboard receive C- and X-band
antennas are mounted on a 60 m deployable mast
structure forming the interferometric baseline.

In this paper, we consider the interferometric calibration
of the X-SAR system. Absolute radiometric calibration
will only be performed on the primary channel accord
ing to the previous SRL-1/2 calibration [l].

The objective of the X-SAR interferometric calibration
is to correct systematic errors, which significantly affect
the height accuracy. Systematic errors may be caused by
remaining phase offsets in the instrument electronics
and by biasing in measurements of the Attitude and
Orbit Determination Avionics system (AODA). Cali
bration of these errors will improve the overall perform
ance of the DEM products and will reduce the necessity
and the effort for tie-point acquisition and measurement.

We first review briefly the theory of the interferometric
height reconstruction. Then, based on a height sensitiv
ity analysis we identify the key parameters, which re
quire calibration. Biases in AODA measurements are
discussed with respect to their contribution to errors in
baseline length and baseline tilt angle. We consider
instrument phase errors and discuss the instrument
phase calibration strategy. Simulation results are dis
cussed using a Maximum a Posteriori Estimator (MAP).

INTERFEROMETRIC HEIGHT RECONSTRUCTION

The computation of the terrain height is based on the
calculation of the target position vector P using knowl
edge of the platform position vectors s.; baseline

vector b , and the unwrapped interferometric phase q> •

Fig. 1: Simplified 2D InSAR imaging geometry

Fig. 1 shows the simplified, left-looking SRTMIX-SAR
InSAR imaging geometry. Basically, the radar measures
the slant range 'i , and assuming a known platform

position vector S1 the target position vector P can be
written as:

(1)

The unit vector in the line-of-sight direction li can be
derived from the interferometric phase q> :

W" ~ (,, - '.)" ~ ,, [ ( I
2r.y + [ ~ Jl" -I] (2)

where bP is the projection of the mechanical baseline

b into the plane perpendicular to the direction of the
platform velocity. In deriving (2) we assumed zero
Doppler processing and partially linear and parallel
orbit tracks.
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SENSITIVITY ANALYSIS

We analyzed the height sensitivity to the various pa
rameters used either explicitly or implicitly in (1). The
calculations are based on a complete simulation of the
full 3D-X-SAR interferometric imaging and ellipsoidal
earth geometry, including the use of nominal orbit state
vectors and nominal X-SAR system parameters.

Fig. 2 shows plots of the height sensitivity as a function
of ground range for the SRTM swath. It includes only
those InSAR parameters, which have a significant im
pact on the height reconstruction: baseline length, base
line tilt angle, phase, slant range, and platform position.
The high sensitivity of the InSAR height on baseline
length, baseline tilt angle and phase puts extremely high
requirements on the knowledge of these parameters.
Note also the different behavior versus range of e.g. the
baseline length sensitivity and the phase sensitivity. To
achieve highly accurate calibration across the swath it is
therefore necessary to estimate biases for all parameters
individually instead of cumulating the correction in only
one parameter (e.g. phase).

: r 1 1---+-
------I o :-:..:;_--._ -·--

s:
<1

-1 - basal ne length (mm'[
baset ne tilt angle (arc c-'l
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Fig. 2: Height sensitivity as a function of ground range
of the SRTM swath. The vertical gray strip marks the
X-SAR swath width.

BASELINE MEASUREMENT

The shuttle's boom structure provides a mechanical
fixed baseline that will enable an interferometric imag
ing from parallel orbits. On the other hand, possible
mast dynamics, caused by the shuttle's orbit mainte
nance maneuvers, gravitational effects, and mast twist
ing due to thermal effects may cause changes in position
and alignment of the outboard antenna with respect to
the inboard antenna. As a result, the length and orienta
tion (i.e. tilt angle) of the baseline may vary over time.
The use of the AODA system that includes GPS receiv
ers, a star tracker, a inertial reference unit, an optical
tracking array, and electronic distance meters, will al-

low an accurate measurement of the mechanical base
line vector [2].

However, AODA measurements may be affected by
different error contributions. We distinguish between
long term and short term errors, which can be grouped
in bias errors and stability/noise errors, respectively.
The bias in AODA measurements comprises of me
chanical location and alignment errors resulting from
pre-launch mounting and surveying inaccuracies. Sys
tematic errors in system parameters of the AODA in
struments may cause additional bias effects. Stabil
ity/noise errors result from instrument measurement
noise, structural and thermal distortions, and estimator
noise.

Bias in location and alignment between inboard and
outboard antennas contribute directly to errors in the
estimation of the baseline vector measured in the in
board antenna coordinate system (JCS). Alignment bias
between ICS and the WGS84 coordinate system causes
an error in the baseline tilt angle and, therefore, trans
forms to an additional error in the baseline vector given
in WGS84 coordinates.

INSTRUMENT PHASE ERRORS AND CORREC
TIONS

500

The primary transmit/receive X-SAR channel is the
existing X-SAR instrument with a 12m-antenna. The
secondary channel uses a receive-only antenna of 6m
length, which in addition to the wider azimuth beam
width will be electronically steerable in the along track
direction to enable alignment of the primary and secon
dary antenna beams. The received signals are combined
and down-converted and run at 135MHz through the
boom cable of approximately lOOmlength [2].

The most critical parts of the X-SAR electronics are the
boom cables, where we expect high temperature varia
tions between -50°C and -10°C. Both the down
converted receive signal and the reference signal (263
MHz) used for down-conversion at the outboard struc
ture run over these cables and experience phase varia
tions corresponding to the above temperature range.
Measurements on the boom cables indicated a phase
variation of ±2° at 135MHz. The 263MHz local oscil
lator frequency is multiplied by 36 in the down
conversion as is the phase variation over the boom ca
bles. Corresponding phase errors could reach up to 140°.

A further problematic section is the path from the six
antenna panels to the combiner box including the phase
shifters for the beam steering. Electronic steering effec
tively tilts the antenna aperture and results in a shift of
the phase center. Corrections require a precise knowl
edge of the behavior of these phase shifters.



Instrument phase monitoring is performed using two
calibration signals:
i) The 263MHz signal is directly sent back via the re
ceive signal cable and its phase is compared with the
outgoing signal in a phase detector.
ii) A so-called calibration tone (cw-signal within the
radar signal bandwidth) is used to monitor the LNA' s,
cables and phase shifters on the outboard structure and
to record changing instrument phase differences be
tween the two channels.

With this monitoring loops it is possible to cover most
of the electronics. Remaining parts have been charac
terized during integration and testing in the laboratory.
The interferometric phase can then be calculated from
the interferogram phase by applying corrections for the
cal-tone estimates, the boom cable phase and the pre
flight characterization measurements.

CALIBRATION OF KEY INSARP ARAMETERS

Timing Errors

Possible common range delay and time tag errors may
occur as image shifts in slant range and azimuth direc
tion, respectively. These error contributions can be
estimated by analyzing point target responses in the
image to sub-pixel accuracy. For SRTM, there will be
deployment of comer reflectors at three calibration test
sites: California. Australia, and Oberpfaffenhofen.

Ocean Calibration

Two long mid-ocean data takes and ocean data takes
acquired approximately 15s before and after each
land/ocean crossing may provide independent meas
urements to calibrate the bias in AODA measurements
and the remaining phase offset.

InSAR observation model
The interferometrically derived height h1nSAR can be
conceptionally written as:

h1nSAR=H(x)+n (3)
where H is a non-linear operator describing the inter
ferometric height reconstruction, and n stands for noise.
x = x0 + t..x is the vector containing the nominal InSAR
parameters derived from corresponding instantaneous
measurements. x0 contains the wanted unbiased key
parameters and Ax the bias in these parameters.

The non-linear observation process may be linearised by
using a Taylor expansion. Thus, equation (3) can be
written as:
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where H(x0) is the correct ellipsoidal height (reference
height) of the earth surface calculated from the unbiased
InSAR parameters x0 • As reference height we use a sea
surface height model that is based on radar altimeter
measurements.

(5)
Forming the difference between the measured and the
reference height allows to linearise the estimation
problem:

h1nSAR- ha11;=Ah=~~ 1;0 Ax+ n (6)

We use x instead of x0 as start value and a priori
knowledge of biases in baseline length b, baseline tilt
angle o; and instrument phase q> in a Maximum a Poste
riori (MAP) estimation process to solve for Ax . Fi
nally this provides the calibrated parameters.

Simulation
We have simulated the 3D interferometric imaging
geometry in the zero Doppler plane for the entire swath
considering nominal X-SAR system parameters and
actual orbit state vectors. For an array of points at a
given reference height hu« we calculated the inter
ferometric phase from the slant range difference. Offsets
and noise are introduced on the baseline length, baseline
tilt angle and phase to simulate the interferometrically
derived heights hinSAR· According to equation (6) the
MAP-estimates of the offsets are computed.

First results of our simulation are summarized in Table
1. We obtained best results for estimating the bias in
baseline length and baseline tilt angle. The estimates of
phase offsets are less accurate. This is most likely due to
the similarity of the height sensitivity with respect to
phase and baseline tilt angle errors. Further improve
ments are being investigated.

b[mm] a [arcsec] <D [deg]
input bias -30.00 -60.00 +30.00
estim. bias -29.66 -64.95 11.17
input bias 0.00 0.00 0.0
estim. bias -0.64 -0.39 0.06
input bias 30.00 60.00 -30.00
estim. bias 28.37 64.15 -11.02

Table 1: Simulation results of the ocean calibration
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ABSTRACT
The development of Radar Polarimetry and Radar
Interferometry is advancing rapidly. Whereas with
radar polarimetry the textural fine-structure, target
orientation, symmetries and material constituents can
be recovered with considerable improvement above that
of standard 'amplitude-only' radar; with radar
interferometry the spatial (in depth) structure can be
explored. In 'Polarimetric Interferometric Synthetic
Aperture Radar (POL-IN-SAR) Imaging' it is possible
to recover such co-registered textural and spatial
information from POL-IN-SAR digital image data sets
simultaneously, including the extraction of Digital
Elevation Maps (DEM) from either Polarimetric
(scattering matrix) or Interferometric (dual antenna)
SAR systems. Simultaneous Polarimetric-plus
Interferometric SAR offers the additional benefit of
obtaining co-registered textural-plus-spatial three
dimensional POL-IN-DEM information,which when
applied to Repeat-Pass Image-Overlay Interferometry
provides differential background validation, stress
assessment and environmental stress-change
information with high accuracies. Then, by either
designing 'Multiple Dual-Polarization Antenna POL
IN-SAR' systems or by applying advanced POL-IN
SAR image compression techniques will result in
'POL-arimetric TOMO-graphic' (Multi
Interferometric) SAR' or 'POL-TOMO-SAR Imaging'.
This is of direct relevance to wide-area, dynamic battle
space surveillance and local-to-global environmental
background validation, stress assessment and stress
change monitoring of the terrestrial and planetary
covers.

1. INTRODUCTION
Both Optical [026, 047, 088, 068, 134] and Radar [007-016]
Imaging have matured considerably, and the benefits of
using one imaging modality over the other are
discussed frequently [047, 116, 102. 103, 073, 035]. For
example, 'Hyper-spectral Optical (FIR-VIS-FUV)
Radiometric Imaging' [044, 047, 072, 080] is considered to
become the exclusive remote sensing system of the 21st
century, and thought to be superior to 'Ultra-wide-band
Microwave (HF-UHF-SHF-EHF) SAR Imaging' [020,
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021, 073]. Even, it was argued that UWB-SAR Imaging is
superfluous and could be scrapped altogether because
of the exorbitant costs in developing this abstract rather
'invisible' Remote Sensing technology? [012]. In either
case, the inherent electromagnetic vector wave
interaction processes are subjected to Maxwell's
equations; and constrained by the carrier frequency and
bandwidth, the amplitude, phase and polarization [070,
001, 165,028,074, 110, 112, 107, 144,011, 101,054]; the
dispersive and polarization-dependent material
constituents of the propagation medium as well as of
the illuminated scattering surface, its geometry and
structure, and its voluminous vegetative over-burden as
well as its composite geological under-burden.
However, in order to identify parameters describing
voluminous scattering scenarios beyond the skin depth
of the vegetation canopy, the entire amenable air/space
bome frequency regime from MF (100 KHz) to FUV
(I 0 PHz) needs to be implemented [041, 026, 057-067] in
remote sensing. This implies that we require both radar
and optical imaging together with full scattering matrix
acquisition capabilities - in order to recover fully the
intricate scattering mechanisms [028-033, 052, 057-066, 145-
149,045, 133] and bio-mass assessment tasks - as will be
discussed in the following; and maybe assessed by
visiting the web-sites collected in chapter 15,
specifically [w-01 to w-12].

2. EWB-HYPER-SPECTRAL
(SPECTROMETRIC) OPTICAL IMAGING
{URLs: u-01 tou-10)
Thus, whereas 'hyper-spectral optical radiometry' will
provide high resolution characterization of scattering
surface parameters - subject to the skin depth - with
appreciable penetration only for a rather limited number
of transparent media [002, 025, 057-066, 080, 116, 153]; it
lacks manageable coherent phase information and
strongly depends on the heterogeneous and dispersive
propagation medium such as non-transparent
meteorological scatter, smoke and other atmospheric
pollution. So, it [044, 047, 068, 067, 116, 130-132, 153]
provides very useful direct 'hyper-spectral' indicators
of the vegetative cover and of surface chemical
pollutants. However, 'hyper-spectrally extended
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optical (FIR-VIS-FUV) sensing' does not increase the
received radiance, but it just divides the overall
observation band in order to collect specific
wavelength-dependent spectroscopic information in
each of the "hyperfine sub-bands" [047, 057-066, 067,
133]. Whereas, hitherto in most of the hyper-spectral
optical remote sensing techniques polarization effects
were in general totally neglected, it needs to be strongly
emphasized that 'Hyper-spectral Optical Radiometry',
and especially 'LIDARILADAR ', is subjected to the
'Arago Sphere' axioms oflight scattering [154, 155, 016,
102, 103] in dependence ofrelative sensor versus
scatterer versus source (sun) position. This seems to
have been either forgotten or been disregarded
altogether [012, 013, 016, 134]. This 'Arago Sphere'
dependence [154, 155] also applies throughout the optical
(FUV-VIS-FIR) down to the millimeter wavelength
region within which atmospheric particle scattering is
effective [052, 073]. Complete polarimetric sensor and
transceiver technology must be incorporated into future
designs [026, 047]. Therefore, any non-polarimetric
'Scalar (amplitude only) Hyper-spectral Radiometric
Imagery' must be interpreted with great caution; and,
some of the highly overrated attributes for the exclusive
use of EO hyper-spectral information are at their best
rather misplaced [016, 057-066] unless full polarimetric
sensor design is being rapidly developed also for the
extended optical spectral regime. This implies the
instantaneous acquisition - not the consecutive time
consuming ellipsometric measurements - of the Stokes
parameters for the instantaneous reconstruction of the
'Stokes Reflection' or the 'Kennaugh Back-scattering '
matrix [011, 150, 166, 140, 157].

And, "all-weather, day and night" sensing and
imaging is a capability which only 'radar' can provide
[134, 101, 070, 054] and not "Hyper-spectral FIR-V!S
FUV Radiometric Imagery" [067, 068, 080]; hence, full
attention is paid in the following to 'EWE (HF-VHF
UHF-SHF-EHF) POL-INITOMO-SAR' sensing and
imaging [016, 033, 108, 114, 151, 117-120].

3. HF - EHF RADAR AND SAR POLARIMETRY
AND INTERFEROMETRY (URLs: v-01 to v-18)

With increasing wavelength from the EHF (sub
millimeter) via UHF (cm/m) to HF (deca-meter)
regimes, the radar imaging process becomes less
dependent on the meteorological propagation
parameters but more so on parametric target
orientation/fine structure/resonance effects [054, 070, 169,
001, 074, 028, 089, 090, 107, 146]; and it possesses increasing
polarization dependent penetration capabilities into
semi-transparent volumetric under-burden with
associated decreasing image resolution [052, 057-066].
With the recent advances made in modem radar
electronics device and systems technology, not only the
design of 'Scalar (amplitude only) Multi-Polarization
Synthetic Aperture Radar (SAR)' [151, 169, 055] but of
more sophisticated coherent and fully polarimetric

(scattering matrix) POL-SAR [016] as well as fully
coherent Interferometric (dual coherent sensor pair) IN
SAR (or IF-SAR) systems have become feasible [004,
093, 094]. In fact, it is safe to state that 'Non
polarimetric and Non-interferometric SAR Imaging'
is on its way out, and that the IN-SAR Systems are
also becoming fully polarimetric POL-IN-SAR
Imaging Systems! 107-109, 114, 115).

3.1 Classical Amplitude-Only Radar and SAR, and
"Scalar" IN-SAR Imaging
In classical radar, i.e. "amplitude-only radar" [134],
mainly the energy of the returned pulse is utilized; and
in basic imaging radar, it is the Doppler phase
information in addition. Interferometric SAR (IN
SAR) exploits fully the phase and Doppler information
[113, 004], but not the polarization information of the
electromagnetic vector wave - scatterer interrogation
process [007. 008, 031, 016, 099]; and especially the
coherent phase difference of at least two complex
valued SAR images acquired from two different flight
pass/orbit positions and/or at different times are utilized
[114, 115]. Provided that coherent two-dimensional
complex-valued phase-unwrapping can fully be
achieved [004, 094), the IN-SAR information, derived
from such interferometric complex image data sets [071,
107, 114], can be used to measure several geophysical
quantities such as topography, tectonic surface
deformation, bulging and subsidence (earthquakes,
volcanoes, gee-thermal fields and artesian irrigation,
ice fields), glacial flows, snow avalanches and mud
flows, ocean currents, vegetative growth patterns and
environmental stress assessment, etc. [052]. Thus, the
amplitude and coherent phase information that
electromagnetic wave interrogation can recover, is fully
utilized in IN-SAR imaging, but not its intrinsic
polarization information [004, 093, 094].

3.2 Optical Ellipsometry versus Radar Polarimetry
and Polarimetric (Scattering Matrix) SAR Imaging
Polarimetry deals with the full vector nature of
polarized (vector) electromagnetic waves throughout
the frequency spectrum from Ultra-Low-Frequencies
(ULF) to above the Far-Ultra-Violet (FUV) [012, 013,
016]. Where there are abrupt, or gradual changes in the
index of refraction (or permittivity, magnetic
permeability, and conductivity), the polarization state
of a narrow-band (single-frequency) wave is
transformed, and the electromagnetic "vector wave" is
re-polarized. When the wave passes through a medium
of changing index of refraction, or when it strikes an
object such as a radar target and/or a scattering surface
and it is reflected; then, characteristic information about
the reflectivity, shape and orientation of the reflecting
body can be obtained by implementing 'polarization
control' [070. 054, 016, 150, 101]. The complex direction
of the electric field vector, in general describing an
ellipse, in a plane transverse to propagation, plays an
essential role in the interaction of electromagnetic



'vector' waves with material bodies, and the
propagation medium [001, 169, 074-079, 036-039].
Whereas, this polarization transformation behavior,
expressed in terms of the "polarization ellipse" is
named "Ellipsometry" in Optical Sensing and Imaging
[026, 028, 047, 091, 136], it is denoted as "Polarimetry" in
Radar, Lidar/Ladar and SAR Sensing and Imaging [070,
054, 001, IOI-103] - using the ancient Greek meaning of
"measuring orientation and object shape". Thus,
ellipsometry andpolarimetry are concerned with the
control of the coherent polarization properties of the
optical and radio waves, respectively [070, 136]. With
the advent of optical and radar polarization phase
control devices, ellipsometry advanced rapidly during
the Forties (Mueller and Land [136]) with the
associated development of mathematical ellipsometry,
i.e., the introduction of' the 2 x 2 coherent Jones
forward scattering (propagation) and the associated 4
x 4 average power density Mueller (Stokes)
propagation matrices'; andpolarimetry developed
independently in the late Forties with the introduction
of dual polarized antenna technology (Sinclair,
Kennaugh, et al. [070, 101, 016]), and the sub-sequent
formulation of 'the 2 x 2 coherent Sinclair radar back
scattering matrix and the associated 4 x 4 Kennaugh
radar back-scattering power density matrix', as
summarized in detail in Boemer et. al. [016]. Since
then, ellipsometry andpolarimertry have enjoyed steep
advances; and, a mathematically coherent polarization
matrix formalism is in the process of being introduced -
- of which the lexicographic covariance matrix
presentations [029, 030, 089-093, 105, 106] play an equally
important role in ellipsometry as well aspolarimetry
[026, 047, 088]. Based on Kennaugh's original
pioneering work [070], Huynen [054] developed a
"Phenomenological Approach to Radar Polarimetry",
which had a subtle impact on the steady advancement
of polarimetry [117-120] as well as ellipsometry by
developing the "orthogonal (group theoretic) target
scattering matrix decomposition" [054, 029, 070, 078, 112]
and characteristic optimal polarization state concepts,
which lead to the formulation of the 'Huynen
Polarization Fork' in 'Radar Polarimetry' [054, 157,001,
036-039, 161-163]. Here, we emphasize that for treating
the general bistatic (asymmetric) scattering matrix
cases, a more general formulation of fundamental
Ellipsometry and Polarimetry in terms of a spinoral
group-theoretic approach is strictly required [005, 096,
036-039].

In ellipsometry, the Jones and Mueller matrix
decompositions rely on a product decomposition of
relevant optical measurement/transformation quantities
such as di-attenuation, retardance, depolarization, bi
refringence, etc., [026, 032, 047, 123]measured in a 'chain
matrix arrangement, i.e., multiplicatively placing one
optical decomposition device after the other'. In
polarimetry, the Sinclair, the Kennaugh, as well as the
covariance matrix decompositions [011, 028-032, 144,089,
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l l l] are based on a group-theoretic series expansion in
terms of the principal orthogonal radar calibration
targets such as the sphere or flat plate, the linear dipole
and/or circular helical scatterers, the dihedral and tri
hedral corner reflectors - - observed in a linearly
superimposed aggregate measurement arrangement
[074-079]; leading to various canonical target feature
mapping [076-079, 029, 030, 082-086] and sorting as well as
scatter-characteristic decomposition theories [110, 112,
089-092]. In addition, polarization-dependent speckle
and noise reduction play an important role in both
ellipsometry andpolarimetry [076-079, 082-086, 138-143].
The implementation of all of these novel methods will
fail unless one is given fully calibrated scattering
matrix information which applies to each element of the
Jones and Sinclair matrices; and the realistic
requirements on the calibration of the polarimetric radar
data takes at the order of about 0.1 dB in amplitude and
I in phase must be accepted [138-143, 016].

Very remarkable improvements above classical "non
polarimetric" radar target detection, recognition and
discrimination, and identification were made especially
with the introduction of the covariance matrix
optimization procedures of Tragl [144], Novak et al.
[105, 106] Luneburg [089, 083], Cloude [028], and of
Cloude and Pottier [029, 030, 110-112]. Special attention
must be placed on the Cloude-Pottier Polarimetric
Entropy (H) [030, 111], Anisotropy (A), Feature-Angle
(a) parametric decomposition because it allows for
unsupervised target feature interpretation [111, 086].
Using the various fully polarimetric (scattering matrix)
target feature synthesis [110-112, 143,074-079, 055, 167, 161],
polarization contrast optimization, [011, 101-103, 163] and
polarimetric entropy/anisotropy classifiers, very
considerable progress was made in interpreting and
analyzing POL-SAR image features. This includes the
reconstruction of 'Digital Elevation Maps (DEMs)'
directly from 'POL-SAR Covariance-Matrix Image
Data Takes' (124-127, 112, 016] next to the familiar
method of DEM reconstruction from IN-SAR Image
data takes. In all of these techniques well calibrated
scattering matrix data takes are becoming an essential
pre-requisite without which little can be achieved. In
most cases the 'multi-look SAR Image data take
formatting' suffices also for completely polarized SAR
image algorithm implementation. However, in the sub
aperture polarimetric studies, in 'Polarimetric SAR
Image Data Take Calibration', and in 'POL-IN-SAR
Imaging', the 'SLC (Single look Complex) SAR Image
Data Take Formatting' becomes an absolute 'MUST'
[016]. Of course, for SLC-formatted Image data, in
particular, speckle filtering must be applied always.
Implementation of the 'Lee Filter' for speckle reduction
in polarimetric SAR image reconstruction, and of the
Wishart distribution for improving image feature
characterization have further contributed toward
enhancing the interpretation and display of high quality
SAR Imagery [081-086, 087], again requiring fully
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calibrated SLCformatted POL-IN-SAR Image data
takes. This distinguishes the limited use of a 'Multi
Amplitude-Polarization SAR' from a 'Fully
Polarimetric, Well-calibrated Scattering-Matrix-SAR'.
Using poorly or badly calibrated POL/IN-SAR
Image data takes is also not sufficient and strongly
detracts from recognizing the truly superior
performance of 'fully polarimetric POL-IN-SAR
Imaging [138-143, 107-109].

The fully polarimetric (scattering matrix) POL-SAR
and its UWB-POL-SAR Imaging applications [003, 017-
019, 043, 045, 053, 075-079, 082-086, 087, 095, 098, JOO,135, 128,
168, 170-172] are described in the proceedings of various
recent 'Polarimetric Radar Workshops' [009-012, 026,
102, 103, 117-120, w-01 tow-12]; and, especially in Chapter
5 on "Polarimetry in Radar Remote Sensing: Basic
and Applied Concepts" [016] of Volume 2, 'Principles
and Applications of Imaging Radar' [052] in the Third
Edition of the Manual of Remote Sensing [116].

3.3 SAR Polarimetry Versus SAR Interferometry
Whereas with 'Radar Polarimetry' textural fine
structure, target orientation, symmetries, and material
constituents can be recovered with considerable
improvement above that of standard 'Amplitude-Only
Radar' [134, 150, 151]; with standard (scalar) 'Radar
Interferometry' the spatial (range/in depth) structure
may be resolved, from which 'Digital Elevation Maps'
can be reconstructed [004, 093, 094]. However, neither
method is complete in that POL-SAR by itself does not
provide spatial information; and IN-SAR or military
(non-polarimetric) air-borne imaging radar cannot
provide textural fine-structure information [057-066, 145-
149]. Although, IN-SAR enables the recovery of
'Digital Elevation Maps (DEMs)'; without polarimetry
[094], it will be difficult to discern - in all cases - the
source orientation/location of the scattering
mechanisms [031, 107, 109, 124-127]. Without the full
implementation of POL-IN/TOMO-SAR imagery (114,
115], it will be difficult or close to impossible to discern
the tree-top canopy from that of the thicket under
burden or of the layered soil and sub-surface under
burden [145-149]. Many more additional studies of the
kind executed by Treuhaft, Cloude, et al., as reported in
[145-149], are required to establish fully the capabilities
of one method as compared to the other, and to their
integral POL-IN-SAR implementations. So, speaking
strictly in terms of Maxwell's equations, 'amplitude
only SAR' and 'Scalar IN-SAR' can only apply to the
either the TM (magnetic field parallel to surface) or TE
(electric field parallel to surface) incidence on a
perfectly conducting two-dimensional surface, by also
neglecting the inherent TE-TM hybrid shadowing and
front-parching (fore-shortening or overlaying) effects
[016]. In order to satisfy the correct implementation of
Maxwell's equations fully [007-010], it is necessary - in
all cases - to incorporate fully coherent polarimetric
(scattering matrix) POL-SAR [016, 070, 117, 120] and
especially 'Polarimetric-Interferometric Synthetic

Aperture Radar (POL-IN-SAR)' imaging methods [031,
107-109, 114, 115, 099].

4. POLARIMETRIC SAR INTERFEROMETRY
In POL-IN-SAR imaging, it is then possible to
associate textural/orientational finestructure directly
and simultaneously with spatial information; and to
extract the interrelation via the application of novel
'Polarimetric-Interferometric Phase Optimization'
procedures [031,107-109]. This novel optimization
procedure requires the acquisition of highly accurate,
well calibrated, fully polarimetric (scattering matrix),
SLC-formatted POL-IN-SAR image data sets. In
addition, several different complementing DEM
extraction methods can be developed which make
possible the precise determination of the source
location of the pertinent scattering centers. Thus, in
addition to the standard interferometric "scalar" DEM
[004, 093, 094] - derived from IN-SAR, it is possible to
generate two DEMs [124-127] directly from the 3x3
covariance matrices of the two separate fully
polarimetric sensor data sets as well as various
additional ones from the 6x6 POL-IN-SAR correlation
matrix optimization procedure [018, 019] for the
reciprocal 3x3 symmetric scattering matrix cases. Even
better so, from multi-band POL-IN-SAR imaging
systems, one can extract directly and simultaneously
'Polarimetric + Interferometric SAR Information' by
implementing the Cloude-Papathanassiou 'POL-IN
SAR Optimization' procedure developed for a fully
polarimetric twin-SAR-interferometer [031, 056, 071, 109].
This provides the additional benefit of obtaining 'co
registered textural/orientational + spatial three
dimensional POL-IN-DEM information'. Applying
this POL-IN-SARmode ofoperation to 'REPEAT
PASS Image Overlay Interferometry' makes possible
the 'Differential Environmental Background
Validation,Stress Assessment and Stress-Change
Monitoring' with hitherto unknown accuracy and
repeatability [031, 016, 109, 113, 114]. The full verification
and testing of these highly promising imaging
technologies requires first of all that well-calibrated,
fully polarimetric EWB-POL-IN/TOMO-SAR Imaging
data takes become available; and its development has
only just begun [109, 114, 115]. There exists a wide range
of hitherto unforeseen surveillance and environmental
monitoring applications, which require extensive
additional analytical investigations next to the
acquisition of the well calibrated and ground-truth
validated EWB-POL-D-IN-SAR Image data takes [107,
122, 018, 019].

For example, more in-depth analyses are required to
assess whether non-polarimetric IN-SAR alone could in
some, but may not in all cases, separate ground
scattering mechanisms from those of volumetric
scattering layers [145-149, 057-066] by utilizing
simultaneously the 'canopy-gap scaling method', first



introduced in Optical Hyper-spectral Mapping [002, 025,
080, 104, 130-132]. Indeed, 'POL-SAR Interferometry'
opened a huge treasure chest of novel modeling
methods for an unforeseen large number of hitherto un
approachable problems of environmental stress-change
measurement and interpretation. [028-033, 110-112, 107,
108, 114, 115]

5. EWB (HYPER-BAND) POL-IN-SAR IMAGING
Depending on the dispersive material and structural
properties of the scattering surface, the vegetative over
burden and/or geological under-burden, a careful choice
of the appropriate frequency bands - matched to each
specific environmental scenario - must be made [016,
057-066]. This is strictly required in order to recover -
next to material bio-mass parameters - canopy versus
sub-canopy versus ground-surface versus sub-surface
DEM + STRUCTURE information. With increasing
complexity of the environmental multi-layered
scattering scenario, the implementation of increasing
numbers of scenario-matched frequency bands - in the
limit- contiguous EWB (HYPER-BAND and ULTRA
WJDE-BAND)POL-IN-SAR becomes all the more
necessary and essential [021]. For example, in order to
assess - as accurately as ever possible - the bio-mass of
specific types of forested regions - - such as boreal
tundra shrubbery, versus boreal taiga, versus
temperate-zone rain-forests, versus sparsely vegetated
savannahs, versus dense sub-tropical to equatorial
jungle-forests - - requires in each case [057-066] a
different choice of multiple-to-wide-band POL-IN-SAR
imaging platforms, not necessarily operated at one and
the same band and altitude, for optimal performance
within the HF/VHF{(lO)lOOMHz} to EHF {100GHz}
regime [016]. For most semi-dense to dense forests of
the temperate zones, the EWB VHF/UHF/SHF (600 -
5000 MHz) regime may be optimal [054-066].
Whereas, for a dense virgin equatorial rain forest with
huge trees of highly conductive hard-wood, the UWB
(JOO- 1000MHz) regime is required, etc. [066]. Thus,
the current choice of frequency bands for bio-mass
determination is indeed very poor and insufficient in
that the L/S/C/X-Bands all lie well above the upper
saturation curve; and, the nominal P-Band (420 MHz)
well below the lower saturation curve of the bio-mass
hysteresis - - for most types of forested regions within
the temperate climatic zones [150, 151]. Similarly, in
order to recover the three-dimensional sub-surface
image information of dry to wet soils including its soil
moisture properties, the optimal EWBHF/VHF-regime
[152] lies below the nominal P-Band (420 MHz) to well
below 10MHz. Thus, adaptive EWB-POL-IN-SAR
modes of operation become a stringent requirement for
three-dimensional environmental background
validation, stress assessment, and stress-change
monitoring. Jn addition, next to the UHF/SHF (300
MHz - 30 GHz) regime, the EHF (30 - 300 GHz)
spectral regime becomes important for the detection of
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man-made structures - - such as telephone and electric
power-lines - - embedded in forests, shrubbery,
thickets, grasslands; and - in addition - for vegetative
canopy plus rugged terrain as well as for atmospheric
scatter analyses [104, 105].

Therefore, every possible effort must be made to
expand and to extend but not to give up the existing,
highly insufficient availability of free scientific 'remote
sensing spectral windows', which must absolutely be
spread with 'deca-logarithmicperiodicity' throughout
the pertinent frequency bands of about 1MHz to 300
GHz.

6. ALLOCATION OF ADDITIONAL SAR
IMAGING FREQUENCY BANDS
In order to secure the required frequency windows
within the ELF (HF/VHF) to (UHF-SHF) EHF regime
for environmental remote sensing, we must place our
requests - at once - to the 'Warid Radio Frequency
Conference (WRC'03, Sept./Oct., Geneva,
Switzerland)' via the pertinent National Research
Councils (NRC), Committees on Radio Frequencies
(CoRF) in a unified, concerted effort [034]. The
pertinent frequency bands between HF to EHF are
already over-crowded; but with the rapidly accelerating
conversion to digital communications and worldwide
digital video transfer, etc.; we had better wake up. The
"Remote Sensing Community" must relentlessly request
that the rights to operate in periodically spaced "deca
logarithmic (octave) windows'', extending from below
the HF to beyond the EHF bands, be granted.

This indeed represents a very serious, major problem
for all of military surveillance and environmental
stress-changemonitoring [008-013, 057-066, 128]. It is
indeed one of the most pressing issues that could reach
catastrophic proportions within the near future unless
we act immediately. The commercial 'Mobile Radio
Communications, Telephone and Video Transmission'
industry has already initiated a fierce battle for
acquiring various frequency bands hitherto allocated
exclusively for military radar, and for radar sensing and
imaging [016]. It is 'densely over-packing' the
"commercially appropriatedfrequency windows" plus
'encroaching into neighboring scientific bands'.
Wemust follow the successful example of the
'International Radio Astronomic Research Community'
[034], who had to address a similar problem a few
decades ago - - in the early Fifties - - in order to ensure
that far-distant Radio-Stars could be detected without
interference by radio communications clutter - - for
then a still relatively "sparsely occupied' VHF, UHF,
SHF frequency region. Now, with the imminent threat
of the ever accelerating "Digital Communications
Frequency Band Cluttering, Mobile Communications
Pollution, and 'www' Propagation Space
Contamination", we - - 'the International Remote
Sensing Research Community' - - are called to duty;
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and, we must take the helm - once held by the 'Radio
Astronomic Research Community' - in forcing a
visionary solution on behalf of future generations to
ensure that environmental background validation, stress
assessment and stress-change monitoring of the
terrestrial and planetary covers - - under the relentless
onslaught of an un-abating population explosion and
with it the quest for higher standards of living and
quality of life - - can be carried out also in the future.

7. POLARIMETRIC SAR TOMOGRAPHY
Because the 'twin-antenna-interferometer POL-D-IN
SAR optimization method '[041, 031, 107, 108, 145-149) at
narrow band operation allows formally the delineation
only of three spatially - in vertical extent - separated
scattering surfaces, characterized by polarimetrically
unique scattering mechanisms [107, 108, 145-149], it is of
high priority to accelerate the development ofnot only
twin-antenna-interferometers but of multi-antenna
interferometers - all being completely coherent POL
IN-SAR IMAGING systems. Furthermore, by stacking
the Polarimeters on top of one another (cross-range)
and in series next to each other (along-track and cross
track) results in a Polarimetric Tomographic SAR
Imaging system with Moving Target Imaging (MTlm),
so that a 'POL-TOMO-SAR' imaging system can be
synthesized [097, 019, 114, 115) which might also be used
for ocean current environmental monitoring and
assessment. In addition, using extra-wide-band multiple
Repeat-Pass Over-flight operations, at precisely stacked
differential altitudes and/or vertically displaced flight
lines, will result - - in the limit - - into a Polarimetric
Holographic SAR imaging system, a 'POL-HOLO
SAR' imaging system. This will allow the separation
not only of layered but also of isolated closed ("point")
scattering structures, occluded under heterogeneous
clutter canopies; and embedded in inhomogeneous
layered under-burden. This represents a good example
on what we cannot achieve merely by implementing
'EO-Hyper-spectral Imagery'[ 145-149].

The extension from 'narrow-band to wide-band POL
IN-SAR to POL-TOMO-SAR to POL-HOLO-SAR
imaging systems' is feasible, and will then enable the
realization of true 'Wide-band Vector-Electromagnetic
Inverse Scattering' [009-011, 016, 033, 128, 135, 087], i.e.,
the full recovery of three-dimensional bodies embedded
in heterogeneous, multi-layered scattering scenarios
[087, 135, 128]. This implies that fully polarimetric
multi-baseline interferometry and tomography may
obviate the need for introducing constraining
assumptions on the models used for estimating
polarimetric scattering parameters [145-149]. Full
polarimetric multi-baseline, multi-sensor interferometry
(POL-INITOMO-SAR) - which can now be synthesized
by air-borne multi-altitudinal polarimetric
interferometry [114, 115] - will result in improved
accuracy. It will allow the treatment of more

complicated realistic inverse scattering models than the
fundamental "stripped-down" analytic models, which
must currently be implemented for non-polarimetric
and also for most of POL-SAR twin-interferometric
sensing and imaging [016). The development of these
modes of high resolution, fine-structure stress-change
imaging and 3-D DEMmapping techniques are of
direct and immediate relevance to wide-area, dynamic
battle-space surveillance as well as to local-to-global
environmental background measurement and
validation, stress assessment, and stress-change
monitoring of the terrestrial covers [012, 013). The price
to be paid is high in that the POL-IN-SAR systems
must satisfy stringent performance standards (40 dB
channel isolation, high side-lobe suppression of about
35 dB) with calibration sensitivity of 0.1 dB in
amplitude and 1* in polarimetric phase. They must
become extra-wide-band, covering the HF to EHF
frequency regime, and they must be fully coherent
'Polarimetric (coherent scattering matrix) SAR Multi
Jnterferometers',which in the limit approach the
tomo/holo-graphic imaging capabilities [004, 009, 010,
OJI, 107, 108, 114, 115]. Yet, in retrospect, the exorbitant
costs are justifiable because of the immense gains
made. Similar to the early negative predictions of the
MRI technology, the cost per Imaging Platform will
steadily decrease - opening up never anticipated
additional fields of applications.

8. LARGE DENSITY DATA BASES AND
ULTRA-HIGH SPEED DIGITAL PROCESSING
Since the advent of digital SAR technology in the late
seventies, digital image processing, storage and high
density memory device technology has advanced
phenomenally; and there exists every reason to be
confident that this accelerated advancement will
continue [129, 132]. Only two decades ago, the
realization of fully polarimetric radar and especially
POL-SAR imaging was set in doubt; mainly because of
the exorbitantly large digital memory data space
required, the insufficient high speed digital processing
capacities available in the late seventies and early
eighties. However, we have advanced dramatically
with the introduction of optical memory devices and
high-speed parallel processing technology, now
reaching at - I0 Tera-Bytes - another temporary
threshold level that cannot easily be overcome without
the advent of entirely new device technologies. Such a
timely turn of events has occurred in that 'Acousto
Optic Analog Processor (AOAP)' technology has
experienced a similar dramatic advancement like digital
'UWB-POL-IN-SARRepeat-Pass' technology. This
makes possible an entirely novel approach to both
'Wide-band Range-Doppler Imaging (WRDI) 'plus
'UWB-POL-IN-SAR Image Acquisition, High-Speed
Processing' with the potential for considerable image
data compression. This new hybrid acousto-optic
analog-digital conversion, electro-optic digital data



compression, and exceedingly light-weight, electronic
processor size-reduction technology should strongly
contribute to overcoming the problem. Real-time air
borne as well as space-borne implementation ofRepeat
Pass UWB-POL-D-IN-SAR environmental stress
change monitoring can then be realized within the
foreseeable future [046] by accommodating the entire
set of extra-wide-band sensors with processors on one
and the same air-borne or space-borne platform.. A
processor currently under development, the ESSEX
High Performance Optoelectronic (HPO) Processor
(also known as ImSyn), demonstrates this potential.
The ImSyn HPOP captures the best advantages of
digital and optical processing technologies to provide
data handling and processing performance which, when
completed, promises to eclipse digital-only
performance for imaging applications while also having
significant size, weight, and power advantages [173].

The advantage of returning to acousto-optical device
technology is that the first function to be performed in
the "vector signal acquisition andprocessing chain of
events" in radar as well as in SAR - - amplitude-only or
polarimetric - - is to correlate the returned signal with
the transmitted signal which in the case of fully
polarimetric SAR are complex and vector in nature. In
'Modern Optics' [022, 023, 048] this has become a
straightforward functional task to be performed with the
aid ofa 'Fourier Lens'; whereas in the 'Digital World'
[129, 132] - - as is currently still being applied without
exception - - one needs to AID-convert the return signal
first. This approach is sufficient as long as one is
dealing with a LFM waveform, but there are severe
problems with the conversion of all data points that
need to be processed especially in the case of fully
polarimetric-interferometric UWB SAR systems. For
digital processing this equates to memory, storage and
speed of the devices. Optical processing takes
advantage of analog processing in that the signal is
converted from electrical to a laser medium (vertical
cavity matrix laser), and it is then processed 'almost
instantaneously' through acousto-optic Bragg cell and
Fourier Optical (FO) processors which at the current
state of the art already can handle huge image data
blocks as encountered in UWB-POL-IN-SAR image
acquisition, processing and storage. We are thus
dealing with a 'Hybrid FO-DIG Processor' which
performs the correlation functional process in the
optical domain; the signal/image analysis,
identification, classification - - that follows next - - in
the digital domain; and the SAR or POL-IN-SAR
processing again in another set of hybrid acousto
optical/digital processor chains. There would be two
major 'Hybrid Fourier-Optical-Digital Processor
Chains' required - - one for the signal
acquisition/detection/identification and a second set for
the SAR processing. Although, not yet fully realized,
this novel hybrid vector-signal/tensor-image processing
concept would, in the end, reduce the exorbitant
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processing workload by taking advantage of the true
merits of both acousto-optical and digital processing
modalities, as for example discussed in [046, 173]. Thus,
the symbiotic fusion of Modem Optics with advanced
Digital Image Processing will pave the path to follow
[047, 129], bringing a realistic solution for the full
implementation ofUWB-POL-D-IN/TOMO-SAR
Repeat-Pass imaging in sight.

9. PRESERVATION OF DIGIT AL SAR IMAGE
INFORMATION (URLs: t-01 to t-03)

One of the major shortcomings of the "Digital
Communications Age" is that it does not provide the
means of long-term information storage and
preservation, in spite of its enormous benefits for
immediate and global direct information exchanges at
all levels [024]. Of course, the instantaneous
dissemination and interactive flow of huge data files
presents indeed an enormous benefit to trade,
commerce, transportation, global banking and also to
accelerating the advancement of science and technology
in all fields of human endeavor. However, we are
accumulating meta (mega of mega) data banks at a
mind-boggling pace, we find no time nor resources for
screening the amassing information, but even worse
than that, we do not seem to possess the high-density
storage and information media guaranteeing long
lasting information preservation. For example, the
transition from the 'HARD-COPYBOOK LIBRARY' to
the 'FLOATINGDIGITAL LIBRARY- - THE TERRA
DIGITALIS' [021] cannot yet and must not yet be
realized in that we are indeed still missing two major
essential components for realizing this dream. For one
important basic requirement may not be able to be
fulfilled for a long time to come, namely that of
developing and manufacturing permanent high-density
digital information storage devices. The magnetic tape
drives and discs possess a rather limited life-span of
only a few years, and need to be replaced at exorbitant
costs periodically every five, and definitely by at least
every ten years. Its current replacement by EO-CD
ceramic/glass compact discs are also not fulfilling the
once sought solution of replacing the magnetic disk
drives, in that those not only seem to be, but truly are
vulnerable to cosmic ray and neutrino bombardment;
against which there does not exist a foreseeable cure.
This places additional constraints on the SAR Image
data refreshment tasks, which have not yet been fully
recognized. Furthermore, the extremely rapid pace of
digital computer operating systems advancements make
the newest operating systems obsolete as soon as those
appear on the market, requiring perpetual time
consuming updating, too often every year, at exorbitant
costs, with older versions becoming unsupported in
some cases. At the same time, the computer
programming languages are being upgraded even at a
higher pace so that within only a short period of time of
a few years major blocks of valuable information may
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be lost for ever unless con-current information
screening and transfer to the latest computer software
package has been maintained. But, who possesses the
time and resources to do so? Transfer of most
invaluable information onto acid-free paper storage has
become exceedingly difficult and expensive in case
laser-writing techniques are to be implemented. In
retrospect, we must ask ourselves whether we might be
creating an insurmountable 'Digital Tower of Babel';
and at the end very little is gained in extracting useful
knowledge, and a lot of most valuable information may
be lost for posterity in perpetuity [024].

All of these digital information storage and preservation
problems are compounded in the case of 'EWB-POL
D-IN-SAR and ED-Hyper-spectral Remote Sensing',
because of the rapidly accumulating Exa-Byte, DLTs,
and other current mass storage media, once thought to
be the answer for years to come. Well, the years have
come and we need to develop most rapidly highly
improved super-high-density information preservation
and not only storage media as well as supra-high-speed
digital image processing operating-systems which are
independent of the past, current and future computer
operating and software systems. The ongoing
development from UNIX to JA VAmust be accelerated
with JAVA still required to becoming much more
universal and much, much faster. Furthermore, the
electronic-chip manufacturing industry must adopt a
much more universal far-reaching and visionary
approach of accelerating the development of long
lasting digital information storage media so that we
may be able to preserve vital 'EWB-POL-D-IN-SAR
and ED-Hyper-spectral Information' on the 'Local and
Global Terra Digitalis Meta (mega of mega)
Information Bases' in perpetuity for posterity. Thus,
before we really have become aware of the severity of
the serious calamity so created, we have created a
historical void - 'the Digital Tower of Babel' - of most
valuable knowledge preservation, which commenced -
during the Eighties - with the advent of the digital age,
and valuable information may be lost irretrievably for
ever.

10. JOINT RF & OPTICAL REPEAT-PASS SAR
OPERATIONS
Furthermore, whereas most 'Hyper-spectral Optical
Radiometers' and "Microwave Multi-band
Radioaltimeters" operate in a down-look Nadir mode,
and the 'UWB-POL-IN/TOMO-SAR Imaging Sensors'
in left/right-side-looking operation, inducing shadowing
and 'front-porching (fore-shortening or overlay)', the
simultaneous implementation and operation of three
imaging platforms - - flying side-by-side, and being
fully equipped with Microwave Multi-band
(polarimetric) Radioaltimeters and Hyper-spectral
Optical plus UWB-POL-IN/TOMO-SAR systems - - is
strictly required. For example, for the environmental
stress-change monitoring within the Baikal Lake Basin,

Siberia [069, 017-019, 042, 156] or of the multitude of
pertinent Pacific Rim (PACRIM) regions, monitored by
the SIR-C/X-SARMission-2 as well as the PACRIM
AIRSAR-112measurement campaigns [017, 018], such
simultaneous triple platform imaging modes of
operation may be ideal. By implementing Differential
GPS, the three platforms must be flown side-by-side
with perfectly overlapping foot prints, and by executing
contiguously spaced, parallel repeat-pass flight
operations so that the complete wide-band microwave
radioaltimeters plus hyper-spectral optical down-look
image information can properly be overlaid on top of
the strip images produced by the two left/right side
looking UWB-POL-IN/TOMO-SAR platforms. In
addition, it is most desirable and necessary for testing
newly to be developed 'EWB-POL-D (RP) -IN-SAR
mage Processing Algorithms' to execute with highest
possible precision, 'Square-Loop - parallel (0).
orthogonal (90 ), anti-parallel (180 ), and cross
orthogonal (270) Flight-Line Repeat-Pass Operations'
over carefully selected, most diverse geo-environmental
calibration test and ground-truth validation sites. The
execution of such demanding flight operations has - in
principle - been realized, is no longer a distant dream,
and can be implemented now and immediately thanks
to the accelerated advancement of Differential High
Precision GPS electronic real-time navigation [099, 097,
122, 114, 115]. In addition, due to the rapidly developing
"Terra Digitalis" - - which is to preserve detailed
environmental mapping information even of the most
distant, hidden, comers of our terrestrial and also
planetary covers for posterity - - we should be able to
collect a long-lasting complete geo-environmental data
base which can be updated continuously.

11. DESIGN OF MISSION-ORIENTED MULTI
SENSOR IMAGING PLATFORMS
However, in order to realize the implementation of such
highly demanding multi-sensor technologies, it will at
the same time be necessary to develop a strategy for the
design and manufacture of air-borne sensor platforms
which are mission-oriented specifically for the joint
'Extended Radio-Frequency EWB-POL-D-INITOMO
SAR' plus 'Extended Optical Hyper-Spectral FIR-VIS
FUV' Repeat-Pass modes of operation. Also,
considering that there exist currently efforts to perfect
Forward-Looking POL-IN-SAR technology, it is
necessary to design platforms with minimal structural
interference obstructions, so that the entire frequency
regime from at least VHF, if not even HF, up to EHF
plus the extended Optical (FIR-VIS-FUV) Regime can
be accommodated. Considering that there was no truly
mission-oriented new 'Multi-purpose IMAGING
AIRCRAFT PLATFORM' designed since that of the P-3
Orion sub-marine hunting platforms of the late Fifties,
it is a timely and highly justifiable request to our
forward looking, visionary Planning Offices of DOD,
NASA (HQT.-JPL), DOC (USGS+NOAA), NATO,



ESA, NASDA, etc., to place top priority on this long
overdue demand of having access to the 'ideal imaging
platforms' required to execute both the military wide
area surveillance as well as the environmental
background validation, stress assessment and stress
change monitoring missions - world-wide [016-019].
Just to make use of existing air-borne platforms of
opportunity; e.g., the B-707 for the non-polarimetric
AWACS, the carrier-based E-2C Hawkeye for the non
polarimetric APS-145, the P-3 Orion for the NAWC
UWB-POL-IN-SAR [152], the DC-8 for the AIRJTOP
SAR, etc., is no longer sufficient [099, 128, 134, 135];
because EWB!UWB fully polarimetric POL-SAR
Multi-SAR-Interferometers cannot tolerate any multi
path scattering obstructions unavoidably encountered
with all of these "polarimetrically clumsy", venerated
platform designs. Platforms that could utilize such
improvements are among others, also future JSTARS
class platforms, plus Predator (UAV), and Global
Hawk (UAV) types of aircraft, etc.. Thus, instead of
expending any more dead-end efforts on the elimination
of platform interference effects of existing imaging
platforms for the purpose of developing hyper-fine
image processing algorithms in the high-resolution
imaging and target detection programs; why not
directly and without any further ado aggressively attack
the planning and design of the" UltimatePOL-
IN/TOMO-SAR Platforms", varying in size according to
application and mission performance, required already
now, and immediately! Specifically, we require to
develop the ideal set of low/medium/high-altitude
versus small/medium/large-sized imaging platforms.

12. NEED FOR SUB-AQUATICMULTI-SENSOR
(SAS)STRESS-CHANGE MONITORING
In concluding this overview, here we need to pay
attention also to another related, most serious
environmental stress change monitoring problem
dealing with the detection of the rapid destruction of
our sub-aquatic flora and fauna in our rivers, ponds,
lakes, coastal surf-zones and the shallow to deep ocean
environments - - which has assumed absolutely
catastrophic almost irreversible conditions. A solution
may be in sight, and can be achieved by incorporating
multi-sensor high resolution magneto-metric, various
forward/side/bottom-scanning sonars, EO sub-aquatic
polarimetric high-resolution imaging, 'chemical trace
element sniffing' [040, 081] as well as Synthetic Aperture
Sonar (SAS)multi-sensor technology [051] into the
'Sub-aquatic Environmental Stress Change Monitoring'
operations - - over land including lakes, rivers and
ponds; aquifers below land; and in the deep ocean water
environment [040, 049-051]. Because of the close
relations among image digital and analytical processing
techniques for UWBSAR [049, oso]and Wide-bandSAS,
Polarimetric Magneto-Metric Wide-AreaImaging and
POL-SAR Imaging, more attention needs to be paid by
the "UWB-POL-D-IN/TOMO-SAR" [050] research
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community toward the accelerated co-development of
UWB-IN-SAS technology. In addition, it will become
necessary to combine directly various - if not all - all of
these multi-sensor technologies for the increasingly
more complex problems of environmental stress-change
monitoring in the littoral coastal surf zones, of the
continental wetlands [016, 069], and of the receding
glacial ice fields.

13. CONCLUSIONS
A succinct summary on the current state of
development of Polarimetric and Interferometric
Synthetic Aperture Radar theory, technology and
applications is provided with a view towards the
expected rapid developments of fully integrated
"Polarimetric SAR Interferometry" and its extension to
'POL-IN/TOMO-SAR Repeat-Pass' environmental
stress-change monitoring. The underlying basic
systems analysis of these POL-IN-SAR to POL-TOM
SAR algorithms need to be complemented with recent
POL-IN-SAR to POL-TOM-SAR images obtained with
air/space-borneNASA-JPL, NASDA, NAWC-ADand
DLR imaging platforms; and those of high resolution
SASmulti-sensor monitoring platforms using the
NCSC-MUDSS systems. With the choice of associated
examples provided in the pertinent URLs, we will - at
the same time - be able to assess the current 'State-of
the-Art in UWB-POL-IN-SAR and UWB-SAS
Technology'; and to identify the current associated
inadequate sensor platform availability, the introduction
of hybrid acousto-optical/digital processing technology
as well as the threat imposed by densely packed
worldwide digital communications and video image
data transfer. Finally, we will conclude that in order to
utilize fully the sensing and imaging capabilities in
optical as well as radar vector-electromagnetic
surveillance and monitoring, in addition to all the
timely and urgent requests made in Sections 6, 8 and
I0, I I, 12 ; more emphasis must be placed on the
accelerated development of 'International
Collaboratories ', such as the 'ONR-EUR-NJCOP
WJPSSCollaboratory', for the advancement of
pertinent Vector-Electromagnetic Modeling (Inverse
Scattering), Image Processing and Interpretation tools
for UWB-POL-IN-SAR Image Data Sets, the
associated algorithm hardening, and implementation in
practice. In summary, we require to develop the
"Collaboratorium TerraDigitalis" as proposed in [021],
and for Baikal Lake, Siberia, the "Collaboratorium
TerraDigitalis Baikalum {021 ], respectively [1-0 J 10 1-03].

The ESA-CEOS-MRS'99 SAR-CAL/VAL Workshop [w-
11] provided another valuable modicum of close
international cooperation for the steady accelerated
advancement ofEWB-POL-D-IN-SAR principals and
technology - - - and, at the current pace of development
there just cannot be enough of these highly productive
Workshops as well as Collaboratories - - like the
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"CEOS Collaboratory "- - as summarized in the 'Report
on Polarimetric & Interferometric Polarimetry of
Friday, 1999 October 25.
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Seed Questions

A Land Applications:

I) At the information product level (e.g. biomass, soil moisture, etc..), do we have a good
understanding of the requirements on accuracy, temporal sampling, and spatial
resolution?

2) At the instrument level, is current research and applications demonstration giving us
clearer views on the radar system parameters (e.g. wavelengths, polarisations, resolutions,
... ) that are required? Can we say what radar parameters are acceptable (even though not
necessarily optimum)?

3) What are the key deficiencies in current SAR sensors that limit the scientific or
commercial value of the information which can be extracted?

4) Can we quantify the tradeoffs between multi-parameter radar imaging and multi-temporal
imaging with simple radar systems?

5) How well are SAR data being integrated with other data (e.g. DEM, meteo, optical, ...)
for the derivation of truly high-level products (e.g. crop yield, water runoff, ...)?

Please try to answer these questions by keeping in mind the differences between
the applicationts) you are expert in, and the more general case of the use of SAR
datafor land applications.

B Ocean Applications:

I) What are the key requirements to help integrate SAR data with other available sources of
information (in situ, scatterometers, altimeters, radiometers, ...)and model outputs to
derive high level products for scientific and/or commercial applications?

2) Are the current research efforts sufficient to give us a clear understanding of the use of
specific ASAR modes (incidence angle, spatial resolution, polarisation, ...) for scientific
and/or commercial applications ? If not, what should be done?

3) Are the current retrieval algorithms (wave, wind, ...)sufficiently robust for global
applications, or are regional derivatives necessary? What is the ASAR engineering
performance requirement for wave and wind retrieval in terms of radiometric accuracy
and spatial resolution?

C Geometry/radiometry/calibration:

I) Is the methodology for phase and amplitude calibration of space and airborne systems
mature?
a) What issues remain open?
b) What role do distributed targets play in the calibration of SIB radars?
c) How should these be attacked?
d) Is there a need for white papers on this subject?
e) There are a number of techniques available for the absolute calibration of SARs

(e.g. using transponders, corner reflectors etc) - is there an optimum technique or are
they complementary?

2) What are the driving requirements for users of SAR data in terms of calibration?
a) Is accessibility of data properties an issue?
b) How can users be assured about the quality standard of the products disseminated to

them?
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c) Do users need to deploy their own calibration devices?
3) Has the gap between point target calibration measurements and instrument performance

been adequately addressed?
4) What system information would aid in improving the characterisation or accuracy of

future systems?
5) How do we make products that reflect the potential localisation accuracy available from

ephemeris data?
6) What are the data product dissemination media and formats of the future?
7) For RADARSAT-1, what is the influence of attitude and beam displacement on the

calibration and image quality of RADARSAT Products?
a) How accurately can RADARSAT attitude be measured and under what conditions?
b) What is the observed stability and variability of the RADARSAT attitude?

8) How can the beam azimuth offset be taken into account within a SAR processor and how
can the model for this effect be improved?

D SAR processing:

1) SAR processing:
a) What is the most robust algorithm for estimating the Doppler centre frequency?
b) Is the chirp replica necessary in SAR processing? If so, what is the required accuracy

of the chirp replica?
c) Is using the same number of bits as in the raw data accurate enough for correlating the

SAR data? What about the frequency?
2) Auxiliary data:

a) Should we use the digital elevation model to generate the high quality image (antenna
pattern correction using the DEM)? If so, what DEM accuracy is needed in terms of
height accuracy and spacing?

b) Are the "Ortho-photo" SAR data products requested as often from the SAR data users
when compared with the Ortho-photo in the case of Optical data users ?

c) What is the accuracy requirement of the orbit data (position and velocity) as well as
the attitude data?

3) Mosaicing:
a) Co-registration of the image scenes is a concern on the generation of the mosaics.

De-striping is one of the important steps in generating a good mosaic image. What is
the best method to do this?

D Antenna synthesis:

1) Has the ultimate antenna elevation gain pattern synthesis tool been developed?
i.e. is there a preferred synthesis technique?

2) How can we be sure that the maximum possible performance is being obtained from an
antenna?
a) Are there other suggestions or recommendations for driving parameters?

3) What is the best way to deal with modelling phase/amplitude setting errors and/or TRM
failures?
a) In including errors in the analysis, the ASAR approach is to increase the sidelobe

levels. This removes any trade-off capability between Tx and Rx to offset a sidelobe
in one pattern by a null in the other. Is this reasonable?

4) How should we assess the overall performance of the instrument with regard to errors?
a) What (if any) aspects of antenna pattern synthesis are not included in present-day

synthesis techniques?



5) Can we recommend a sigma nought model which should always be used, in order to be
able to compare the performance of different SARs? The performance of the synthesis
process is ultimately based on the performance algorithms. This is influenced heavily,
however, by the radar cross-section model adopted. How may we combine different
models to produce a definitive case (e.g. the ASAR land/sea combined model)? Should
we instead adopt an approach using mean levels from models (e.g. RADARSAT)?

E Data compression:

1) Raw Data Compression
a) necessity of on-board vs. ground-based compression?
b) need for application-based quality criteria for compression evaluation,

e.g. interferometry, wave mode spectra?
c) with block-based methods, how do you choose the best block size?
d) are wavelet-based methods applicable when there is little data redundancy

(i.e. data is not oversampled)?
2) Image Data Compression

a) compare wavelet based methods with conventional methods
(e.g. Chen & Smith JPEG)

b) can one effectively combine speckle reduction with data compression?
c) what criteria do you use to evaluate the quality of reconstructed images?

F Post processing techniques:

I) Is the field of speckle filtering for a single polarisation SAR image mature enough?
Should more research be encouraged?

2) How can speckle filtering techniques be generalised and applied to multi-temporal SAR
images, polarimetric SAR images and interferometric phase images?

3) SAR and polarimetric SAR image texture remains a difficult parameter to define. What is
the best method for texture extraction? Could it be Markov random field, Wavelet
transform, K-statistics, standard deviation to mean ratio, etc.?

4) Is the field of SAR and polarimetric SAR image classification (or segmentation) mature
enough?
a) What is the effect of speckle filtering and texture analysis on the classification

accuracy?
b) How can terrain types can be identified, when unsupervised techniques are applied?

G Instrument design and new concepts:

I) Do we correctly exploit lessons from previous programmes( ERS, Radarsat..) for
designing and reducing the cost of new ones, particularly for ambiguity and noise level
which drive antenna size and power? This is even more important at low frequency
(Land P bands) where ambiguity requirement could block access to low cost solution
(the power demand is less of a constraint). Why do all previous and current designs use
roughly the same figure (-20 dB az+range scattered target protection)? The user does not
directly need ambiguity protection, he does however need a radiometric quality which
involves also the whole scene radiometric context as seen from space. The ambiguity
requirement should be based on real measurements from space, on a theme per theme
basis (geology, vegetation, etc). It seems that after ERS, J-ERS and Radarsat, which have
produced a large number of images for a wide range of users, we are still specifying
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1) Recommendations regarding the collection of strategic data sets (SDS). SDS are to be
acquired by ASAR for general scientific and application demonstration purposes in
addition to the data requested by individual users. The following SDS have been
proposed:
a) During the commissioning phase:

• Full European ASAR coverage in ERS like mode
• ASAR coverage of selected sites distributed worldwide with different combinations

of polarisation and incidence angles
• Full global ASAR coverage in Wide Swath mode
• ASAR Wave Mode over oceans
• ASAR Global Monitoring Mode over any land and ice surface
• ASAR Wide Swath over European Coastal Zones

b) During the operational phase:
• Data sets to support the action of participating countries
• Data sets to support the action of commercial distributors
• Coverage of areas poorly covered by ERS (ERS like mode and as interferometric

pairs in ERS like mode)
• Collection of coherent representative data sets( e.g. full global coverage in ERS like

mode, different combinations of polarisation and incidence angles over selected
sites, full global interferometric coverage)

• ASAR Wave Mode over oceans and large seas
• Global Monitoring Mode over land, ice and sea-ice surfaces

2) What is the usefulness for science and operational applications of the new ASAR mode
and products as compared to ERS?
a) Near Real Time stripline products (Image Mode, Alternating Polarisation,
b) Medium Resolution, Wide Swath, Global Monitoring Mode)
c) Alternating Polarisation products HH/VV or HH/HV or VV/VH

(PRI,GEC, SLC, Medium Resolution)
d) ASAR Global Monitoring Mode(l km resolution, HH or VV, products per orbit,

Global coverage in 6 days)
e) Selectable Polarisation and Incidence angle High Resolution Products in Image mode

3) What is the potential of the Newly developed ASAR Wind Wave algorithm and product?
Should it be extended to Alternating Polarisation?
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ambiguity requirement as we did 20 years ago when we had no way to get a wide
statistical radiometric knowledge.

2) What is the rationale for a -35 dB requirement for NeSigmaO (as envisaged in L-band) if
the ambiguity requirement is still -20 dB (impossible to reach -35 dB anyway)?

H Envisat:



I Polarimety:

Radar Polarimetry, Radar Interferometry and Polarimetric SAR Interferometry represent the
current peak of 'Microwave Remote Sensing' technology, but we still need to progress very
considerably in order to reach the limits of physical realisability. It is the ultimate goal of this
endeavour to eventually realise air-borne and space-borne 'Geo-Environmental Background
Validation, Stress Assessment, and Stress-Change Monitoring'. Keeping this goal in mind, a
set of topics for discussion and meditation was selected for the Round Table. The selected
topics are collected in three groups, dealing with:

I) Development of the underlying basic theory of Polarimetry, Interferometry, Polarimetric
SAR Interferometry, and of the associated EWB-D-POL-IN-SAR' ALGORITHMS.

2) Polarimetric SAR Interferometry data formatting and standardisation (SLC, MLC ...),
systems calibration procedures, and ground truth validation (permanent test site ...).

3) Polarimetric SAR Interferometry imaging systems and platform improvements
(Polarisation Purity and Channel, Narrow-Band Antenna-Array Systems Performance
versus Side-lobe Reduction ...)plus standardisation.

J Interferometry:

I) What is the reliability of unwrapped phases without independent data
(i.e. multibaseline, rnultifrequency)?

2) What is the optimum baseline to get minimum elevation deviation
(apart from phase unwrapping)?

3) What is the status of the design of stable and unobtrusive reflectors
(dihedral and trihedral reflectors, lenses, multi polarisation resonating surfaces?)
for DINSAR applications.

4) What is the status of meteo effect compensation?
5) Future missions dedicated to InSAR/DinSAR? Military of civilian?
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1. Land applications
Chairman: T Le Toan (CESBIO) Co-chairman I Report: M Borgeaud (ESA)

1.1. Session highlights:

• 6 oral papers presented.
- For applications requirements, NASA 'Experimental SAR' mission to meet three science goals:
cold regions, vegetation recovery, and global topography for which mission requirements are well
defined (L+X-band)

- In the field of terrain deformations, permanent scatterers were identified in urban areas from long
temporal series of interferograms to remove atmospheric effects. Used to detect vertical motion
with < 1m accuracy

- In snow monitoring, use of SAR polarimetric data for classification. Mapping of wet snow versus
bare ground best done at high incidence angle

- In Forestry, vegetation cycle of deciduous forest can not be measured by one-day repeat SAR
interferometry coherence

- Extensive project to map (forest/non-forest) part of Siberia using JERS SAR data

• 19posters presented.
- Use of SAR data for land-cover mapping in Guyana, Germany, France with ERS, Radarsat and
airborne polarimetric SAR data

- SAR interferometry used to retrieve crop parameters and to assess flood damage
- Requirements on SigmaOfor soil moisture and snow-covered areas
- SigmaOdatabase derived from ERS scatterometer data over land
- Coupling of crop growth models with SAR data
- Combined use of SAR and optical data for land-use in India and Nepal, and Ghana
- Extensive use of SAR data for monitoring purposes (Amazon and urban areas)
- Joint use of ERS and JERS SAR data for forest mapping of Siberia
- Integration of SAR data in GIS

1.2. Seed questions:

1) At the information product level (e.g. biomass, soil moisture, etc..), do we have a good
understanding of the requirements on accuracy, temporal sampling, and spatial resolutions?

- Cannot answer this question in a general manner; depends heavily on the application and the
product considered

- However, requirements are well-known for LightSAR mission, and for some limited applications
(e.g. rice maps, topography, snow-melt runoff)

- Real problem is not on SAR data but more on the availability of in-situ data

2) At the instrument level, is current research and applications demonstration giving us clearer views
on the radar system parameters (e.g. wavelengths, polarisations, resolutions, etc... ) that are
required? Can we say what radar parameters are acceptable (and not necessary optimum)?

- Depends again on the application considered
- Very difficult to draw conclusions since good-quality experimental data (e.g. in-situ data) is still
missing

- Clear case on topography -e add X-band on NASA "Experimental SAR"
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- Previous years ofspaceborne SAR data archived should be.opened to the user/scientific
community

- Identify feasible important problems for which a SAR may contribute. Then only use the SAR data
and not the reverse

- Still missing good quality in-situ data to test latest keys development in SAR technique
- More then20%.ofthe papers presented at CEOS'99 deal with land applications. Future meetings
should maybe keep only the ones addressing real SAR requirements and cal/val issues

- Include seed questions when.the call-for-papers is published, to make surethat abstracts submitted
address theseissues
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3) What are the key deficiencies in current SAR sensors that limit the scientific or commercial value
of the information which can be extracted?

- Same answers as in 2); depends again on the application considered
- Some applications for which volume scattering is important would be best satisfied with a
depolarisation channel (HV)

4) Can we quantify the tradeoffs between multi-parameter radar imaging and multi-temporal imaging
with simple radar systems?

- Depends on application considered
- A good understanding on the physics (scattering mechanisms) is first needed to define the
application requirements, then the property of the SAR data (polarisation, frequency, temporal
sampling) can be addressed

- Trade-off for multi-mode SAR (which mode to use) should not be neglected

5) How well is SAR data being integrated with other data (e.g. DEM, meteo, optical, etc...) for the
derivation of truly high-level products (e.g. crop yield, water runoff, etc...)?

- Depends on the application
- Necessary to identify a clear application/goal and to see then how radar data can contribute and
which other types of data are required

- For topography, more auxiliary data (weather, temperature) is needed to correct for atmospheric
effects

1.3. Conclusions:

- Distinction to be made between science requirements (How SAR data can be useful to help solving
a complex environmental problem, e.g. forest monitoring), and commercial requirements (SAR
data can be directly used to create a product, e.g. rice maps using SAR data)

- Start with a well-defined science/applications requirements and then to investigate how SAR data
can contribute

- Difficult to generalise the SAR requirements for land applications since they strongly depends on
each individual applications

- More in-situ data required to test/validate algorithms proposed by the user community
- Lots of partial results which needs to be validated on a more general case

1.4. Recommendations:
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2. Ocean applications
Chairman: B. Chapron (JFREMER) Co-chairman I Report: E. Attema (ESA)

2.1. Session Highlights:

- New SAR wind/wave products with or without a priori knowledge, applied/tested with ERS and
RADARSAT, prepared for ASAR

- Sea ice thickness product
- Coastal monitoring applications

2.2. Seed questions:

1) Data Integration:
- ERS Wave mode could be scatterometer quality flag
- Synergy with altimeters for ocean currents
- Synergy with ocean salinity missions
- Assimilation in numerical weather prediction models (NWP)

2) Research Requirements:
- Regarding ENVISAT no specific recommendations were made for pre-launch research other than
the preparation of the calibration and validation

- Validation should be prepared at selected instrumented sites and high resolution SAR modes
should be used initially

- After launch new research will start in many areas. It was noted that ASAR would be ideal for the
derivation of an HH version of CMOD4

3) Algorithms:
- After the successful completion of the development of the new SAR wind/wave products new
initiatives are solicited

- It was noted that ASAR HH modes would be a good choice for vessel detection applications

2.3. Recommendations:

e general recommen<lationwas made for (continued) co-ordination between Agencies to
optimise spatial and temporal SAR coverage for ocean/ice app

- Key requirements for Arctic basin-scale science application are:
~ Routine and reliable repeat (3-day) wide swath high-resolution (150 m) coverage of the Arctic

Ocean at VV
~ Geometric fidelity (absolute geo-location: 100m; relative location: 50 m). This is critical for the

calculation of ice cover deformation
~ Radiometric calibration (absolute~ 1-2 dB) for monitoring backscatter history over the season
~ Dual polarisation is an added bonus for identification of areas of open water and thin ice
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3. Geometry/radiometry/calibration

3.1. Session highlights:

• 6 oral papers presented dealing with the following aspects:

- Updates on two marvellous SAR systems: ERS-2 and RADARSAT
- Overview and plans for RADARSAT-2 and its calibration
- Reports on two advanced A/B SAR systems and their calibration
- Stability of Amazon rainforest at C-band: ERS SAR, Scatt, RADARSAT
- Use of calibrated ocean spectral widths as a globally available cal reference
- InSAR phase for co-registration of ERS SAR and SPOT
- Localisation using ERS for Mapping
- Study on the accuracy of S/C attitude estimation from Doppler Tracking

Key results are:

- Both ERS and RADARSAT rely on precision ARCs for absolute calibration and Amazon for
Antenna pattern

- Use of ARCs for calibration ofRADARSAT-2 is being questioned partly on the grounds of cost
- For RADARSAT-2, antenna model parameters will be tuned from Amazon measurements of a
subset of the beams will be used to quickly generate the others

- Requirement for ARCs was questioned in another paper which proposed ocean spectra be used as
an economical way of proceeding. The method has the advantage of being applied around the
orbit; however it was pointed out that true costing involves operational issues as well as initial
capital investment

- The stability of the rainforest at C-band has been compared using measurement from ERS and
RADARSAT and its characteristic as a distributed target standard studied. This appears to be
approximately 0.6 dB RMS and this is the range of typical existing SAR accuracies

- S/C attitude information and beam pointing accuracy was shown to be a very sensitive driver for
Doppler centroid estimates and a formalism for determining pitch and yaw from Doppler results
has been presented. A deficiency in the RADARSAT system appears to be a good knowledge of
the static offset in azimuth as a function of beam elevation

Other papers discussed specific problems with airborne SAR calibration and showed that in some
respects radiometric accuracy is more difficult to achieve than for satellite systems. Little was said
about geometrical calibration, but two papers described how space SAR was used to register other
data. In one case, in-SAR was used to provide Ground Control Points for SPOT data. A systematic
timing bias was identified in ERS and later corroborated from the audience

3.2. Seed questions:

Round table discussion explored the question of whether calibration "had been solved" and whether
users were confident with calibration data provided. It was clear that data providers needed to provide
the means for accurate radiometric calibration
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3.3..Conclusions/Recommendations:

There will continue to be a need for some system of manmade targets to provide .anabsolute references

There.may be a need for an international QA authority which would validate calibration processes set
up by/data providers, 'and provide a system.of man made.targets as an international reference. This
function is one which. could perhaps be undertakenbyCEOS

Within existing measurementaccuracies, rainforestappearsto be sufficiently stable to beused for both
relative and absolute reference. It is suggested that this topic be explored more formally as a specific
taskonCEOS

Data formats -appear to be emerging.,and will probably depart significantly from CEOS format. Data
providers appear to.be making this seamless by providing freeware

It. was .clear that there are many possibilities of combining existing and emerging methods for
calibration. The tradeoffs. in developing a comprehensive strategy for a particular instrument involve
costs/( capital and operational) and need. to .be considered carefully. Given the benchmarks set by
existing satellite SAR.s,the standards are high
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4. SAR Processing
Chairman: F. Adragna (CNES) Co-chairman I Report: M Shimada (NASDA)

4.1. Session highlights:

• 9 oral papers presented, dealing with various techniques, the application fields being very large and
papers not controversial:

- 4 papers were dedicated to 'New Processing': ScanSAR (DLR), SpotLight (Alcatel), phase
corrections for interferometric processing (JPL GEOSAR and DLR X-SAR/SRTM). The case of
GEOSAR was dedicated to multi-path correction. It seems that each problem can find a solution
(multi-path, Doppler, ScanSar, SpotLight, etc... ). No 'blocking point' was encountered

- 2 papers were dedicated to Radargrammetry: in the case ofRadarsat (medium resolution) the
technique has been already used operationally. Works are going on to improve the 'correlation'
step (direct use of the SAR signal?) and the architecture of the whole processing chain. In the case
of airborne SAR (high resolution), the goal is to first extract the linear structures from the two
images and then to compare them. Process are not operational for the moment

- A very good and 'synthetic' paper on 'Doppler estimation algorithms' was presented by Ian
Cumming. Different techniques or algorithms (MLCC, MLBF, ... ) are compared. The behavior on
discontinuities is discussed. The best estimation seems to be reached with a phase based estimator,
computed on blocks. The accuracy can be as good as 5 to 10Hz (1% bandwidth)

• 2 papers dealt with Localisation, Geometry and Mosaicking. This topics led to a lot of discussions
and most of them were transcribed into recommendations
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5. Antenna Synthesis I Data Compression I Post-Processing
Techniques

5.1. Antenna synthesis sub-session
Chairman and report: M Brown (Marconi)

5.1.1. Session highlights:

The session Papers presented performance-based synthesis and a potential ASAR beam re
optimisation following Transmit Receive module failure. The questions raised were:

1) Does the synthesis software handle polarimetric modes?
- Yes, current synthesis tool can handle stripmap and ScanSARmodes and polarisation selections
from single channel through dual to quad

2) Does your software optimise the beam using the full 2d pattern?
- No, as this would be exceptionally computationally expensive. The assumption that the 2d pattern
can be decomposed into an azimuth and a range cut is valid so long as the level of failures is small

3) Can we recommend a sigma nought model which should always be used in order to be able to
compare the performance of different SARs?

- Although some doubt whether it is desirable to compare different SARs, for two SARs operating in
a very similar manner such as ASAR HH polarisation and RADARSAT-1 it is very useful to be
able to compare performances directly. Nevertheless, we should still design any SAR using sigma
nought models which reflect the demands of the intended applications

4) A suggestion was made that the ambiguity suppression required for polarimetric modes was in
excess of 35dB

- Although ambiguity suppression of this level may be desirable for certain applications, in general
we would suggest that such performance may only be achievable for a fully functioning antenna
(i.e. without TRM failures). In practice we suggest that ambiguity suppression of the order of 20dB
should be sufficient for most current applications and a realistic level for end-of-life performance

5) What does the phase pattern look like following successful synthesis, i.e. is it flat in the main
beam?

- Normally we do not look at the phase pattern but successful synthesis will mean that the phase will
be flat in the main beam

6) Do you take quantisation into account during synthesis?
- Yes, we can impose quantisation constraints on both phase and amplitude. ASAR has 6 bits each
for phase and amplitude

7) How are different TRM failure scenarios catered for?
- The baseline for ASAR is to assume an end-of-life failure of 6% of TRMs which is modelled at the
90% confidence level. This allows for some clustering of failures

8) What is the strategy for re-optimising ASAR following module failure?
- Provided the failure level remains within the 6% end-of-life limit and the distribution is essentially
random across the antenna, then no re-optimisation is foreseen. However, should an entire tile fail
(5%) or other serious clustering of failures occur then re-optimisation may prove inevitable



5.1.2. Recommelldations :
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9) Have you tested an antenna with failed modules?
- No since we have yet to fly an active SAR antenna we have no first-hand experience of the effect
of failures on the beams. It would, of course, be possible to test the ASAR in the range with any
number of TRMs switched off

For different SAR systems operating in very si
and being used for a particular application it is desirable to be able to
equal footing. To this end the use of standardised radar cross section mo

5.2. Data Compression sub-session
Chairman and report: I Cumming (UBC)

5.2.1. Session highlights:

• On Raw data compression:

- Useful when data oversampled
- Take FFT ofraw data
- Filter noise from unused frequencies
- Compress and transmit in frequency domain
- Use more bits in strong part of spectrum
- Higher compression than BAQ when data are oversampled

- ENVISATI RADARSAT 2 Raw Data Compression Summary:
~ 8, 4, 3, 2 bit FBAQ
~ 8 bit uncompressed best suited for high precision, calibration but very narrow swath due to data

rate constraint
~ 4 bit main ENVISAT operating mode: provides excellent image quality and a small phase error for

INSAR applications (<10°)
~ 3 bit preserve SigmaO:good compromise for general wide swath use (use of this compression ratio

not planned)
~ 2 bit for low bit rate modes, and very wide swath applications (e.g. wave mode and global

monitoring mode of ASAR)

- Application based requirements:
~ Space Agencies selects compression levels based on system and product quality trade-offs
~ Users must evaluate their requirements for raw data compression
~ Does raw data compression affects calibration? (e.g. 2 bit case)



• On SAR Image Compression:

- Scansar image compression
- Multilooking gives more data redundancy
- High energy compaction in wavelet LL band: often only one level of decomposition necessary
- Use mask to allocate bits in each band: apply more bits in high dynamic areas, apply block
adaptive linear quantiser

- Compression of multitemporal images: use first image to optimise selection of blocks, apply to
subsequent registered images

- Compression of multipolarisation images: statistical properties of channels allow higher
compression ratios

- SAR image compression Summary:

~ Wavelet techniques:
- Provide higher compression ratios
- Preserve edges and point targets well
- Preserve mean/sigma and texture well
- For complex data, polar format compression preserves phase better (use vector quantisation for
phase information)

~ Can we combine speckle reduction with compression?
- Despeckled images have lower entropy
- Wavelets can combine despeckling and compression

5.2.2..Recommendations:

- Need for CEOS Standards for SAR image compression:
~ Many new methods being developed
~ Time to get consensus on best methods/standards/formats
~ ESA has test data sets available

5.3. Post-Processing Techniques
Chairman and report JS Lee (NRL)

5.3.1. Session highlights:

• 6 oral papers presented and one poster.
- The paper 'New approaches in Speckle filtering' was discussed. The claim of not using the
Hamming aperture weighting in multi-look processing to reduce speckle level has to be further
assessed. In addition, the author's proposition to organise an evaluation of many speckle filtering
algorithms is delicate and has to be conducted carefully. Many algorithms have parameters that
require fine tuning. Programming errors and simplification may produce erroneous results.

- The other oral papers are related to speckle filtering of a single or polarimetric SAR images. The
last paper by Touzi emphasised that locally stationary and locally non-stationary scene signals
have to be treated separately.

- The poster paper is about edge detection accuracy in SAR images.

415
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- This sub-session was running more than an hour late in the late afternoon. Many experts in post
processing techniques have left for the day including some of the authors. Consequently, few
questions were asked for the last two presentations and discussions on seed questions were lacking
from remaining attendees.

5.3.2. Seed questions:

1) Is the field of speckle filtering for a single polarisation SAR image mature enough? Should more
research be encouraged?

- During the last twenty years, many good speckle filtering algorithms for a single SAR image have
been developed. We believe that it has matured, and is ready for applications.

- However, we should not shut the door completely, because new signal processing techniques may
appear on the horizon, and could produce better filters.

2) How can speckle filtering techniques be generalised and applied to multi-temporal SAR images,
polarimetric SAR images and interferometric phase images?

- Speckle filtering techniques have been extended to multi-temporal SAR images with reasonable
good results. Adding incoherently many ERS-1 images, for example, could produce erroneous
results, because the physical information might change from one date to others dates.

- The polarimetric SAR speckle filter has been around for almost ten years, but the preservation of
polarimetric property and the problem of introducing cross-talk are the main issues. The adoption
of speckle filtering techniques to filter interferometric phase noise is still at its early stage.

3) SAR and polarimetric SAR image texture remains a difficult parameter to be defined. What is the
best method for texture extraction? Could it be Markov random field, Wavelet transform,
K-statistics, stand deviation to mean ratio, etc.?

- Texture information has been underutilized in SAR applications, because texture is a parameter
difficult to be defined. There is a lot to be done in this field concerning the most suitable
parameters for textural characterisation. The most frequently used techniques are the standard
deviation to mean ratio and the K-statistics (the product model) for wide stationary texture. The
correlations between neighbouring pixels that forms texture patterns were not being used in these
two techniques. Markov random field presented with the Gibbs distribution and wavelet transform
show some promise, and need to be explored further.

4) Is the field of SAR and polarimetric SAR image classification (or segmentation) mature enough?
What is the effect of speckle filtering and texture analysis on the classification accuracy? How
terrain types can be identified, when unsupervised techniques are applied?

- Supervised classification for polarimetric SAR imagery is mature enough, but unsupervised
techniques need further development. Unsupervised classification techniques can be divided into
two categories: (1) based on scattering mechanism, and (2) based on statistical characteristics.
How to combine these two categories of techniques needs further research.

- It is well-known that speckle filtering improves classification accuracy for polarimetric SAR
images. Texture is often ignored in the classification due to polarimetric data often contains
enough information for classification. The inclusion of texture may not improve accuracy
significantly. For single SAR image, however, the texture should play an important role.

- The advantage of fully polarimetric data over a single or multi-polarisation data is in its capability
in identifying the inherent scattering mechanism that provide information for terrain type
identification, and geophysical parameter estimation.
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6. Instrument Design and New Concepts
Chairman: JP. Aguttes (CNES) Co-chairman I Report: L. Ulander (SDRE)

6.1. Session Highlights:

• During the session were presented:
- New ideas on low frequency (20 MHz to 450 MHz) and topography missions. Both require
innovative approaches deviating from conventional design

- Concerning future 'operational I commercial' missions a rationale is emerging towards X band
high resolution, mainly because of expected dual use, and L band, even if it appears more
challenging because of large antenna size and remaining technology development.

6.2. Seed questions:

I) Do we correctly exploit lessons from previous programmes (ERS, JERS, Radarsat) for design of
new ones, in particular concerning ambiguity protection requirement?

- It is recognised that there is a lack of formal feedback from past space missions on ambiguity
requirement although it actually drives the antenna size and thus the cost of future missions. It is
difficult to say where in the overall system design process, from the end user to the requirement,
there is a lack of feedback. This question will however become more critical for future missions
with focussed applications and commercial prospects. For these missions the ambiguity
requirement needs to be properly revised.

2) Do we have adequate methodology to calibrate in a timely fashion the very large number of beam
modes in future systems like ASAR and Radarsat-2?

- Consensus in the audience was that it is a challenging task but that methods exist and provide
satisfactory results.

3) Should we make a concerted action to obtain frequency allocation in the 10-1000MHz?
- Recommendation has in fact already been made by CEOS, but it only considered a particular
frequency (7MHz around 450 MHz) and was not successful. The matter has been postponed to the
WARC conference 2006. Both the usefulness and system feasibility has to be demonstrated, or if
this is already done it should be properly communicated into a dossier. It is recognised that the
national representatives play a key role and have to be addressed by CEOS, national space and
environment agencies, as well as international bodies. Presently, it is crucial to investigate and
identify what is the best compromise (usefulness I feasibility) in the frequency range JO to
1000 MHz. Maybe 450 MHz is not sufficient to fulfil the need for global environmental
observation. The analysis should therefore also consider the complementarity of airborne and
spaceborne platforms. It is also recognised that there is a real commercial potential provided that
much greater bandwidth is used.



5.3..3. Recommendations:

- Techniques of speckle filtering for single polarisation SAR images
are ready for applications.

- Further research on multi-temporal speckle filtering, and multi-polarisation and polarimetric SAR
speckle filtering should be encouraged.

- SAR image texture is difficult to be pro
identification and geophysical paramete

- For ENVISAT ASAR, it is desirable t'
based on quantitative evalu

clusion of texture in classification,
search.
on of polarisation channels

r various applications.
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6.3. Recommendations:

- For future missions, with focussed applicationsand commercial prospects, SAR image ambiguity
requirement needs to be properly assessed.

- For low-frequency SAR (104000 MHz), the usefulness andsystem feasibility.has to be
demonstrated and properly communicated into .adossier. The best compromise.(usefulness/
feasibility) in this frequencyrangeneeds to be identified, considering alsothe complementarity of
airborne and spacebome platforms.

- For wide-band low-frequencySAR:
~ To demonstrate coexisting capabilities witlrusers ofthe same frequency band
~ To improve the methods for analysing compatibility between systems
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420

7. ENVISAT

7.1. Session Highlights:

- The presentations were covering a large span of ESA/ ASAR activities, from instrument
characterisation to on-ground processing, including the calibration aspects.

- Because ASAR uses an active antenna, the presentations insisted on the complexity of the above
activities, in particular with the instrument qualification and calibration. ESA confirmed that
transponders will be the prime tool to check the radiometric stability of ASAR.

- The presentations highlighted the instrument flexibility of various modes and sub-modes of
operations. At the same time the effort of standardisation of the ESA products in the different
processing centers was stressed: the generic processor approach (same processor, same algorithm,
same output format).

- Note was taken that spacebome SAR missions would face a maximum solar activity in the year
2001 so more frequent orbit manoeuvres will be required to keep the same orbital accuracy.,

7.2. Recommendations:

- To provide users with the necessary tools in case of calibration problems with archived products
develop I provide tools allowing predicted orbit baseline knowledge few days before acquisition

relative to already acquired and archived data. Such a tool shall allow for best selection of mode
and swath for the new acquisition relative to the application objective.

- To use the Alternating Polarisation of ASAR in HV polarisation
ASAR strategic data sets:

~ Wide Swath: global land coverage on a bi-yearly basis to allow interferometry with narrow swath
(image mode) and coverage of

~ Wave mode: close to the coasts
~ Wide swath over Antarctica
~ INSAR coverage outside the SRTM coverage for DEM generation, but valuable data sets already

exist with ERS tandem data in those regions
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8. Polarimetry I Interferometry
Polarimetry: Chairman: E. Pottier, U Rennes, Co-chairman; W Boerner, U Illinois.
Interferometry Chairman: D. Massonnet, CNES, Co-chairman: C. Prati, PoliMi

8.1. Session summary:

The 'Combination of Radar Polarimetry with Interferometry' has proved to show considerable new
potential applications in quantitative 'Remote Sensing' . This Double Session on 'Polarimetry versus
Interferometry', and with the subsequent insertion of 'Polarimetric SAR Interferometry' was opened
with an introductory overview on 'Unsupervised SAR Image Feature Sorting and Characterisation' in
coherent (fully polarimetric: complex 2x2 scattering matrix) POL-SAR Imaging; followed by a
'Synoptic Assessment' of the 'Polarimetric Information Content of Partially versus Fully Polarimetric
SAR Imagery'. This main 'Polarimetry Session' was crowned by two visionary pivotal reports on most
recent advances in 'Multi-Baseline Polarimetric SAR Interferometry', and how 'Topographic
Estimations' can be extracted more accurately from POL-IN-SAR Image data sets. In addition, four
Poster displays on the subject matter deserve careful attention; and, the poster on the 'Extraction of
Surface Parameters in Polarimetric SAR' was a highly praised, truly interactive display event.

The 'Second Sub-Session' dealt with 'Scalar (non-polarimetric) SAR Interferometry', tailored around
the SIR-C/X-SAR MISSION-3: SRTM - with several papers sandwiched in between on rather
pertinent issues of 'Interferometric Repeat-Pass Scan-SAR, Radargrammetry ', plus an assessment of
the related accuracy of 'JN-SAR Topographic Mapping'. These in parts well presented papers were
supplemented by nine Poster displays - being in parts also highly interactive. It was felt that the
highly 'Interactive Poster Displays' contributed profoundly to the success of this Workshop, and that
those ought to be amplified in similar future events; and become a permanent integral component of
future CEOS-SAR-CALIVAL Workshops.

The combination of these two sub-sessions provided a good starting point for a sobering 'Round-Table
Discussion ' it was concluded that the SAR Polarimetry and the SAR Interferometry experts should be
combining their research efforts in digital image processing. This is justified because of the decisive
advances made in Polarimetric SAR Interferometry proving that both techniques need to be fully
integrated, so culminating in the optimal utilisation of SAR Imagery.

8.2. Seed questions on interferometry:

1) What is the optimum baseline for minimum elevation error?

In case of ERS-1 and ERS-2 Tandem acquisitions it can be shown that a baseline larger than the
present average value (100-200) meters should be adopted to optimise the elevation accuracy. The
optimum baseline (B) setting should reconcile opposite requirements:

The baseline should be kept as large as possible to maximise the elevation to phase
noise ratio as suggested by the phase (rp ) to elevation ( h ) conversion equation, .RA.sinB

(J'h= (J'. 4nB

where R is the sensor target distance, and 8 the incidence angle



we get that B = 2/3Bc = 800 m is the optimum theoretical baseline for ERS that, without volume
scattering and having removed the geometrical decorrelation term (y accounts for the temporal
decorrelation only), minimises the elevation dispersion:

a,:FHJ Ji/m;;o
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On the other hand, the geometric decorrelation increases with the baseline, leading to a coherence loss

y = (i -%c ,where Be is the critical baseline (I 200 m in the ERS case for horizontal terrain).
However, if the baseline is kept shorter than the critical one, this decorrelation term can be almost
completely removed by means of the so-called 'common band filtering' technique.

Nonetheless, the number of independent samples (NB) used in the average (band-pass filtering of the
interferogram) is still dependent on the number of resolution cells involved in ( B l
the average and on the ratio between the actual baseline and the critical one: N 8 =N 1 - -.

Be
It should be pointed out that the critical baseline shrinks with smaller incidence angles (i.e. positive
terrain slopes). Nonetheless positive terrain slopes are foreshortened in SAR images and they cover a
small percentage of the imaged area (that is why both ascending and descending satellite passes should
be exploited).

In conclusion, if we combine the previous equations with
the relation between coherence and phase dispersion: a,» 1 Ji -r 2

~2NB Y

This is just an upper theoretical limit for ERS over which there is no gain in the achievable elevation
accuracy:

It should be pointed out that this value changes if no common band filtering is carried out. The
expression of the elevation dispersion becomes (accordingly to Rodriguez and Martin 'Theory and
design of interferometric synthetic aperture radars' IEE Proceedings-F, Vol 139, No. 2, April 1992,
pp. 147-159):

The minimum is now found at B = 460 m for y = 0.5 (now the optimum baseline changes ± 30 m
depending on the temporal coherence) and it is about 3 times larger than that found with the common
band filtering.
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However, there are at least three good reasons that push toward shorter baselines:
1. Phase unwrapping would be very very difficult
2. Space variant common band filtering would be problematic
3. Phase dispersion due to large volume scattering would be dominant.

The first two points lead to a reduction of the baseline to say 350-450 m: phase unwrapping and
common band filtering problems would be further simplified thanks to the large collection of 100-200
m baseline pairs already available. A moderate increase of the elevation dispersion (say 50%) ensues.

As far as volume scattering is concerned, its contribution to coherence losses can be approximated
assuming that the scatterers are randomly distributed within a box of height A :

. [Al . [ 2BA lrv = smc hi,, = smc ARsin 9
h2n: elevation of ambiguity.

Figure 1 shows the theoretical STD of the elevation error as a function of the baseline (perpendicular
projection) and volume height for two distinct processing strategies: with and without common band
filtering. The ultimate limit of 2/3Bc is reached for A=O; increasing A, the optimal baseline decreases.
From the image on the right (common band filtering) 350-450 m baseline is seen to minimise the
elevation dispersion in correspondence to a volume height of 7-11 m: a large enough value to cover
most of the actual scenarios.

Our conclusion is thus the following:

The baseline of the ERS.tandem mission most suitable for DEM generation is about 400 metres

elevation std elevation std
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Figure 1 - Left: Standard deviation (in metres) of the theoretical elevation error as a function of the
perpendicular baseline and volume height. No common band filtering has been included. N=5
resolution cell averaging (getting a r- 25x25 m sampling) and a temporal coherence of 0.5 have been
used. The dotted line shows the minimum STD. Right: Same as left image with common band filtering
included. It should be noted that for volume height in the range 7-11m, the minimum of STD (3-5 m) is
reached for baselines in the range 350-450 m.
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2) Do we have stable and unobtrusive reflectors?

Not yet. Corner reflectors are still the most robust solution thanks to their wide aperture. Of course the
smallest possible corners should be adopted to gain stability and to have unobtrusive objects to be left
on the terrain for long time periods. In the case of ERS, a 1500 m2 RCS seems to be the lower limit.
This means that corner reflectors with at least lm side should be exploited. Nonetheless if repeated
ERS images are available, they could be stacked in order to identify corner reflectors with a smaller
side.

Other wide aperture solutions (e.g. dielectric lenses) do not offer real advantages with respect to corner
reflectors. An interesting alternative might be that of the resonant reflectors. Their aperture is very
narrow and they should be positioned very accurately, but they can be done flat and placed in a stable
way on the terrain. Moreover, they could be painted on existing stable monuments (e.g. properly
oriented walls) thus resulting absolutely unobtrusive. This solution could be adopted in
fault/earthquake monitoring where long observation time and high stability are needed.

3) What is the status of meteo effect compensation?

Presently only multi image processing can be exploited to get an operational solution to the elimination
of low spatial frequency contribution from the atmosphere.

8.3. Recommendations:

• On Polarimetry andPolarillletrv-Interfe.rometry:
- Encourage continuationof'Fundamental Studies on the underlying.'Theory ofRadar Polarimetry
and Radar Interferometry' coupled with thatof'Polarimetric Radar/SAR.Interferometry'. A
separate" CEOS ModellingAnd Inverse Scattering Working Group' is desirable foridentifying
serious shortcomings and/ormajor problems in the existing..'Polarimetric Radar Theory' relevant to
the developroentof POL-IN-SAR Imaging Algorithms.

- Assessmentofpartiallyversus fully polari11letricSAR Image datatakes, including rigorous
comparisons ofmulti-polarisationwith fully polarimetric information, together with the
establishment of realistic calibration requirements (O.I dBpolarimetric amplitude,1 polarirnetric
phase). The response to this pragmatic question is dictated bythe 'Space-borne SAR Systems
Design Industry', in contextto the designof'Low Cost' space-bomeSARimplementation: we
need to quantify the anticipated increase in imaging value by partially versus fully polarimetric
imaging systems - and to estimate the trade-off between 'Polarimetric (Interferometric) SAR ' and
resolutionfor given swath width, data storage volume, and telemetry capabilities.

- Establishment of a task force for POL-INSAR image data formatting.New constraints arise from
he emerging POL-INSAR techniques: the highly calibration sensitive 'Single Look Complex (SLC)
SARimage Data Take Formatting' becomes an absolute 'MUST' because absolute polarimetric
phase information is required!

- Permanent 'Calibration and.Ground-truth Validation Test Sites' need to be established worldwide.
This demand shouldbe realised within the first decade of the next millennium, and CEOS ought to
assume aleadership function.

- Polarisation Purity and Channel Isolation must be improved: polarimetric amplitude isolation of
better than 40 dB with amplitude precision calibration of better than 1 dB (desirable 0.1 dB) and
relative as well as absolute polarimetric phase calibration of better than 5° (desirable 1°)

- Recommendation to explore systematically the quantitative benefits of higher resolution versus
fully polarimetric and partially polarimetric (interferometric) imaging
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- Recommendation to compare the DEM recov
IN-SAR Image data takes and its rigorous

• On scalar Interferometry:
- The baseline of the ERS tandem mission most suitable for DEM generation is about 400 metres
(see details in section 8.2.)

, POL-SAR, and POL
errain Mapping?)





Workshop Recommendations





Summary and Conclusions

The chairman opened a forum to discuss suggestions for enhancing interaction and information exchange
of future CEOS SAR subgroup meetings. The consensus was that for future meetings, there should not be
any overlapping sessions, and this was endorsed.

A proposal was put forward that the 'Sessions' should consist of a 30 minute 'Tutorial Address' on the
identification of unresolved topics, followed by a 10 minute 'Succinct Report', highlighting specific
issues identified in the 'Tutorial Address'. This proposal was debated but the general opinion was that
equal opportunity and time be given to all presenters.

The length of the 'Sessions' needs to be reduced somewhat so that lively 'Interactive Poster Display
Sessions' can be arranged and this was endorsed. Each principal poster author shall present a 5 minute
comprehensive outline (not paper) of the salient features presented in the poster. The 'Topical Interactive
Poster Display Sessions' could be 'paralleled'.

It was proposed that the Polarimetry and Interferometry Sessions be combined into a "Polarimetric SAR
Interferometry" Session and this was endorsed. It was agreed that more emphasis and time be dedicated to
the Round Tables although the Chairman noted that some 10 hours of Round Table discussions had
already been organised during this workshop.

A 'CEOS Workshop Bookshelf, including display material and most up-to-date research books and
reports pertinent to the workshop, should be organised. This was endorsed.

Next Meetings

During the Workshop, a number of agencies (NASDA, DLR, CSA) proposed to host the next meeting; a
good measure of the success of the present meeting. The proposals to host the CEOS SAR subgroup
meetings have all been welcomed and the following order was endorsed: no meeting is foreseen in 2000
because of other important SAR related meetings throughout this year (i.e. May, July and October 2000).
The next SAR subgroup meeting will take place in Japan and will be hosted by NASDA in Spring 200 I.
A firm offer stands from DLR (Germany) to host the 2002 meeting. The offer from CSA (Canada) will
have to be reconfirmed closer to the meeting date.

Chairman's Concluding Remarks

The 1999 CEOS SAR subgroup workshop was extremely successful, thanks to the joint efforts of the
organising and scientific committee, the session chairmen and staff from CNES and ESA Conference
bureaus and last but not least, all the participants. I would specially like to acknowledge the work of our
workshop local organiser Jean-Claude Souyris, our CEOS SAR workshop webmaster Maurice Borgeaud,
and finally our editor Bob Harris.

The CEOS SAR workshop is now more than ever THE FORUM for information exchange in the SAR
System Engineering field. We have been able to discover the latest technical developments and
application of SAR data , to discuss key technical issues to be resolved and to address requirements for
Data Product Calibration and Validation.
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This workshop has enabled us to make a significant number of recommendations and has confirmed that
various issues remain to be solved .The SAR subgroup will continue to meet every year to address these
issues. Iwould like to take this opportunity to thank all attendees for their efforts in contributing to the
lively discussions at the workshop. I look forward to seeing all of you at our next CEOS SAR Workshop
in Japan!.
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ABSTRACT

Geographic information system accessibility and
popularity play an important role in spatial and temporal
analysis of anthropic and natural activities. Optical ima
ges arenot efficient forgeographic data base on the French
Guiana because of its characteristics (cloud cover, dense
forest cover).
A series of applications have been integrated in a G.I.S.
on FrenchGuiana. SARERS data are used as cartographic
resource when available ones are obsolete, as
environmental data source, and also to enrich and bring
up to date available vector layers (by classificationprocess
or photo-interpretation).
Wehave a global ERS SAR PRI cover of the territory at
our disposal and multi-temporal sequences on the coastal
plain. Because of the effect of speckle, isolated scenes are,
in general cases, only useful for small scale map (about 1
:200 000).But this scale is not proportionalwith available
vector layers. SAR sequences are filtered with a multi
temporal filter so as to increase the image quality by
reducing the variance of the speckle. The average scenes
are used for applications that require larger scale map (I :
50 000).
The capacity of ERS SAR sensor to enrich geographic
data bases is valorized by some application examples :
developments, health (malaria zones), natural cover and
deforestation , coastal cartography.

CONTEXT

French Guiana, a French overseas 'Departement', covers
an areaof90 000 km2. Some90%of the country is covered
by dense tropical forests. The first complete coverage of
the country by satellite imagery required 18 images
gathered by ESA's ERS1 satellite [1].We also have at our
disposal a G.I.S on the French Guiana, it contains a series
of ERS clipping, extract from the mosaic, and a vector
layerjointly realized by photo-interpretation ofERS SAR
data and from I.G.N (French Geographic Institute) data.
Following applications have been integrated in the
geographic data base: coastal cartography 1 (collabora
tionwith ServiceHydrographique et Oceanographique de
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Ia Marine), development2 (collaboration with Centre
d'Etude Technique de l'Equipement), health3 (collabora
tion with Institut Pasteur), deforestation4 (collaboration
with D.A.F and Ecole Nationnale du Genie Rural et Fo
restier), relief information5• Numbers refer to the studies
location as shown on Figure 1.

OCEAN
ATLANTIQUE

Figure I : application location.

DATAS

Wehave a global ERS SAR PRI cover of the territory at
our disposal and multi-temporal sequences on the coastal
plain. We use for this study a geocoded mosaic (it is
precisely located and rectified onto a map projection, as
well as corrected for terrain distortion [2] (DGA-IGN
UPMCproduct) as geometric reference, at best taking into
account available relief information.
For deforestationapplications,weuse the IGNvector: ·er,
and airborne SAR images. JERS data have been use for
health application.
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Data processing :
Multi-temporalfilters have been applied on themulti-tem
poral sequences on the coastal plain in order to increase
the restitution scale.
For development and deforestation application, we used
markovian based classifications.
Data volume :
Themosaicassembled represents about 1Gigabytes, after
16bit 8 bit conversion. Conservation of the original pixel
size is not necessary on the global territory but only on
interested areas.
Multi-scale approach for geographic data base is possible
using reduced pixel size images for a global view of the
territory andhigher resolution SAR images(multidateave
rage, high resolution sensor) for interested areas.
Data volumetroubleshooting could be resolved by cutting
the data base indifferent geographic areas pieces or appli
cations theme.

APPLICATIONSAND RESULTS

1Coastal dynamics

From the Oyapock river, in the East, to the Maroni, to the
West, the french Guiana Coastline is 320 km length. The
entirecoast isstronglyaffectedby the loaddispersalsystem
associatedwiththeAmazonriver.Thisresults in significant
changes in the coastline. While silt accumulates in some
areas, it is eroded in others. Overall, the serial of 5 major
mud-banks curently established along the French Guiana
coast migrates westward at an average rate of around 1
km/ year (Figure 2). The coastal G.l.S. is useful to follow
this coastal evolution and for bringing nautical map up to
date [3]. This data base constitutes information for inland
navigation and allow to apprehend the mouth ofriver silt
up.

2 Development

Figure 2 : mudbank displacement.

The site, located near Kourou inNorthern FrenchGuiana
(5°10 N, 52°40 W), is a 140 Ha savanna on the coastal
plain. This savanna, cut in two parts by a road which
connects Kourou with Cayenne, is flooded in rain season
(April and May), and partially emerged in dry season.
The previous method is applied to estimate the dike effect
tied of a road route. Markovian classifications are
calculated using 2 center classes : flooded vegetation and
all other land cover (Figure 3).
Table 2 presents the wet variation between the East and
the Westpart of the road.

Table 2 : flooded surface variation compared with
season

Dry season
Rain season

East
9.69 Ha
45.8 Ha

West
1.45Ha
23.23 Ha

% dried up surface 78.8 % 93.47 %

Figure 3 : results of classification during rain and wet
season



3 Monitoring of Deforestation

The regular repeat cycle of the ERS SAR makes it a
potentially valuable data source for monitoring the
deforestation. In addition to that, the fusion of multiple
scene on the same area increases the restitution scale. The
test site stretchs out the district of Saint-Laurent du Ma
roni in the Western French Guiana), along road axes. We
use a photo-interpretation of airborne SAR data as
reference. Multitemporal SAR data can be used to track
deforested small area (1,5 Ha) due to the extreme varia
tion in backscatter for a new parcel : limits between
deforested areas and forest are visible after multi-date ave-

60

available scenes

Graphic4 : percentageofdeforestedareasdetectedI
availablescenes.

Figure4 :Resultofphotointerpretation
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rage [4]. Graphic 4 shows us that 60 % of the deforested
areas (or non-forest one such as savanna) are visible on
ERS SAR images after multi-date average (6 images in
this case).
Integration of those information in a deforestation data
base is usable on one hand for the monitoring of the new
deforestation areas, on the other hand to evaluate the
deforestationpotential of areas, accordingto development
(road axes, town ...).

4 Health

The study area is located near the Maroni river. Wehave
at our disposal ERS and JERS SAR data, and
entomological data which result from missions realized
by the Pasteur Institute.
The flooded and shaded off forest areas are less protected
from the sun light than the dense forest. Those areas
constituted favorable zones for the malaria vector.
On a JERS scene acquired during rain seasonwe can ob
serve some high radiometric areas in the river's borders.
That could be interpreted as deforested areas or as flooded
areas. We can observe those areas especially on JERS
scenes because of the L Band penetration power in the
canopy.
A comparison realized between JERS scene acquired
during dry season showsus that the high radiometric areas
have disappeared[6]. Figure 6 present an extract ofG.l.S
on the Maroni river.

Figure5 : Floodedareason theMaroniriver.

5 Topography

The southern part of French Guiana is probably the least
well mapped of any French territory. Relief information
on this area are often poor and partially inexact.
With the exception of few areas (urban, savanna), we are
able to check test site and showthat radiometric variation
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Figure 6 : Radarclinometry on the Inini camopi Mount
(600 m).

can be transform into slope effect (figure 6).
Radiometric variation can be used to determine the ter
rain elevation using the basic principles of the
radarclinometer method [7].

CONCLUSION

SAR images constituted an important raster layer in tropi
cal environment. The SAR images background replace the
cartographic background when this one is obsolete

(particularly in the south).
Classification results calculated and interpretation on SAR
images could enriched geographic data base vector layers
(health, development, deforestation, coastal environment).
The access to sensor that offer different spatial resolution
allow multi-scale SAR images use.
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ABSTRACT
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In this communication we propose to study coastline evo
lutions and possibilities for nautical charts update with the
examples of French Guyana and Mauritania.
This study is a collaboration between Marne La Vallee
University, Hydrographic and Oceanographic service of
the French navy (SHOM) and Digital Mapping Studies
Service of the French army (CEGN).
RADAR SAR imagery provides satellite images under
any climate conditions.The coastline evolution, in French
Guyana, is characterised by displacement of mud banks
along the coast (among lkm per year). These mud banks
are quite recognisable and can be followed on RADAR
SAR images. A comparison between ERSl-2, JERSl,
RADARSAT data, old optical images and nautical charts
shows coastline evolutions as large as 10 km over 50 years
and demonstrates important changes in coastal bathyme
try. The objective on this site is to accumulate data
RADAR SAR and in situ measurements to modelize
coastline evolution.
In Mauritania, presence of a harbour dyke causes erosion
and sedimentation zones. Erosion of the offshore bar can
cause flooding of depression zones. The contribution of
RADAR SAR imagery on this site is the monitoring of
coastline evolution and detection of depression zones by
RADAR SAR interferometry.

1. INTRODUCTION

Optical images are commonly used to nautical chart for
coastal bathymety, coastline and topography. Particulary,
for several years, French hydrographic survey updates
nautical charts in French polynesian atolls, African coasts
and French territories, it represents among one hundred
re-actualisation with spot images.
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Under tropical humid climates sites, bad quality of this
sort of images leads to study RADAR SAR imagery
potentials for coastal mapping.
So objective of this study is to demonstrate the properties
of RADAR SAR for mapping coastal's zone with the
examples of erosion and sedimentation areas of French
Guyana, Mauritania.
We will accentuate our effort in the follow of the coastal
area evolution by studying complementaries between
Radar SAR sensors (Ers l and 2, JERS 1), old optical
images (SPOT and Landsat), two centuries of nautical car
tography in French navy and in-situ measurements, by
implementing tools for coastline's detection on numerical
images and RADAR images segmentation, testing inter
ferometry for coastal topography. All these results will be
carefully and precisely geographically localised.
Results will permit operational nautical cartography re
actualisation in respect with SHOM attributes, in fact
French hydrographic service is responsible for mapping
and sea-navigation on French and some African coasts.

2. COASTALEVOLUTION IN FRENCH GUYANA

2.1. French Guyana coastal context

Morphological changes of the French Guyana's coastline
are striking and rapid, directly linked with the Amazon
discharge. Under the influence of the Guyana current, the
suspended matter moves north-westward (among 2*109
tons per year) and creates along the coast, mud-banks [l].
The displacement of these mud-banks is evaluated of
about 1 km per year [3J. This migration takes place
between December and February when the sea is rough
and trade-wind speed are higher and the North Brazil Cur
rent flows closer along the coast. The great consequence
of all this sedimentation is the fast evolution of the coast
line and the bathymetry by weak deep. Two types of zones
can be distinguished: erosionnal and sedimentationnal
zone: Erosionnal coastal's zones are exposed to ocean
waves. These waves destroy vegetation, which grows on a
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weakly soil. On the contrary, sedimentationnal zones are
coastal's zone where a mud bank stays, then waves are
broken and will not disturb vegetation grows.
In this part of the communication we will study the
coastal region near Kourou, European Launch Space cen
ter.

Figure l : Study geographic situation.

2.2. Data used

We used for Sinnamary site a lot of spatial images and in
situ measurements acquired during two missions in
French Guyana.

N' Sen- Dates Orbit frame Tidal
sor level

©(m)

l ERSl 17/04/92 3948(*) 3501 0.58

2 ERSl 22/05/92 4449(*) 3501 1.78

3 ERSl 18/12/92 7455(*) 3501 2.28

4 ERSl 16/07/93 10461(*) 3501 1.16

5 ERSI 09/07/95 20825(*) 3501 1.35

6 ERS2 15/04/96 5160(*) 3501 0.93

7 ERS2 12/10/98 18186(*) 3501 2.58

8 ERS2 05/11/98 18523(**) 0099 0.65

9 ERS2 16/11/98 18687(*) 3501 l.55

10 spar 26/10/86 1.85

11 Land- 08/08n6 0.43
sat
TM

Table 1 : data on French Guyana

All ERS images issued from ESA A03 160
© SHOM Tidal level software.
*Downward mode
** Upward mode
All data are PRI product except image number 6 (ESA
SLC product).

All nautical charts from French Navy Hydrographic Sur
vey have been used and especially Global Nautical chart
of French Guyana (1953) 1/500,000.
A dozen of precise GPS points (submetric precision) were
acquired during october - december 1998 mission on
SHOM d-Entrecasteaux hydrographic vessel.
According to the lack of precisely positionning points in
French Guyana on RADAR SAR images, we decided to
acquire GPS trajectography data by helicopter flights. All
these measures were corrected by GPS acquistion on geo
detic point during flights. Considering elevation of heli
copter, we evaluate precison of this flight of about +/- 30
meters across coastline. This lack of precison was coun
terbalanced by an acquisition time of 0.6 sec.

2.3. Image processing

The single SLC product we have was transformed from
slant range geometry to ground range by an internal imag
ery tool considering incidence and azimuth angle after
extraction of module part of terrestrial reflection wave to
obtain an image superimposable on PRI.
The images were also filtered by a multitemporal filter to
eliminate speckle in RADAR SAR images. Speckle is a
random noise caused by micro- relief reflections. This fil
ter is based on comparison between images on the same
site. Speckle won't appear in the same conditions in these
images. A coefficient permit to keep the original informa
tion contained in reference scene [4].

2.4. Results

GPS points and trajectography allow us to test the georef
erenced RADAR product used in French Guyana. Static
points were acquired on bridges along coastal road and
trajectography on non movable coastlines. Figure 2 repre
sents GPS trajectography measures (white curve) compar
ing to RADAR SAR images dated from 1992 to 1998
along western guyana s border (Maroni river).



Figure 2 : Georeferencement verification.

In figure 3, we can interpret texture on ERS images. We
observe with a low radiometry mud banks at low tide
(region 1), mud banks reflect with its smooth surface
RADAR waves and can be easily delimited with ocean
which has a rough surface caused by swells on ERS
images (5.6 cm wave length). On JERS images (20 cm
wave length) contrary to ERS there is no contrasts mud
banks - oceans, sea appears like a smoothly surface . Veg
etation along coast is constituted by mangrove (region 2)
in a homogenous texture on RADAR SAR ERS images, it
represents a coastal band large as 1 km to 10 and 0 to 5
meters high. Trunks laid out on mud banks at the limit
of mangrove vegetation present an high radiometry
caused by waves retro-reflection after reflection on mud.
South to this zone the quaternary off shore bar (region 4)
limits savannah vegetation and higher elevated regions.

Figure 3 : ERS images interpretation.

439

Interpretation of coastline on spatial images and nautical
charts shows mud banks displacement and coastline evo
lution by erosion and sedimentation between 1953 and
1998 [5]. It appears that coastal area of this site is submit
ted by alternatively erosion and sedimentation periodicity.
We measured coastline evolution in Iracoubo site (region
5, figure 3). Figure 4 shows different coastlines and evolu
tions between 1953 to 1998.

N. Dates Differences (m)

1 17/04/92 reference

2 22/05/92 25

3 18/12/92 50

4 16/07/93 50

5 09/07/95 950

7 12/10/98 2000

8 05111/98 2000

9 16/11/98 2000

chart 1953 -6000

Table 2 : Metric coastline evolution.

Figure 5 : coastline mouvements on Sinnamary site

Coastline evolution and mud banks displacement give
problems for nautical charts re-actualisation to sailers
safe. Actually a first map, scale 1/50 000, around Cayenne
(figure 5) has been re-actualised by RADAR SAR ERS
images for coastline and intertidal zone. For futur umber
of ERS 1 and 2 images from east to west Guyana will
allow us to participate of Global nautical chart elabora
tion.
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Figure 5 : Extract from SHOM nautical chart N 7379 re
actualized by ERS images I september 1999.

3. COHERENCE AND INIBRFEROGRAMS FOR COASTAL
MAPPING.

3.1. Context

In Mauritania, a sea wall was built perpendicular to the
coast for Nouakchott's harbour, we observed in the north
of the dyke: sedimentation and a coastline's retreat in the
south. These phenomena produce first a silting up of the
seaport and a high risk of inundation with seasonal storms
for depression zones situated back the off shore bar. These
depression zones and globally Mauritania's coastal area
are interesting for RADAR SAR interferometry applica
tions for comparing coastline evolution and localised
depression regions. So RADAR coherence images will be
used for coastline expression while interferograms will
permit to study morphology of coast plain [6].

Figure 6 : Study geographic situation.

3.2. Data.

Six ERS1-2 SLC were acquired in tandem mode in the
same Orbit segment. Tandem mode significate thet ERS2
aquistion follow ERS1 24 hours after. For comparison we
own topographic maps on Mauritania's coast.

3.3. Image processing

All images were processed by CNES interferometry soft
ware DIAPASON. This software permit to obtain ampli
tude images (resolution approximately 20*20 meters),
coherence images, by extracting modulus of correlation
between two acquisitions, and interferograms.
Interferometry is based on phase study of the returned
RADAR signal. Then we can link phase differences and
ground elevation. We need that the acquisition orbits are
closed ( < 1 km).
On amplitude and coherence images we used to detect
coastline edge detection and classification tools.
The edge detection tool is a program based on Derriche
filter with a threshold to eliminate unwanted edges[7].
Classification is made by an iterative program based on
markovian field theory [8].

3.4. Results.

On amplitude images, we observe with a quite good con
trast coastal zone. Ocean appears with an high radiometry
while terrestrial regions are with a weak one.
Nouakchott's urban and harbour structures are easily rec
ognisable.
Of course on coherence images sea has always a low
coherence. On terrestrial regions, we observe many inho
mogenous zones. It implies several considerations :
First, for regions which have a good coherence, there is



here no real surface changes between the two acquisi
tionof the satellite.
Secondly, regions with low coherence caused by a low
radiometry on amplitude images with a low signal/noise
ratio.
Third, regions whith low radiometry caused by terrestrial
geometric effects and differences between orbits. The sec
ond region is interessant for our research, it represent for
us humid and argilous depression zones, they are easily
suitable on coherence images. On figure 7, we observe in
Red and Blue channel amplitude image, in Green coher
ence one. Good contrast ocean - land permits an easier
interpretation than in amplitude image only. Land appears
in green because coherence is elevated, but depression
zones appears in black and urban structures in red and
blue.

Figure 7 amplitude (red+blue channel) and coherence
(green) image.

For coastline extraction, we obtain good results with
markovian field classification program on amplitude and
coherence images consecutively to last considerations.
We have compared human coastline interpretation and
extraction tools results. On coherence images, automatic
coastline is the same that interpretation (figure 8). The
same comparison shows artifacts on amplitude images
(figure 9). Coastline interpretation is not exactly identical
between coherence and amplitude.
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Figure 8 : Classification on coherence image.

Figure 9 : Classification on amplitude image.

At last, inteferogramrn obtained shows us, coastal topog
raphy. This site is not hilly : from -5 to 30 meters high.
But we retrieve in figure 10, topographic elements con
tained in figure 11. We recognize offshore bar along sea
and northeastward topographic formation. Regions pre
senting inhomogenous phase represents zones with low
coherence.
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Figure 10 : interferogramm

Figure 11 : topographic map.

4. CONCLUSIONS

This communication demonstrates RADAR SAR poten
tial for coastal mapping in some applications in french
Guyana and in Mauritania. Contribution of first nautical
chart elaboration has been faciltate by a lot of RADAR
SAR images integrated in a geographic database on

French Guyana (GPS points, tidal levels, measures, geo
referencd products [9]). In Mauritania, original comple
mentaries between interpretation of amplitude images and
interferometry processing had permitted comprehension
of this coastal phenomena.
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Abstract - This paper concludes to the great interest of
the 1-day interval coherence images derived from pairs of
SAR tandem acquisitions for the agricultural applications.
Coherence images have been analysed with regards to a
synchronous field campaign including 4 crops, Le, winter
wheat, sugar beet, potato and maize. First the high
sensitivity of the coherence to the plant height and the
canopy cover is statistically demonstrated. A prediction
model of the wheat height bas been computed and the
mean absolute error of about 7 cm seems compatible with
the information requirements for a crop monitoring
systems. The shape of these relationships varies according
to the crop structure and their respective development
type.

Index Terms -Phasymetry, radar, crop parameters
retrieval.

I. INTRODUCTION

The phase information of the backscattered signal
have been investigated using InSAR techniques for
various applications. In the agricultural case, a strong
linear relationship between interferometric coherence at
one day and potato, sugar beet and winter wheat height
was established in [I]. Unfortunately the relationship
could not be established between the measured crop
height and the coherence value of the same year. From
the interferometric correlation it was possible to estimate
the canopy cover fraction for rape seed fields and
canopy height for luceme fields [2] and [3] and similar
relationship are expected for other crops. The present
paper investigate the relationship between the crop
height and the coherence in the sugar beet, potato, maize
and winter wheat cases using fields and SAR data
acquired simultaneously. A winter wheat height
prediction model is developed and his accuracy is
analysed. A classification of the wheat fields following
the crop height retrieved by the model inversion is also
assessed. The mean coherence value per fields is also
analysed with respect to the canopy cover rate.

All of the results describe in this paper were obtained
in the framework of the ERS Tandem Project B302 of
the European Spatial Agency [4] and [5]. The CSL
(Centre Spatial de Liege) has developed a complete
InSAR processor for producing the interferometric
produtcs to be used by the co-investigators [6]. The field
measurements were carried out jointly by the
Department of Environmental Sciences and Land Use
Planning of the UCL, the Facultes Universitaires des
Sciences Agronomiques de Gembloux (FSAGx) and the
Centre de Recherches Agronomiques de Gembloux
(CRAGx).

The specific objective of the data analysis is to
document the relationships between the interferometric

coherence and crop variables, i.e. canopy cover and crop
height, for 4 different crops.

In the following sections, the coherence ( y ) always
refers to the interferometric coherence which is a
quantitative measure of the amount of noise present in
the SAR interferogram. In this study this interferometric
coherence is always derived from a tandem pair with 2
satellite acquisitions within 24 hours. The
interferometric baseline measures the distance between
the antenna positions at the time of the acquisitions. The
crop canopy cover or cover fraction used in this study is
defined by the proportion of the soil surface covered by
the vertical projection of the crop canopy.

II. DATA

A. SARData
Six tandem pairs of SAR images were acquired over

the study area in 1996. The 6 coherence images and the
12 corresponding images of the backscattering signal
intensity, called module image, have been used for the
interpretation. The pixel resolution of these images is 40
by 40 meters. In order to keep the full information
content of these images, they were neither resampled nor
geometrically corrected but only co-registered in 2
separate data sets corresponding to the two different
tracks, i.e. track 151and track 423.

B. Meteorological Data
The daily rainfall data were provided by the Royal

Meteorological Institute (Belgium) for the station of
Emage located in the centre of our study area.

C. Field Data
The study area is located in an intensive agriculture

region of Belgium (Figure 1). During the 1996 growing
season, 24 agricultural fields cultivated with 4 different
crops were selected for the ground monitoring: 7 parcels
of winter wheat, 5 of maize, 6 of potato and 6 of sugar
beet. The size of these fields is greater than 3 hectares in
order to get a representative average signal for each
field.

This set of fields was more or less systematically
visited at each overpass of the satellites. For each field,
the ground survey records the canopy height, the
description of the phenological stage (number of leaves
per plant), and the soil moisture measured by a
gravimetric method using 6 samples per field.

Vertical colour photographs (Figure 2) of the crop
were regularly taken using a 50-mm camera hold at 4-m
high. These pictures correspond to the same spot for
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each field over the whole season and so allow an
accurate measurement of the crop canopy cover for each
acquisition date. This canopy cover measurement was
completed by visual interpretation based on a 350-dot
random sample.

Figure I: Localisation of the two set of images over the study area.

Figure 2: Potato field as viewed from 4-m high on the day 165.

The Figure 3 and Figure 4 show the temporal
evolution of the crop canopy cover fraction and the crop
height as measured during the 1996growth period.
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Figure 3: Temporal evolution of the canopy cover fraction of the 4
studied crops measured on the vertical photographs.

The selected fields have been located on a digital
ortho-photography with 1-m resolution and then
digitised twice for both times series corresponding to the
tracks 151and423.
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Figure 4: Height evolution of the sugar beet, the wheat and the potato
crops during the growing period.

III. CROP MONITORING

A. Wheat
For each of the tandem satellite overpasses between

the days 95 and 185, the crop height of 7 wheat fields
was measured. Figure 5 presents the relationship
between the wheat height and the interferometric tandem
coherence averaged for each field. A very strong linear
relationship is observed between these two variables
with more than 90 % of the coherence variability
explained by the crop height.

The Figure 6, on the opposite, shows a non linear
relationships between the canopy cover and the tandem
coherence. The coherence remains constant at the
beginning of the growth and sharply decreases when the
wheat plants are 60 cm high. This late sensitivity will be
discussed further with respect to the results obtained for
the sugar beet.
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Figure 5: relationship between the tandem coherence and the winter
wheat height.

It is important to point out however that the 32
points used to calculate the regression are not
independent. In this case, as in most of the literature, it
is not statistically correct to consider the samples as
independent because the same 7 parcels were visited and
measured 5 times during the growth period.

A set of relationships using strictly independent
samples randomly selected from the available data set
has been computed to address this dependence issue.
The number of points available for the regression is 7
since each parcel is considered only once for each
relationship. The four linear regressions computed from



independent points still confirm the strong relationships
between the crop height and the coherence. In spite of
the number of points, the coefficient of determination
remains as high as before: R2 = 0.95 (with n = 7), R2 =
0.87 (n = 7), R2 = 0.95 (n =7) and R2 = 0.94 (n == 7).
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Figure 6: Relationship between the tandem coherence and the canopy
cover of 28 winter wheat fields.

This analysis highlights the robustness of the
relationships which is neither related to the dependence
between the samples nor very sensitive to the number of
points. The inversion of such relationships can then be
investigated with respect to potential agricultural
applications.

B. Wheat Height Estimation Model
In order to balance statistical requirements related to

both the sample independence and size, 16 samples have
been selected in such a way that each parcel was
included only 2 or 3 times in the model calibration set.
The so called 'jack-knife' procedure can then be
applied: a set of observations serves for the calibration
while the remaining observations are set aside for model
validation.

The empirical model computed from the calibration
set is a linear relationship predicting the crop height
from the coherence value and is as follows:

H=-185.13*y+153.63 R1=0.92
with r is the tandem interferometric coherence and

H is the crop height.

This relationship is then used to estimate the crop
height for the 16 remaining observations in order to
document the prediction accuracy. The difference
between the estimated value and the measured value of
the crop corresponds to the model error. As shown in
Figure 7, there is no bias but the model accuracy
decreases as the height to be estimated increases.

75% of the points present an error value varying
between -8 cm and +4 cm. Moreover, the model has a
slight tendency to underestimate the crop height values
because 56% of the points underestimate while 44% of
the points overestimate the height values.

The mean of the absolute error value calculated from
the 16 validation points is 6.9 cm. The absolute error is
smaller for small values of the measured height than for
high values. The difference between estimated and

measured height increases with plant height. This
corresponds to a relative error which is constant and
independent from the plant height (except for the height
lower than 10 cm). The average relative error values
computed from the validation set is equal to 22 %.
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Figure 7: Validation of the wheat height prediction model: differences
between measured and estimated value.

To be relevant to crop monitoring applications, the
model performances must be compatible with the
information requirement. For instance, the main issue is
not really to detect that the wheat grew from 20 cm to 55
cm from one date to another but more to discriminate
the differences in height between parcels at a given time.
Figure 8 shows the measured crop height for the 16
validation samples at the different dates and the
corresponding estimation of the crop height for the same
16 samples.
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Figure 8: Comparison between (a) the measured crop height for 16
winter wheat fields at different dates and (b) the calculated crop height
for the same fields at the same date.

At the beginning of the growth season, the measured
height of the different parcels is very similar and the
estimated height does not present significant differences
between parcels. On the 149thday, the predicted crop
height allows the distinction of 2 classes of height: the
first one corresponds to parcels 5 and 6 and second one
to parcel 4. This discrimination concords with the actual
observations. On the other hand, the results of the days
166 and 184 do not allow to confirm further the
usefulness of the model for agricultural monitoring.
Indeed, the number of observations used here for the
discrimination between height classes is really too small
to provide any positive or negative answer with respect
to the operational usefulness of the coherence image for

445



446

crop monitoring. It is however very clear that this
approach must be further investigated on a larger scale
basis and should also include other sources of variability
such as topography and row orientation.

C. Potato
A similar analysis has been carried out for the potato

crop. Linear relationships have been established between
the potato plant variables and the field coherence
average. These include all the available data: 6 parcels
visited at 3 different dates during the growth season
(days 149, 166, and 184) which correspond to the last 3
available tandem pairs. Figure 9 and Figure 10 show
strong linear relationships between the crop
measurements and the coherence values.
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Figure 9: Linear regression between the tandem coherence and the
potato height.
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Figure 10: Relationship "Tandem coherence - soil cover fraction" for
potato fields.

The regression between the crop height and the
coherence plotted in Figure 9 is driven by three crop
height clusters. This irregular height distribution
corresponds to three different dates of field survey. This
indicates that the growth of the potato plant was very
high, i.e. from 8 to 58 cm, and very similar in the 6
parcels.

The relationship between the canopy cover and the
coherence values seems slightly stronger that the
previous one (R2 = 0.87 versus 0.82). The residues
distribution is also slightly better thanks to a more
regular distribution of the crop cover values.

Of course, the plant height for the potato fields is
directly related to the soil cover fraction as shown in
Figure 11. Unlike the other crops, the correlation

between these 2 variables is quite high and the
relationships are linear.
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Figure 11: Relationship between the canopy cover fraction and the
plant height for the potato fields.

Thus, both variables, i.e. canopy cover and crop
height, can probably be estimated from the
interferometric coherence values. However, the number
of observations available does not allow to investigate
further the accuracy of the estimation model which can
be derived from such results.

D. Sugar Beet
The mean coherence has been extracted for 6 sugar

beet fields at 3 different dates which correspond to the
ground measurements taken during the growth season.

A linear relationship between the crop height and the
coherence is presented in Figure 12..The coefficient of
determination is smaller than those obtained previously.
There is a sharp drop in the coherence value at the
beginning of the growth when the plant height is lower
than 25 cm. Then, only a slight decrease of the
coherence occurs with the height increase. At this stage,
the relationship can be linearised by a power function
which improves significantly the determination
coefficient. This aspect will be discussed further in the
next paragraphs.
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Figure 12: Relationship between the tandem coherence and the sugar
beet height; linear regression and power regression.

Figure 13 shows the relationship between the canopy
cover and the coherence. The R2 coefficient obtained for
a linear regression is equal to 0.72 versus 0.64 for the
crop height - coherence relationship.

The relationship between the plant height and the
canopy cover of the sugar beet shows that the young



sugar beet leaves first cover the soil before they grow in
height. The relationship between the plant height and the
canopy cover is slightly lower than in the potato case
(R2=0.92 for the potato versus 0.86 for the sugar beet).
This is the reason why the linear relationship between
the canopy cover and the coherence is stronger than the
one between the crop height and the coherence(0.72
versus 0.64).
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Figure 13: Relationship between the coherence and the canopy cover
fraction for sugar beet fields.

E. Maize
Figure 14 shows the coherence as a function of the

canopy cover for maize fields. The intensity of the
relationship seems weaker than for the other crops (R2=
0.64). However a similar linear decrease in the
coherence value occurs with the vegetation growth in
spite of the limited number of observations.
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Figure 14: Relationship between the coherence and the canopy cover
for the I0 maize fields.

F. Discussion
These results call for a complementary study in order

to investigate further the observed relationships and their
diversity. However the comparison of the results for the
4 species and for the 2 plant variables suggest some
preliminary explanations. Besides some similarities, the
shape of the various relationships between the plant
variables and the coherence values varies according to
each crop. The signal coherence is probably influenced
by two types of scattering: the volume scattering and the
surface scattering. The latter provides a more coherent
signal as far as the soil is concerned. Its moisture and
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roughness can be considered as stable for a 1-day
interval.

Hereafter the shape of the relationships are split into
three different phases which are discussed successively.

At the earlier stage, the coherence values for any
crop (smaller than 10 cm high) varies between 0.7 and
0.8, except for the potato fields. The soil surface
scattering dominates the signal and provides a very high
and similar coherence for all the crops at this stage. For
the potato, the very specific soil preparation producing a
low-frequency roughness could explained the difference.

As the canopy cover increases for the 4 crops, a
decrease in the coherence is observed, except for wheat.
For instance, a canopy cover of 40 % corresponds to
coherence value of around 0.4 for the sugar beet and the
potato, around 0.5 for the maize and around 0.7 for the
wheat. These differences can be related to the different
types of plant structure and crop development. In
particular, the leaves size and the plant height-canopy
cover relationships varies significantly from one species
to an other.

The sugar beet shows the sharpest drop (0.4 unit)
because of the large thick leaves with regards to the C
hand wavelength. The surface scattering is probably the
main source of signal but a main part of it comes from
the crop leaves which are unstable scatterers (wind,
water stress). This would be the reason why a rather low
canopy cover affects so much the signal coherence.

At the opposite, the wheat plant seems transparent to
the microwave signal in spite of high canopy cover (up
to 70 %). The development phase of the plant structure
for the wheat is illustrated in Figure 15: first the young
plant increases its canopy cover and then it grows in
height. This is the tillering stage. However, the wheat
leaves are very small with regard to the C-band
wavelength. It is expected that the only backscattering
effect comes from the soil background which provides
very high coherence values. ·

The potato case shows a intermediary effect with a
coherence drop of 0.2 unit which could also be related to
the plant development. Along with its growth in height
the potato plant covers progressively the soil
background with medium-size leaves.

In the last phase of development all the crops grow
in height, their canopy cover reaches at least 80 % and
all l-day interval coherence values are as low as 0.3.
This could be explained by the more important
contribution of the vegetation in the signal
backscattering relatively to the soil surface scattering.
The vegetation contribution can probably be related to
volume and/or surface scattering depending on the crop
type.

For the wheat, the volume scattering seems the key
factor because only dense canopy with longer leaves and
higher stalks can significantly affect the signal
coherence. Furthermore the canopy volume increase
which is directly proportional to the height evolution is
linearly correlated to the coherence decrease.
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Figure 15:Relationship between the canopy cover rate and the crop
height for 28 winter wheat fields.

For the sugar beet, the coherence values decrease
only slightly during this last phase of plant development.
This contrast between the first high drop and then this
little change could indicate that the signal coherence is
still mainly driven by the surface scattering which has
almost saturated the coherence reduction since the
earlier stage. This is confirmed by the rather curvilinear
relationship between the crop height and the canopy
cover as shown in the Figure 16.
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Figure 16: Relationship between the canopy cover rate and the height
for 16 sugar beet fields.

The potato plant could be interpreted as an
intermediary case combining volume and surface
scatterings. The coherence reduction is not saturated by
the first step of crop development and still sensitive to
the further development where canopy volume and
cover increase together.

N. CONCLUSIONS

This paper confirms and documents in details the
great interest of the coherence images derived from
interferometric pairs for the agricultural applications.
Six pairs of SAR tandem acquisitions and the
corresponding 1-day interval coherence images have
been analysed with regards to a synchronous field
campaign including 24 fields distributed between 4
crops, i.e. winter wheat, sugar beet, potato and maize.

First the high sensitivity of the coherence to the plant
height and the canopy cover is statistically
demonstrated. Strong relationships between the plant
height and the coherence are observed for the 4 crops. A
prediction model of the wheat height has been computed
and the mean absolute error of about 7 cm seems

compatible with the information requirements for a crop
monitoring systems. The shape of these relationships
varies according to the crop structure and their
respective development type. These differences are
discussed with regards to the correlation obtained
between the canopy cover and the coherence.

Further understanding would definitively confirm the
great potential exploitation and the operational limits of
the interferometric coherence as a key source of
information for crop monitoring. An other important
conclusion of this study is the fact that a single source of
data, i.e. a few tandem pairs', may provide relevant
information for at least 4 crops unlike most of the other
sources of information. The diversity in the plant
structure of the crop selected for this study leads to
expect similar results for most of the main European
crops.
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ABSTRACT

Snow covered area is an important variable in
snowmelt runoff modelling. SAR can supply
information on this parameter by detecting the decrease
in the backscattering coefficient which occurs when the
snowpack becomes wet. However, the method is subject
to several geometric, geophysical and logistical
constraints which limit its general applicability. These
include missing coverage due to relief, reference image
availability, inferring dry snow cover, validation and
the sampling and time requirements for runoff
modelling and forecasting. These are reviewed in this
paper and where available, solutions are outlined along
with their limits of applicability. Many of the topics
discussed have relevance to other SAR applications.

INTRODUCTION

Wet snow cover can be detected using spaceborne
C-band (wavelength 5.7 cm) synthetic aperture radar
(SAR) such as ERS and Radarsat [l]. SAR derived
estimates of wet snow covered area (SCA), and hence
inferred estimates of dry and total SCA, are of interest
to various applications including snowmelt runoff
modelling [2]. As part of a broader project promoting
the use of EO data in snowmelt hydrology, SAR wet
snow mapping has been demonstrated over a variety of
geographical regions including the Zillertal basin in the
Austrian Alps, the Tjaktjajaure basin in northern
Sweden and the Spey basin in the Scottish Highlands
[3-8). This work has revealed a number of geometric,
geophysical and logistical constraints to general
application of the method. These are each discussed
below. However, the SAR wet snow mapping method is
first briefly described.

SARWET SNOWMAPPING

Theoretical Basis

At C-band, the penetration depth of dry snow is of the
order of tens of metres and the backscatter mainly
comes from the underlying surface [1,9). In contrast,
even 1% liquid water by volume reduces the
penetration depth to tens of centimetres. As most losses

in the wet snow are due to absorption rather than
volume scattering, the backscattering coefficient is
substantially reduced [l]. Wet snow can therefore be
detected by comparing calibrated backscatter values
with those in a reference image from a period of no or
dry snow cover.

Methodology

In order to ensure that the snow and reference images
have the same imaging geometry, they are taken from
the same repeat pass. Wet snow is detected by
calibrating and registering both images, filtering each
image to reduce speckle and then applying a threshold
to their intensity ratio. Wet snow is detected if this is
less than -3 dB. Relative calibration to radar brightness
is sufficient for purposes of image ratioing [10) and
registration of repeat pass images requires only
translation. The ratioing cancels backscatter variations
due to the local incidence angle. A transform for
geocoding ratio images is defined by matching the
reference image to a SAR image simulated from a
DEM [11); layover features are used as ground control
points. A fuller description of the SAR wet snow
detection method can be found in [l,4,6-8)

GEOMETRIC CONSTRAINTS

The primary constraint arising from the SAR image
geometry is missing coverage. Specific constraints also
apply to large basins.

Missing Coverage Induced by Relief

The geographic coverage provided by SAR is
appreciably reduced by even moderate relief. Missing
coverage arises where relief causes the local incidence
angle (0) to be particularly low or high. As a result wet
snow detection is limited to local incidence angles
between 17° and 78° [l]. This is due to foreshortening
and specular effects at low angles, and the poor signal
to noise ratio at grazing angles. Foreshortening and
grazing are themselves limited by local incidence angle
(0 ~ 0° and 0 ~ 90° respectively). Beyond this
additional problems of missing coverage arise due to
layover and radar shadow [12).

Proceedings of the CEOSSAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000



450

Some control over the local incidence angles within a
scene is available through the choice of imaging
geometry, namely the look angle (the angle subtended
at the antenna between the radar beam and nadir). At
steep look angles layover and foreshortening are the
primary sources of missing coverage. As the look angle
increases, layover and foreshortening decrease while
radar shadow and grazing increase. Amongst current
spaceborne SAR systems, the mid-beam look angle (ex)
of ERS is fixed at 20° while Radarsat offers a mid
beam look angle of between 20° and 40°. For three
basins of differing relief and mid-beam look angles of
20° and 40°, Table 1 lists the percentage area of each
basin affected by missing coverage and the breakdown
into layover, radar shadow, foreshortening and grazing
(note: layover and foreshortening can overlap). DEMs
of the basins were used to identify areas of layover and
radar shadow [10] and to calculate local incidence
angles [11]. All of these calculations were based on
orbit parameters for actual ERS and Radarsat frames.
The basins include a high relief alpine basin (the
Zillertal in Austria, elevation range 560 to 3503 m),
and two higher latitude basins of more moderate relief,
the Tjaktjajaure basin in Northern Sweden (450 to 2044
m), and the Spey basin in Scotland (198 to 1284 m).
The elevation ranges are listed to give a rough
indication of the amount of relief.

Table 1. The effect of look angle ex on the percentage
area of missing coverage in three basins of differing
relief, including the breakdown into layover, radar
shadow, foreshortening and grazing [3,6,8].

Basin ex Tot. Lay. Sha. For. Gra.
Zill. 200 38.8 34.9 <1 3.9 NA
Zill. 40° 10.6 0.9 0.4 9.3 NA
Tjak. 20° 12.0 6.0 0.08 8.0 0.01
Tjak. 40° 2.1 0.4 0.9 0.3 0.7
Spey 20° 21.8 7.4 0.06 18.6 0.003
Soev 40° 1.7 0.56 0.29 0.91 0.2

At the steeper, 20°, look angle (ERS or Radarsat),
missing coverage affects a large part (38.8 %) of the
Zillertal basin, most of which is layover. Missing
coverage is considerably less (12 to 21.8 %) in the more
moderate relief basins, but is still appreciable. Here,
foreshortening rather than layover is the dominant
cause. In all three basins radar shadow and grazing are
comparatively insignificant.

Because the look angle varies across the image swath,
the amount of missing coverage also depends on the
range position of each basin within the swath. This
effect can be observed in the results for the Tjaktjajaure

and Spey basins. Based on the elevation range, the
Tjaktjajaure basin would be expected to be worse
affected than the Spey basin. However, the contrary is
true due to the range positions the basins were imaged
at, in these examples. Tjaktjajaure was imaged at far
range, hence layover and foreshortening were reduced
relative to mid-swath. The opposite occurs with the
Spey which was imaged at near range. On adjacent
passes to those used here, the basins will be imaged at a
more/less distant range and hence will exhibit slightly
less/more missing coverage.

At the shallower, 40°, look angle (Radarsat only)
missing coverage is markedly lower in all three basins.
This is due to the reduction in layover being much
greater than the increase in radar shadow and grazing.
While the Tjaktjajaure and Spey basins show a decrease
in foreshortening the Zillertal basin shows an increase.
This is due to part of the area that was previously
affected by layover now being affected by
foreshortening. Foreshortening is now the dominant
source of missing cover in the Zillertal and Spey basins
while radar shadow is the dominant source in the
Tjaktjajaure basin. The differences between the Spey
and Tjaktjajaure basins can once again be explained by
their relative range positions.

The above examples illustrate that at steep look angles
missing coverage can be a severe constraint to
estimating wet SCA over regions of even moderate
relief (1000 m variation in elevation). At shallower
look angles, the problem is greatly reduced but can still
exceed 10 % of the image in regions of high relief.
Finally, it should be noted that steeper slopes, and
hence missing coverage, more often occur at mid to
higher elevations where snow cover is more likely [3].

Two approaches have been developed to reduce the
effects of missing coverage:

• Image combination;

• Inferring wet snow cover in areas of missing
coverage.

Image Combination

Missing coverage can be reduced appreciably by
combining images taken from different viewing
directions, such as the ascending and descending passes
of a spaceborne SAR [1]. For example, the combination
of ERS passes reduces missing coverage over the Spey
and Zillertal basins to less than 1% and 6 %
respectively [3,6].



The usefulness of this approach is limited by the
temporal lag between the ascending and descending
passes which is latitude dependent. Wet snow detection
requires both images to be taken close together in time
during a period of little change in snow conditions. In
the Alps (-47° N), where the wet snow detection
method was originally developed, the lag between the
two passes is only half a day [1]. However, at most
other latitudes the lag is a day or more longer. For
example, for the Spey and Tjaktjajaure basins the time
lags are 1.5 and 6.5 days respectively. While snow
conditions may remain stable over such intervals
during a cold period of no snow melt, this is unlikely
during melting periods. Hence, inferences on wet SCA
based on image combination are unlikely to be valid in
these basins.

Inferring Wet Snow Cover in Missing Coverage

A statistical method for inferring wet snow in areas of
missing cover has been developed, based on zones of
similar aspect and elevation [4,5]. It uses the following
steps:

1. The image is classified into zones defined by
elevation and aspect.

2. The area of wet snow, A;, and other surfaces
(excluding missing cover), B;, is calculated for each
zone i, and the proportion of wet snow cover for
that zone is calculated as P; = A;l(A;+B;).

3. If P; >Tall areas of missing cover within that zone
are classified as wet snow.

The use of a hard threshold causes wet SCA to be
over/under-estimated within some zones. However, for
an appropriate choice of threshold these errors will
balance out in the total wet SCA. A value of T = 50 %
has been used. This is suitable when the area of zones
has a symmetric distribution with respect to P. Since
this is not always the case a more optimal method is
needed to select the threshold. An alternative would be
to apply a fuzzy rather than a binary classification.
Pixels in missing cover would be assigned their
corresponding P; value. Elsewhere, wet snow pixels
would be assigned the value 1 and all other pixels the
value 0. The total wet SCA could then be estimated by
simply summing pixel values in the fuzzy
classification.

The method needs at least part of any given aspect
elevation zone to be unaffected by missing cover and
this determines how finely aspect and elevation are
partitioned. In Tjaktjajaure, where the method has been
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applied over several melt seasons, 15° aspect zones and
100m elevation zones were found to be adequate.

Spatial Coverage over Large Basins

The scan SAR and wide beam modes available with
Radarsat enhance SAR capability for wide area
coverage (> 100 km) by a single image. However,
where two or more images are still required to cover a
basin two constraints apply. The first is purely
geometric while the second introduces a problem of
geophysical interpretation.

• Where the basin just extends over consecutive
frames in the azimuth direction the reference and
snow frames need to be accurately mosaicked prior
to ratioing. If mosaicking is left to after ratioing
gaps can arise due to slight differences in the start
and end times of repeat frames.

• Where it is not possible to cover the basin within
the image swath, images from two or more distinct
times will be needed to provide coverage. Hence,
the problems of geophysical interpretation of snow
maps from different dates, already noted earlier
with respect to image combination, will apply. This
problem can be circumvented by splitting the basin
into smaller sub-basins each of which can be
covered by a single swath.

GEOPHYSICAL CONSTRAINTS

The SAR snow mapping method is subject to a variety
of geophysical constraints including reference image
choice, other types of backscatter change, wet snow
detection in forest, dry snow inferences and validation.

Choice of Reference Images

Images from cold winter periods with only dry or no
snow cover give the best reference for detecting
backscatter change due to wet snow. However, such
conditions can be infrequent in temperate maritime
basins having seasonal but generally wet snow cover,
e.g. basins in the Scottish Highlands. Opportunities for
acquiring suitable winter reference images will then be
rare. In such cases reference images should be selected
from long dry periods during the summer.

The dependence of reference images on specific surface
conditions and speckle can be reduced by averaging
multiple reference images, if available.
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Other Types of Backscatter Change

Wet snow detection is based on backscatter change
which can also arise from other causes, such as
agricultural activity, flooding and wind roughening of
open water. Land cover and elevation information can
be used to mask out areas likely to be affected.
However, mis-classification will occur where other
change cannot be predicted.

Wet Snow Mapping in Forest
I

Mapping snow cover under forest is difficult with both
SAA and optical sensors. It has been shown that wet
snow can be detected by C-band SAR in sparse forests
[13] but not in thicker forest [14]. Hence, land cover
information should be used to mask out forested areas.

Inferring Dry Snow Cover

Following wet snow detection, dry snow cover must be
inferred. If it is assumed that snow cover patterns
remain similar from year to year, a map of dry snow
cover can be built up from wet snow maps from later
periods in previous melt seasons [7]. This requires an
archive of SAR-derived wet snow maps from previous
years. Where archive data is unavailable a "hill
climbing" approach which classifies pixels lying above
wet snow as dry snow, can be adopted [4,5].

The hill climbing approach assumes that snow cover is
complete at higher elevations, but this is often not the
case; for example, exposed ridges are often snow free.
Hence, this approach tends to overestimate SCA. By
contrast the archived data approach distinguishes
between snow-covered and snow-free areas at higher
elevations and is the preferred method if sufficient data
is available.

Geophysical Validation

To check the accuracy of SAR derived (wet+dry) snow
cover maps, they have been compared with snow cover
maps derived from near coincident high resolution
optical data.

In the Zillertal basin good agreement was found
between snow maps derived from ERS and Landsat TM
(7 day gap, 86.4 % agreement) and Radarsat and
Landsat TM (2 day gap, 82.8 % agreement) [6-8]. In
both cases SAR was observed to underestimate snow
cover relative to TM.

By comparison, in the Tjaktjajaure basin marked
differences were found between snow maps derived

from ERS and Landsat TM (2 day gap) [4,15]. Overall
the SAR SCA is 15 % less than the TM SCA but the
differences are elevation dependent (Fig. 1).

• Above 1500 m, the SAR SCA is near 100 % and is
considerably greater than the TM SCA. This is
probably because of overestimation by the hill
climbing approach used to infer dry snow cover, as
noted above. The TM+SAR common SCA is also
coincident with the TM SCA indicating all snow
cover detected by TM is also detected by SAR.

• Between 1200m and 1500m, the TM SCA changes
to being greater than the SAR SCA with the
maximum SAR and TM SCA occurring at around
1400 m, although the SAR maximum is slightly
greater and at a higher elevation than the TM
maximum. Confusion between the SAR and TM
SCA is indicated by the common SCA being less
than either.

• Below 1200m, SCA is significantly underestimated
by SAR relative to TM and the common SCA is
coincident with the SAR SCA indicating that all the
snow cover detected by SAR is also detected by TM.
Analysis of the TM image reveals that snow cover is
increasingly patchy at these lower elevations. It is
suspected that this patchiness reduces the
backscatter change due to wet snow to below the
-3 dB detection threshold. Such a reduction in
backscatter change has been observed in areas of
patchy wet snow elsewhere in Scandinavia [16] and
in the Spey basin in the Scottish Highlands [3].
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Fig. 1. Tjaktjajaure: elevation plots of the basin area,
the SCA derived from Landsat TM (25/06/92) and ERS
SAR (23/06/92) and the SCA common to both sensors.



If patchy snow cover is the cause of SAR
underestimating SCA at lower elevations in higher
latitude basins, similar effects might be expected in
alpine basins. However, due to the greater relief in
alpine basins, slopes are steeper and the transition zone
from full to no snow cover is much narrower.

The SCA differences observed in the Tjaktjajaure basin
need to be resolved before SAR derived SCA can be
reliably used in snowmelt forecasting in similar basins,
particularly if SCA estimates derived from SAR and
optical EO are to be used together.

LOGISTICAL CONSTRAINTS

Snowmelt runoff modelling requires weekly estimates
of SCA [17]. Also for near real-time forecasting of
snowmelt runoff, SAR derived estimates of SCA must
be available within a day of data acquisition. Below we
discuss how these conditions can be met using current
spaceborne SARs.

Temporal Coverage

Over most basins of interest four images can be
acquired by ERS within its 35 day repeat cycle (i.e.
using adjacent ascending and descending passes from
the 16 day sub-cycle). This gives an average of one
image every 8.25 days, just outside the one week
requirement. However, the temporal pattern of coverage
is latitude dependent due to the lag between ascending
and descending passes, which was discussed earlier
under image combination. In terms of even spacing of
temporal coverage short lags are disadvantageous. For
example, over Zillertal the interval between passes
ranges from 0.5 to 18.5 days, while over Tjaktjajaure
the interval between passes ranges from 6.5 to 12.5
days.

The shorter 24 day repeat cycle of Radarsat combined
with a steerable beam means that basins of interest can
be imaged more frequently than with ERS. The pattern
of temporal coverage will still be determined by
latitude. Radarsat and ERS temporal coverage will of
course be reduced if other applications impose data
acquisition conflicts.

Near Real Time Transfer of Data

During 1999, ERS data were used to derive snow cover
maps for forecasting snowmelt runoff in Tjaktjajaure
and Zillertal. While the required timescale was 24
hours, normal delivery of ERS PRI data takes two
weeks. However, cooperation by ESA and D-PAF
allowed a special fast data delivery chain to be formed.
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The raw SAR data was downloaded to the Neustrelitz
receiving station and processed by DFD within 1.5 to
6.5 hours of data acquisition. Data transfer (130
Mbytes) to the customers in Austria and the UK then
took between 5 and 20 minutes. Finally, geocoding and
classification by the customer took under 2V2hours.
This delivery chain permitted snow maps to be derived
from descending (morning) passes within 6 hours.
Ascending (evening) passes took longer due to data
transfer not taking place until the following morning.
However, snow maps were still derived well within 24
hours.

CONCLUSIONS

• While it has been clearly demonstrated that C-band
SAR can be used to estimate snow covered area,
general application of the method is constrained by
the factors reviewed in this paper. Where available,
possible solutions have been indicated.

• In regions of moderate to high relief geographic
coverage can be constrained by missing coverage.
This can be substantially reduced by using shallow
incidence angles, such as are available from
Radarsat (and will be available from Envisat). This
approach is preferable to image combination, which
is latitude dependent, and inferences based on
aspect and elevation.

• Large basins introduce specific problems of image
mosaicking and geophysical interpretation.

• SAR wet snow mapping is dependent on the
availability of suitable reference images. These are
more easily obtained under dry continental climates
than wet maritime climates.

• The wet snow classification has to make allowance
for other types of backscatter change and lack of
snow detection in forest.

• For inferring dry snow cover from SAR images, use
of an archived data approach is preferred to the hill
climbing approach, again subject to suitable data
availability.

• While snow maps derived from SAR and high
resolution optical data show good agreement in an
alpine basin, large elevation-dependent differences
are observed in a higher latitude basin. At higher
elevations the difference is due to incorrect
inferences on dry snow cover. At lower elevations it
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is suspected that the difference is due to patchy
snow cover being underestimated by SAR.

• Snowmelt runoff modelling requires weekly
estimates of SCA. Of current spaceborne SARs
Radarsat can meet this requirement while ERS can
provide near weekly coverage, dependent on
latitude.

• Data transfer and processing facilities are
sufficiently fast for providing data for use in near
real time forecasting of snowmelt runoff.

• While this paper is written in the context of snow
mapping, many of the constraints equally apply to
other SAR applications involving change detection
and time series analysis. The problem of missing
coverage needs to be addressed in any area of
moderate to high relief. While the geophysical
constraints are mainly application specific, the
logistical constraints will be of concern to any
applications requiring regular repeat coverage and
near real-time data access.
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works achieved on the first test site are presented in this
paper.

ABSTRACT

The diversity of information is highly desirable to
monitor land surface processes with SAR and is often
obtained through temporal acquisition. However, large
temporal sets are difficult to interpret and the extraction
of information is often performed on an image per image
basis. In this study, we focus our work on the optimal
use of a temporal set of images. Precise change detec
tion techniques as well as land use classification have
been performed and a visualisation combining carto
graphic map and information of temporal change is
proposed.

INTRODUCTION

The diversity of information is highly desirable to
monitor land surface processes with Synthetic Aperture
Radar (SAR). The current available civil sensors can be
considered to be poor in terms of diversity of acquisi
tion : ERS-112 can only provide multi-temporal chan
nels, RadarSat-1 combines temporal and incidence angle
acquisitions. Therefore, for numerous applications, the
lack of diversity must be overcome by a greater amount
of data than it would have been necessary otherwise.
ERS sensors offer the possibility to obtain sufficient
data within a year (at least one per month, two in case of
tandem pairs). In that case, the only possible characteri
sation of the land surface is done by studying the tempo
ral variations. However, large temporal sets (say more
than 3 images) are difficult to interpret and the extrac
tion of information is often performed on an image per
image basis.

In this study, we focus our work on the optimal use of a
temporal set of images. The images were provided by
ESA ®, in the frame of the third Announcement of Op
portunities A03-405, and were acquired over three test
sites
• the Grand Morin, located in the south-east of Paris.
The set is composed of 8 Single Look Complex
(SLC) images, both from ERS-1 and ERS-2;

• the Minorca island whose temporal set is composed
of 12 images;

• the Mulhouse site where 9 images are available.

Ground truth and/or optical image are also available for
these sites to assess some quantitative results. Only
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Various existing tools are used to extract the temporal
information and to derive land use map. Image process
ing tools like filtering and/or segmentation enhance the
statistical accuracy of some features permitting to give
indication on the type of terrain (variation of radiometry
and correlation) while more sophisticated tools like
classification allow to go deeper to the establishment of
thematic products.

DATA SET

The agricultural « Grand Morin Basin » test site is
located in East of Paris (3°14'East, 48°35'North). Eight
ERS images are available on the test site. Two tandem
data couples were acquired on 24-Dec-95/25-Dec-95
and 03-Mar-96/04-Mar-96 respectively. The 4 last
images are spread over the year 97 depending on the
crop cycle: 24-Mar-97, 28-Apr-97, 07-Jul-97 and l l
Aug-97. It must be added that this test site has been
already under consideration in the frame of an ADRO
project where 4 Radarsat images in the Fl mode were
acquired on 1997 [l]. The landscape is mainly com
posed of agricultural parcels : maize, corn, barley, sugar
beet, pea, colza, forest, grass, bare soil and urban. To
assess the various results mainly concerning the classifi
cation process, a ground truth collection was performed
by SOGREAH Ingenierie and CGE (Compagnie Gene
rale des Eaux) on 10-Jul-1997 in order to identify the
land cover and the various parcels. Radiometric varia
tions as well as classification tools will be studied with
the 1997 data while coherence will be more particularly
studied with tandem data.

PRE-PROCESSING STEPS

Co-Registration

The first step of this work consists in co-registering the
images in the same geometry. For ERS data, distortion is
generally not severe, nevertheless the offset in azimuth
and range may vary within the swath. The co-registering
process is based on the correlation between two images
and is performed over SLC data to take into account the
Mean Doppler Centroid.

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000



456

Speckle Filtering

Because of speckle interferences and inferred granular
ity, the visual interpretation is difficult and the statistical
estimation is not accurate enough. In the later case,
filtering processes are necessary to really exploit the
microwave information. Following our experience
gained in this field, the best result is obtained by com
bining multi-temporal summation with a spatial filter.
This combination leads to a better trade-off between
spatial degradation and speckle reduction than with a
single spatial filter. All the steps necessary to achieve
the required speckle reduction are summarised in [2].

In our case, the filtering process is mainly applied to
enhance the statistical estimation of various variables
that are used hereafter. Consequently, a possible slight
degradation of the spatial resolution can be allowed
since it is more important to well smooth the images
than to perfectly preserve all the thin structures. Fol
lowing these steps of radiometric improvement, it is
possible to produce various indexes map with a high
level of confidence such as map of radiometric variation
or map of correlation, ...

Segmentation map

All the tools that are adaptive are applied through a
sliding window whose drawback is to degrade strongly
the spatial resolution. Some improvements have been
proposed in the past. One possible technique is to refine
the local window so as to exclude detected edges, lines
or strong scatterer. The window is split into two parts
and the ratio of intensity of each sub-area is compared to
a fixed threshold (depending on the desired false alarm
rate) [2J. This approach works well to preserve most of
thin structures. However, the number of samples used in
each sliding window is reduced and then the speckle
reduction achieved with a structural detection process is
lower than with a full window.

It is possible to overcome this drawback by segmenting
the image. This step aims at decomposing an image in
non-overlapping regions characterised by constant
reflectivity [3J. This approach is particularly well
adapted to agricultural landscape and we used it for the
Grand Morin test site.

CHANGE DETECTION

Radiometric Variation

The follow-on of the mean radiometry through a tempo
ral set is a priori a simple way to discriminate land
surfaces. Agricultural land surfaces are able to vary
much more (depending on the type of crops and human
intervention) than forest or urban areas. Mean radiome
try ratio between each image indicates change that

occurred date after date. This ratio of mean radiometry
is expressed as below with a logarithm scale

\ii=tjE[l,N], 11<:Yij=101og(i;jij) (1)

where iand j refer to different dates and N is the number
of images. There are N(N-1)12 possible couples to study.
Hence, the number of combination raises up signifi
cantly when the number of images increases. Conse
quently, the temporal signatures analysis is not so easy
and it is of interest to reduce the number of indexes.

One possible technique consists in performing Principal
Component Analysis (PCA) on the original images (or
rather on the filtered images, PCA being definitively not
adapted to data corrupted by a multiplicative noise) or
on various indexes such as the radiometric ratio [3].

The different change detection indexes calculated for
each couple can be simplified by a simpler but more
consistent description. For instance, a very relevant
approach is to take the maximum among all the indexes
expressed in (1)

\ii :;C i. max_var= maxj!i<:Yijl (2)

Equation (2) is actually expressing the amplitude of
vananon within the temporal set and allows the dis
crimination of surfaces submitted to numerous changes
(such as agricultural land) with those which are more
stable (forest for instance).

Coherence Change

The coherence is sensitive to changes that occur within
the resolution cell. It is well known that the modulus of
coherence drops if the position of the scatterers inside
the cell is slightly different from one acquisition to
another. Hence, it is mainly sensible to very small
movements of about half-wave range and the physical
meaning of such change is sometime not so easy to
interpret. Another difficulty concerns the estimation of
the coherence, specially when the number of samples is
low which implies a bias coupled with a high variance.
In our case, with a sliding window approach, we used
large window (15x5) and performed the estimation over
the SLC images. Then, the coherence map has been
shrinked so as to be in a square geometry. This approach
is compatible to the one that has been presented by
Touzi et al. [5]. Of course, the segmentation pre-process
step permits the use of a higher number of samples and
is therefore particularly benefit for the coherence esti
mation.

Visualisation of the Results

It is always possible to display every index map
(coherence map for instance) on its own. Nevertheless,
we find more comfortable to associate the thematic
information with the SAR image of the area. Hence, the



recognition of the main landscape structures is easier.
The SAR image which is used as a background is the
temporal mean of the 8 images acquired over the site,
presented with a spatial filtering process to enhance the
interpretation. The colour information corresponding to
the thematic information content is added as a new layer
over the background image. It must be noted that this
background image could be obtained by another sensor
(e.g. panchromatic image), the thematic information
being extracted by the SAR acquisitions.

The temporal mean image is presented in fig. 1. Fig. 2
displays the grey-level background image and the colour
information is obtained from the amplitude of variation
index expressed in (2) calculated with a sliding window.
Fig. 3 shows the same index except that it has been
estimated with a region approach. The correlation
calculated with the second tandem pair is displayed on
fig. 4.

CLASSIFICATION TOOLS

Description of the Methods

For the classification, two main methods can be applied
to minimise the inter-class confusion caused by the
speckle noise : ( 1) pixel-by-pixel basis classification
which requires a preliminary spatial or temporal speckle
filtering, (2) contextual method based on sliding win
dows or regions obtained by a preliminary segmenta
tion [7]. Several tests [l] have shown that best results
are obtained with contextual methods (and without
filtering pre-processing). The contextual methods
consist in classifying pixels of a same region
(segmentation process) or to consider the pixel neigh
bourhood (window analysis). The statistical properties
of the radar distribution are taken into account. The
Gauss-Wishart maximum likelihood is applied for
supervised classification.

Results

Classification has been performed with a varying num
ber of images (from one date to the full set) so as to
evaluate the required number of images that leads to
acceptable classification rate. The results are analysed
with the proportion of Pixel Correctly Classified (PCC)
of each class i.e. the percentage of well classified pixels
for each class. It allows to assess the classification
accuracy.

The temporal contribution is important. The mean of
PCC on the classes is between 30% and 48% with one
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date according to the chosen dates (winter, spring or
summer dates), 43%-53% with two dates, 52%-70%
with three dates and 57%-72% with four dates, about
72% with five dates and 82% with seven dates. The
eighth date does not bring any additional information
and thus any improvement. Visualisation of classifica
tion performed with the full set is presented in fig. 5.

CONCLUSION

This study has highlighted the utility of temporal SAR
acquisitions through the ERS sensors. It has been shown
in particular that 6 dates lead to a very acceptable
classification rate, actually close to the one that can be
obtained with optical data (but with a fewer number of
dates).

Further investigations will be carried out to see how the
indexes proposed in the first part are useful for thematic
interpretation of a SAR temporal set and for classifica
tion process.
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Figure 1 - Temporal mean image of the test site - the frame indicates the restricted area

Figure 2 - Background image whose colour information represents the maximum amplitude
of the radiometric variation estimated over a sliding window



Figure 3 - Background image whose colour information represents the maximum amplitude
of the radiometric variation estimated over a segmentation map

Figure 4 - Background image whose colour information represents the correlation estimated over a segmentation map
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Maize Corn 2 • Colza II:~:tar IllGrass

Figure 5 - Supervised Classification map obtained with 8 ERS dates
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ABSTRACT

A database containing the information of nearly seven
years of ERS Scatterometer data has been set-up for
global statistical analysis of the C-band radar
backscatter over land and ice surfaces. The data were re
sampled onto a Goode Homolosine map projection with
a grid spacing of 50 km and incidence angles bins of 5
degrees. For 3-month intervals histograms of the
measured NRCS were stored for each incidence angle
bin and grid point in this database. A graphical user
interface offers various tools for statistical analyses and
manipulations of the data, which can be selected
interactively based on temporal and spatial windows or
classification constraints. The classifications provided
within the databases are based on radar data, e.g., mean
NRCS and mean incidence angle dependence and also
comprise the Matthews vegetation types and the
Leemans' Holdridge Life Zones classification. The open
architecture of the database and the GUI allows
continuos updating as well as integrating any other user
defined classification scheme or data analysis tools. The
database together with the GUI can be obtained free of
charge on CD-ROM from the European Space Agency.

INTRODUCTION

The Windscatterometers (AMI-Wind) of the European
Remote Sensing Satellites ERS-1 and ERS-2 provide
global measurements of the normalized radar cross
section (NRCS) at C-Band (5.3 GHz) and vertical
polarization (VV) of the Earth's surface since August
1991 [I]. The excellent calibration and maintenance of
the instruments guarantee high quality data, which allow
a precise evaluation of the spatial and temporal
variability of the NRCS of the Earth's surface. A glance
of the quality of the ERS Scatterometer data is shown in
Fig. I, depicting a time series of the C-Band NRCS for a
location in Central Greenland. The measured seasonal
variability of 0.6 dB indicates the relative accuracy and
radiometric resolution of the instrument while the
overall temporal stability reflects the excellent
maintenance of both Windscatterometers. Note that the
switch-over from ERS-1 to ERS-2 in May 1996 is not
visible in the data, indicating the precise inter
calibration of both systems. Table 1 summarizes the

operational phases of the ERS-1 and ERS-2 satellites
which data were used for this database.

Time Orbit Start End I Satellite
Period Orbit Orbit

28.07.91 - 3-day Commissioning 126 2103 I ERS-1
10.12.91 Phase A

28.12.91 - 3-day Ice Phase B I 2354 I 3695 I ERS-1
30.03.92

14.04.92 - 35-day

20.12.93 Multidisciplinary I 3901 I 12707 I ERS-1
PhaseC

23.12.93 - 3-day Ice Phase D I 12754 ( 14300 I ERS-1
10.04.94

10.04.94 - 168-dayGeodetic I 14302 I 16745 I ERS-1
27.09.94 Phase E

28.09.94 - 168-dayGeodetic I 16747 I 19247 I ERS-1
21.03.95 Phase F

21.03.95 - 35-day

25.05.96 Multidisciplinary 19248 25426 ERS-1
Phase G

19.03.96 - Tandem 4765 25426 ERS-2 /
25.05.96 ERS-1

25.05.96 - 35-day I 4766 I 16246 I ERS-2
22.05.98 Multidisciplinary

TableI: ERS-1/2OrbitCharacteristics
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Fig. I: Time series of the C-Band NRCS for a location
in Greenland. The measured seasonal variability of 0.6
dB indicates the accuracy of the instrument while the
overall temporal stability reflects the excellence of both
Windscatterometers.
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Fig. 2: A sample view of the Graphical User Interface to the database.

DATABASE CONTENT

The ERS Scatterometer data were extracted from the
ERS WNF CD-ROM supplied by the French Archiving
and Processing Facility CERSAT (F-PAF). This data set
amounts to I07 CD-ROMs (August 199l to May 1998),
each containing approximately 3 weeks of Scatterometer
data organised in orbit files. The goal was to compress
the ERS data set to a volume that can be stored on a
single CD-ROM for convenient use and distribution,
whereby spatial, temporal, and radar parameter
information should be preserved as much as possible
[2].

The NRCS data are stored as histograms for 3-month
intervals and for incidence angle bins of 5 degrees for
each grid point of the Goode Homolosine map
projection [3] with a grid spacing of 50 km. In order to
achieve very compact data representation, the
histograms have a fixed number of 20 bins. The bin size
is adjusted according to the width of the histogram to be
represented, and the 20 bins are centred on the mean
value of the histogram.

The width of the bins is kept constant for a grid point
with time, but varies spatially in order to account for
different seasonal variability of the NRCS. The
respective mean and bin size values are stored with the
histogram. Table 2 summarizes the specification of the
database content.

In general, the 3-month histograms provide sufficient
number of measurements per incidence bin and grid
point for a statistical analysis. However, information in
the temporal variation might be smoothed out. As an
addition to the database, I-month mean data for the
NRCS at 40 degrees of incidence angle, the slope, and
the standard deviation are provided. Time series plots
for single grid points can be obtained through the GUI.

The open concept of the database format assures a
maximum of flexibility. The database files are
accessible from virtually any programming language and
under various platforms due to the use of Network
Common Data Format (NetCDF) files.



Dimension Extent Resolution Comment

Spatial Global 50kmx50km Goode Homolosine
coverage projection

Time 04.08.91 - 3 months Dec.-Feb., Mar.-May,
coverage 22.05.98 June-Aug., Sep.-Nov.

Incidence 17° - 57° 50
angle

Histogram CJ°min - CJ°max O'~ax -CJ~in cr°min and cr°max

20 derived from the entire
period

Table 2: Organisation of the NRCS samples into a
multi-dimensional array

DATABASE ACCESS

The front end to the database in form of a graphical user
interface (GUI) was developed using the Interactive
Data Language (IDL) [2]. This GUI allows a non-expert
user to quickly visualize and print the requested
information [4]. The GUI comprises menus, a status
field and a display window as depicted in Fig. 2.
Additional windows are used for the selection of
statistical parameters and data ranges, and a display
window highlights the grid points that meet the selected
criteria before starting the data analysis. Different
possibilities are provided to select a subset of the
database for evaluation.

Predefined areas may be selected or interactively chosen
with the computer mouse on the display between a
single grid point and the entire globe. To assist the
interactive selection of a region of interest, the following
global maps can be displayed and zoomed:
• Mean NRCS (40 deg. of incidence angle)
• Standard deviation of the NRCS
• Seasonal variation of the NRCS
• Month of maximumNRCS
• Interannual variation of the NRCS
• Mean slope (incidence angle dependence of the

NRCS)
• Seasonal variation of slope
• Month of maximum slope
• Anisotropy of the NRCS

The spatial selection can be further confined by applying
classifications based on radar parameters (mean NRCS,
slope, and standard deviation) or different land
cover/vegetation type and climate zone classifications.
These are Matthews Vegetation Types [5] consisting of
33 categories and Leemans' Holdridge Life Zones
Classification [6] comprising in its original form 40
categories and 15 in its aggregated form.
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The temporal range of the data to be evaluated can be
chosen freely. Here the GUI offers easy access to a
specific year or season.

RESULTS

The following radar parameters can be selected for
evaluation:
• NRCS

• Slope (incidence angle dependence)
Standard deviation of the NRCS•

• Availability of measurements

For the parameters NRCS, standard deviation and
availability any range or combination of incidence
angles can be chosen. Four types of output are provided
by the GUI for the radar parameter chosen :
l. A cumulative histogram (probability density

function) is computed and displayed including a
Gaussian fit to the data and the probability
distribution curve (see Fig. 3).

2. A time series plot of the mean value together with
an indication of the standard deviation is
displayed and a linear trend analysis as well as a
seasonal sine-fit is computed and plotted (see Fig.
4).

3. If spatial data were selected, the result can be
displayed as a map. The region of interest is
shown on a global map. A zoom function is
available as well as a print option.

4. The dynamic range function displays the NRCS
probability distribution as a function of incidence
angle. Isolines are plotted every 5% (see Fig. 5).

A PostScript print option as well as a data export
function is available. The selection criteria and the fit
parameters can be stored in an ASCII info-file.

CONCLUSION

A nearly seven years of ERS Scatterometer data over
land and sea-ice have been compiled into a statistical
database. Many application possibilities are offered by
such a database. For Earth scientists, global change
observations and processes studies on global scale are
the main areas of applications. From an engineering
point of view, it is a useful tool for defining gain settings
of airborne or spaceborne radar sensors, for calibrating
those sensors or for deriving instrument specifications
for new radar sensors. It is planned to regularly update
the database in order to add new data, extending the
time coverage up to the end of the ERS operation.
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The database together with the GUI can be obtained free
of charge on CD-ROM from the European Space
Agency (see the points of contact in Table 3). The CD
ROM also contains the IDL source files as well as the
user's manual. For further details see also:
http://www.ifars.de.
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Table 3: Points of contact for ordering the database

Fig. 3: Example of a histogram
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Fig. 4: Example of a time
series

Fig. 5: Example of a dynamic
range plot
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ABSTRACT

The objective of the paper is to assess the feasibility of
retrieving soil moisture content over bare fields using
SAR data at C-band. In particular, we consider SAR data
which is currently available on a continuous·basis, such
as ERS data, or will be available in the near future, in this
case the ASAR system on ENVISAT. The retrieval
algorithm is based on the inversion of theoretical direct
scattering models. The inversion task is achieved by
means of an appropriately trained Neural Network. In the
analysis an emphasis is put on assessing the impact of
SAR calibration and model errors on the accuracy of the
retrieved soil moisture content. The algorithm
performances are assessed using both simulated and
experimental data.

INTRODUCTION

In the past, the sensitivity of SAR data to soil moisture
content has been widely demonstrated. However
empirical soil moisture retrieval approaches based on the
statistical relationships between soil moisture content and
backscattering value have been found to be site and time
dependent and therefore of little general validity. This is
mainly because surface backscattering is determined to a
greater extent by surface roughness conditions than by
soil moisture content. Consequently, a robust soil
moisture retrieval algorithm needs to account for both
roughness and moisture properties of soils. In this respect,
only theoretical scattering models based on fundamental
physical laws provide the flexible mathematical tools
which can easily be adapted to very different surface
conditions.

The objective of the paper is to assess the feasibility of
separating three moisture classes over bare fields using
SAR data currently or in the near future available on a
continuous basis, i.e. ERS, RADARSAT, and the
forthcoming ASAR on board ENVISAT. For this reason,
different SAR configurations in terms of polarisation and

incident angle are investigated. The developed retrieval
algorithm is based on the inversion of the IEM model [l]
using appropriately trained Neural Networks. The IEM
model assumes that surface roughness can be well
represented by a single scale stationary Gaussian process.
However, recent experimental works (see for example
[2]) have shown that rough soils are often better described
by multi-scale than by single-scale random processes. For
this reason, in [3] the IEM model has been adapted to a
multi-scale roughness description developing a multi
scale IEM version (MLS-IEM). In this paper, in order to
assess the impact of a multi-scale modelling on the
retrieval problem, both traditional IEM and MLS-IEM
version are used to train different NN sets. In addition, in
assessing the performances of the developed soil moisture
retrieval algorithm, an emphasis is put on investigating
the impact of calibration and model errors on the total
error budget. In the analysis, both simulated and
experimental data are exploited.

In the next paragraph, the inversion method is introduced.
Subsequently, the characteristics of the simulated and
experimental data sets used in the work are illustrated.
Then, the algorithm performances, measured in terms of
the attainable accuracy in the retrieved soil moisture
content, are assessed as a function of the different SAR
configurations. Finally, concluding remarks are given.

INVERSIONMETHOD

A soil moisture retrieval algorithm may be regarded as a
black box, accepting as input data SAR measurements
and producing as output data, the related soil moisture
estimates. In the case of single specification SAR data,
like ERS SAR data, the soil moisture retrieval problem is
"ill posed experimentally" because several surface
parameters concur to determine the surface backscattering
whereas the input information is limited only to one
channel, i.e. one frequency, one polarisation and one
incident angle. Consequently, there is not as much
information in the experimental data as needed to retrieve
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the parameter we are interested in. Such a kind of
problem can be solved either by using a priori
information about surface parameters or by adding more
SAR channels.

In this paper, the range of surface roughness conditions
are constrained in order to reduce the ambiguity in the
retrieval problem. In particular, the work focuses on
assessing the feasibility of retrieving moisture content
over smooth surfaces for which the low frequency
approximation of the IEM model holds (i.e. ks < 1.5,
where s is the profile rms and k is the wave number of the
impinging electromagnetic wave). Within this overall
constraint a wide variety of moisture and roughness
conditions are investigated. In particular, the effect of
single-scale and multi-scale surfaces is studied.

The inversion method consists of training a set of Neural
Networks (NNs) using simulated data produced by the
direct IEM and MLS-IEM models. The NN architecture
used in this application is the Multi Layer Perceptron
(MLP) trained by the Back Propagation (BP) learning rule
[4]. The actual used MLP NN has one hidden layer with
15 nodes and a non linear activation function, i.e. a
sigmoid activation function.
The goal is then to obtain a relationship between the
backscattering coefficient and the soil moisture content.
This task can be regarded as an optimisation problem
such as the minimisation of the differences between the
measured backscattering values (f;) and those (T;)
predicted by the direct forward model M(p) where pare
the geophysical parameters to be retrieved. In other
words, the set of parameters to be estimated p, can be
obtained by minimising the cost function:

Such an inversion technique has been selected because the
NN serves as a general and robust inversion method
which can be easily extended to the cases of multi
specification SAR data. Moreover, the technique easily
allows one to separately assess the impact of different
error sources.

For the inversion study three main sources of errors
affecting the performance of the retrieval algorithm need
to be considered: the inversion-error; the calibration
error and the model-error. The inversion-error is
determined by the amount of input information with
respect to the complexity of the direct model to be
inverted. More precisely, in the ideal case where the
measurements are not affected by errors and the model
exactly predicts the experimental data, the accuracy of the
retrieved soil moisture will depend on the amount of input
SAR information, on the number of free parameters
contained in the model, on their range of variability and

on the method used to perform the inversion task. As an
example we note that in the case of single specification
ERS SAR data, the same value of backscattering
coefficient may be produced by many different
combinations of surface parameters. Consequently, the
inversion-error quantifies the variation in the soil
moisture estimate due to the variation in the surface
roughness parameters for constant values of the input
SAR data. In order to reduce the inversion-error, the
range of variation of surface roughness parameters has to
be reduced which implies adding a priori information
about the possible ranges which soil roughness
parameters can take on. The second source of error,
referred to as calibration-error, is related to the
measurements techniques and, more precisely, to the error
affecting the measurements. The third source of error,
referred to as model-error, is related to the errors always
present in the direct forward modelling. The calibration
and model errors add to the inversion-error and may be
more or less important depending on the characteristic of
the SAR configuration.

DATASETS

Simulated Data Set

The use of a NN requires a training phase and a test phase
which is performed on an independent data set. Here, two
independent data sets have been obtained by exploiting
the two direct forward IEM models. The roughness input
parameters required by IEM are: the profile rms (s), the
profile autocorrelation function (ACF) and the associated
correlation length (/). For the MLS-IEM on the other
hand, the roughness input parameters are [3,5]: the inner
spatial scale (b), the number of scales (P) characterising
the surface, a parameter Yo proportional to the value of the
profile rms (s), and, a parameter v related to the profile
fractal dimension D.

The ranges of the input parameters have been selected on
the basis of a multi-site database of roughness
measurements described in [2] and represent the
variability found on experimental data for profile lengths
of 3 to 5 m. For IEM, the parameter ranges are: s = [0.6
cm; 1.6 cm]; Exponential ACF with I= [6 cm; 24 cm];
whereas for MLS-IEM are: b = l cm; P = 8; Yo= [0.4 cm;
0.7 cm] roughly corresponding to s = [0.6 cm; 1.6 cm];
v = [l.2; l.74 ].
Both for IEM and MLS-IEM, the range for the input
dielectric constant is E' = [3.o+jO.l; 20.o+j5.0]. This E'

range corresponds approximately to a volumetric moisture
content range of Mv = [3%; 40%]. The correspondence
between soil moisture and dielectric constant in this case
is obtained by means of a semiempirical polynomial
expression described in [6].
In order to separate three moisture classes with Mv
ranging between 3% and 38%, the upper bound for the



error on the retrieved Mv values is of the order of ±4%. In
this case, the three classes might be, for instance: 3%
sMv s 100/odry soils; 10% < Mv < 20% medium wet
soils; 20%::; Mv s 38% wet soils.

The simulated SAR sensor configurations are summarised
in Tab. 1. Two different incident angles and the two co
polarised channels are combined Using the
backscattering coefficients obtained from IEM and MLS
IEM models for each configuration, different NNs have
been trained. Tue fit between the NN outputs and the
expected values is evaluated by means of the normalised
root mean square error (rms).

Tab. 1: Simulated SAR sensor configurations

ration I Polarisation
vv
vv
HH,VV
HH,VV
HH,VV

Experimental Data Set

The experimental data set used in the paper concerns ERS
data collected during three different ground campaigns
conducted over European sites. Data have been acquired
over the sites of Middle Zeeland (The Netherlands);
Marestaing (France) and Matera (Italy). Ground
measurements consist of both roughness profiles
measured by laser profiler and moisture data. Soils
presented different roughness as well as moisture
conditions.

RESULTS

ERS Case: Simulated Data

As a first step in assessing the feasibility of retrieving soil
moisture content using ERS SAR data (i.e. one frequency
of 5.3 GHz, one incidence angle of 23° and one
polarisation: VV) the NN outputs versus the input cro
values for MLS-IEM model are plotted in Fig. 1. The
figure shows the volumetric soil moisture content values
derived from the NN outputs versus the cr0 input values.
Tue original Mv values used to test the NN are also
plotted. It can be clearly seen that those values are denser
in the region of large values than in the region of small
values. This is due to the fact that the training data set has
been produced by uniformly sampling the &r space, not the
Mv space. Moreover, it is worth noting that many
different Mv values can be associated with a given
backscattering coefficient. Consequently, the output given
by the trained NN is the mean among all possible values
as required to minimise the cost function Ctp), and the
rms error between the retrieved and the expected soil
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moisture content constitutes the inversion-error
described previously. Tue corresponding plot for the NN
trained by the conventional single-scale IEM model is
similar to that of Fig. 1. The overall rms errors AMv
affecting the volumetric moisture content percentage
when using the NN trained by IEM and MLS-IEM data
were found to be 5.48 and 5.46, respectively.

40
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Fig. l: ERS configuration, output of NN trained by MLS
IEM data vs cr0 input

Since, the inversion-error constitutes a lower bound for
the total budget of soil moisture rms error, which also
includes calibration and model-errors, a first conclusion,
stemming from the inversion error analysis, is that the
goal of separating three moisture classes cannot be
achieved in a general way by using ERS SAR data, even
when only smooth surfaces (i.e. ks<l.5) are considered.
At the same time, since the inversion results show that
there are no significant differences in the inversion-error
using either multi-scale or single-scale direct scattering
modelling, at least in the ERS configuration, a second
preliminary conclusion is that the overall mathematical
complexity of the direct model does not change between
IEM and MLS IEM.

As a second step, the effect of the calibration-error on
the Mv estimation has been investigated. To do so, the
IEM and MLS-IEM data used to train and test NNs have
been perturbed by a zero-mean Gaussian random noise.
The rms errors for the retrieved Mv% obtained using
perturbation levels of ±0.5/±1.0 dB and for NNs trained
using IEM and MLS IEM were found to be 5.71/6.12 and
5.68/6.13, respectively. These results indicate that both
NN algorithms possess a good robustness with respect to
calibration-errors since the errors levels in retrieved Mv
are of the same order as those obtained for the case in
which only inversion-errors were taken into account
To further assess the impact of the model-error on the soil
moisture retrieval, the NN trained with IEM data has been
tested using an independent simulated data set obtained
from the MLS-IEM. In this way there is a bias between
the two data sets which may be greater than 2 dB. The
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errors due to such a bias may be ascribed to the single
scale model errors since the former does not take into
account the multi-scale nature of natural surfaces. The
rms error estimated on the retrieved Mv% using this
approach is 5.57.

A summary of the individual sources of inversion error
and total error budget affecting the Mv estimates is given
in Tab. 2. The inversion, calibration and model-errors for
the different cases are reported for both the SLS and MLS
IEM models. As can be seen, the two trained NNs show
more or less the same performance. Moreover, the
inversion-error is by far the most important source of
error for the ERS case. This implies that the limiting
factor in retrieving soil moisture from ERS SAR data is
the reduced amount of input information with respect to
the complexity of the direct model to be inverted. In this
case, improvements in calibration or in direct model
reliability only marginally contribute to improve the
overall algorithm performances. It is thus not feasible to
retrieve three moisture classes by using ERS SAR data
collected over smooth surfaces, unless the roughness
characteristics of the observed surfaces are restricted
further. At the same time, the results of Tab. 2 indicate
that it is feasible to separate two classes, i.e. dry and wet
soils, and that the algorithm, although inaccurate, is
robust with respect to both calibration and model errors.

Tab. 2: Therms error budget affecting the Mv % using
the NN trained by IEM and MLS-IEM data, respectively

ERS case NN trained by NN trained by
rms error onMv % !EM MLS-IEM
Inversion-error 5.48 5.46

~nversionand calibration-
errors (±0.51±1.0dB) 5.7116.12 5.6816.13

Inversion and 5.57 -
Model-errors

ERS Case: Experimental Data

In this section, the developed retrieval algorithms are
applied to the ERS data set collected over the Middle
Zeeland, Marestaing and Matera sites and their
performance are evaluated. Fig. 2 shows the
correspondence between the volumetric soil moisture
(Mv°/o)values retrieved directly from ERS measurements
using a NN trained by MLS-IEM data and those recorded
in-situ during the ground truth campaigns.
Similar results are obtained if a NN trained by IEM data
is considered. For both the inversion algorithms there is a
good overall agreement between retrieved and measured
data. The two wet and dry soil moisture classes present
within the ground data sets are clearly identified using
both inversion algorithms. At the same time, however, the
sensitivity within each moisture class to soil moisture
variations is low and, in the case of the dry soil class, the
moisture content is generally overestimated.
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Fig. 2: Experimental ERS data: retrieved vs. measured
Mv values obtained from the NN trained by MLS-IEM
data

A difference can be seen when comparing the results of
the two different retrieval algorithms. An advantage of the
MLS approach is that the results are less sensitive to
errors in surface roughness status. This can be seen by
comparing IEM results with MLS-IEM results for the
three cases circled in the figures. These three points
correspond to soil moisture values recorded over Matera
fields whose rms height was approximately equal to 2
cmand therefore lies outside the roughness range used to
train the two NN. In this respect, the results show that the
NN trained by MLS-IEM data is less sensitive to
inaccurate surface information than the NN trained by
IEM data and thus more robust.

Tab. 3 summarises therms errors on Mv°/oobtained for
the experimental data using the different retrieval
approaches. It is interesting to note that the errors in the
inversion of experimental data are significantly smaller
than those obtained when testing the algorithms
performances with simulated data. As pointed out
previously, this is due to the limited range of experimental
conditions (roughness, humidity) covered by the data set,
which may be regarded as a subset of the conditions
tested using simulated data.

Tab. 3: Experimental ERS data: retrieval error on Mv°/o

ERS case rms error onMv %
NN trained by !EM data 3.14

NN trained byMLS-IEM data 3.04

Future C-Band SAR Configuration: Simulated Data

In this section, the potential of soil moisture retrieval
algorithms in the case of different C-band SAR
configurations is examined. As for the ERS analysis, the
contribution of inversion, calibration and model-errors to



the total error budget of the soil moisture procedure is
quantified and the possibility of distinguishing among
three moisture classes using C-band multi-specification
SAR data is discussed.

The data set to train and test NNs was simulated by using
both IEM and MLS-IEM models, considering the SAR
data configuration as shown in Tab. 1. In a similar
fashion to the approach followed in the case of ERS
configuration, inversion-errors are obtained by testing the
NN performances with the appropriately simulated
independent IEM data sets. To estimate calibration
errors, the IEM and MLS-IEM training and testing data
sets have been randomly perturbed by a zero mean
Gaussian noise with arms of ±0.5 and ±1.0 dB, for each
SAR configuration. Whereas, to estimate model-errors,
the testing data sets generated by using the MLS-IEM
have been fed to the NN trained by IEM data. Errors are
reported in Tab. 4 in the case of inversion-error, Tab. 5 in
the case of inversion plus calibration-errors and in Tab.
6 for inversion and model-errors. For the sake of
comparison the ERS configuration results are also
included.

Overall the results indicate that, for single incidence angle
SAR systems, the ability to retrieve soil moisture using
the NN is generally insensitive with respect to the
incidence angle. However significant improvements are
obtained when a second polarisation and a second
incident angle are added. Also the performances of NNs
trained by IEM data and those trained by the MLS-IEM
data are almost the same. This implies that the
mathematical complexity between the two IEM model
versions is not changed. Adding more input SAR
information in each case decreases the inversion-error
which become negligible when a 4 polarisation 2
incidence angle system is considered.

An important difference between the inversion results for
single-parameter SAR systems and multi-parameter SAR
systems is that in the case of multi-parameter SAR data,
the inversion-error no longer determines the total error
budget. Instead, it is the calibration and to a greater extent
the model-error which play the most important role in
determining the overall accuracy in the soil moisture
retrieval. This can be seen when comparing the results
shown in Tab. 4 (inversion-error) with those in Tab. 5
(calibration-error) and, more evidently, with those in
Tab. 6 (model-error). For instance for the 4 polarisation 2
incidence angle configuration for which the extra
information captured by the system makes the inversion
error very small, the presence of calibration-errors
raises the rms error on the volumetric moisture content
Mv% to approximately 4 (see Tab. 5). However, it is the
model-error which may completely destroy the algorithm
performances {seeTab. 6). In this respect, using a C-band
SAR system equipped with HH and VV channels and
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imaging at two incidence angles (i.e. configuration
[4p:23:45], the retrieval of three moisture classes may be
feasible provided an accurate direct model is used.

Tab. 4: C-band multi-specification simulated SAR data:
inversion-error

Inversion-error NN trained by NN trained by
(rms error onMv%) !EM MLS-IEM

flv:23J 5.48 5.46
{lp:45/ 6.19 6.53
{2p:23J 3.30 3.53
{2p:45l 3.87 3.01

{4p:23:45l 0.38 0.14

Tab. 5: C-band multi-specification simulated SAR data:
calibration-error (±0.51±1.0dB)

Inversion and NN trained by NN trained by
calibration-errors /EM MLS-IEM
(rms error onMv%)

flv:231 5.7116.12 5.68/6.13
{lp:45J 6.2816.48 6.6016.83
{2p:23J 5.1716.03 5.43/6.10
f2v:45l 4.5615.60 4.3415.78

{4p:23:457 3.3414.54 3.2514.65

Tab. 6: C-band multi-specification simulated SAR data:
model-error

Inversion and NN trained by
Model-errors !EM

(rms error onMv%)
{lp:23J 5.57
{lp:45J 6.50
{2p:23] 3.96
{2p:45J 4.13

f4v:23:451 Too bie

CONCLUSIONS

In this work, the feasibility of retrieving soil moisture
from ERS SAR data and future multi-parameter SAR
systems such as ENVISAT ASAR has been investigated.
The focus was on developing general model-based
retrieval algorithms which are applicable to a diversity of
situations and are not time or site dependent. If we restrict
ourselves to the validity domain of the IEM model (ks <
J.5) then the main results of the study can be summarised
as follows.

For the ERS-l/2 configuration the attainable accuracy,
quantified by the overall rms in the retrieved volumetric
soil moisture content, is of the order LiMv°/o=~. The
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uncertainties in Mv are due almost exclusively to
variations in roughness conditions which influence the
relationship between soil moisture-radar backscattering
coefficient. Moreover, it might be possible to retrieve soil
moisture locally with a higher accuracy as long as the
range of roughness parameters typical of the area has
been determined previously.

For a sensor configuration using two co-polarisation at the
same time, the overall error (assuming a calibration error
of ±0.5 dB and an accurate direct model) in the retrieved
soil moisture is reduced to ™v°/o-=±5.2 at 23° of
incidence angle.

For a sensor imaging simultaneously at two polarisation
and two incidence angles (e.g.23° and 45°) the best
accuracy is attained. In this case, still under the
hypothesis of ±0.5 dB of calibration error and an accurate
direct model, results show that soil moisture can be
retrieved with an accuracy of ™v°/o-=±3.3.

An important result of the study was to show that
modelling errors influence to a great extent the accuracy
of soil moisture retrieval using multi-parameter SAR.
This was seen in the results obtained when inverting
MLS-IEM data using a NN trained with IEM data.

As a consequence it would appear that forward models
better adapted to the modelling of backscatter from
natural surfaces such as MLS-IEM could play a crucial
role in the development of retrieval algorithms for future
multi-parameter systems. If these model errors can be
reduced than the results show that three moisture classes
may be realistically separated using multi-specification C-

I

band SAR data provided that the calibration errors remain
within 0.5 dB.
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ABSTRACT

Multi-temporal SAR intensity images have been suc
cessfully used to demonstrate various changes in a
scene including seasonal changes, ice floes, landslides,
earthquake damage and flooding. This paper examines
the possible benefits of using SAR interferometry to
map flood damage.
As a test case the Yangtze river flooding of summer
1998 was chosen. The interferometric coherence was
obtained using ERS-1 and -2 images from during the
height of the flooding and compared with references
from a tandem pair dating from December 1995 and an
ERS-1 pair from summer 1993. The additional infor
mation provided by the absence of coherence over wa
ter allows for more confident assessment of the flooded
areas compared to simply relying on the backscatter
intensity.
This paper compares the two techniques of multi
temporal intensity analysis to multi-temporal coher
ence analysis and demonstrates the added advantage of
using interferometric SAR for flood damage assess
ment.

INTRODUCTION

Floods world-wide, beyond loss of life, also cause
many millions of dollars worth of damage each year to
crops and property. Understanding exactly which re
gions have been affected by a flood is of vital impor
tance for the relief effort and in order to put into place
measures to limit the effects of a flood in the future.
Spaceborne sensors have great potential to provide this
information and multi-temporal SAR in particular has
been used in recent years to significant effect due to the
SAR's ability to observe through the cloud which is
inevitable if flooding is taking place.
Normally speaking SAR interferometry and water cov
erage would be considered to be mutually exclusive
due to the lack of interferometric coherence obtained
over rivers, lakes, seas and inundated areas. However,
it is precisely the lack of this parameter which can
make it useful in identifying otherwise ambiguous re
gions which are in fact flooded.

BACKGROUND

The interferometric correlation or coherence is a pa
rameter which is generally used to give an indication of
the quality of an interferogram. Its magnitude, y, is
computed from two registered complex SAR images,
Al and A2, so:

Equation 1

Where E[] is the expectation value. In practice the ex
pectation value is approximated by performing a sum
mation over an area centred on each pixel in the image
in turn.
Beyond its use as a measure of interferogram quality
however, the coherence can be useful as a parameter in
its own right [ref. l]. For example, at C-band the co
herence is generally high for sparsely vegetated areas
and low for forested regions. Over water it is always
very low because either there is no wind (or it does not
flow quickly) causing a very smooth surface and re
sulting in specular reflection and so there is no back
scatter to the SAR, or the wind is causing capillary
waves to form on the surface of the water in which
case there is backscatter, but it cannot be coherent with
images acquired on a different date since the capillary
waves effectively appear and move randomly.

Figure 1: Oxbow lake seen to "disappear" due to
windy conditions

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000



474

The same is of course not true for the sigma zero. In
the case of no wind, the sigma zero of a still lake ap
proaches the noise figure of the instrument known as
the noise equivalent sigma zero. In windy conditions or
with fast moving water, the measured sigma zero can
be very high. This can result in the "disappearing lake"
phenomenon whereby under certain conditions a body
of water can be seen to blend with its surroundings and
no longer be distinguishable in a SAR image (see fig
ure 1).
This property of the coherence of water in SAR inter
ferograms can allow it to be unambiguously detected in
multi-temporal SAR imagery.

YANGTZE RIVER

In order to test the idea of using interferometric corre
lation to assist in the detection of water under flood
conditions, a recent flood event was selected.
In the summer of 1998 the Yangtze River region of the
Republic of China suffered one of its worst floods in
decades. Many people were killed and countless more
made homeless. The flooding was caused by torrential
rains in the centre of China around the end of July.
New rains during the first week of August in central
Hubei and Hunan provinces pushing the water levels
on the upper reaches of the Yangtze to a flood peak.
Flood waters washed away a 3000m section of newly
constructed dikes in Hunan's Huarong county and
opened a 600m crack in the embankment surrounding
Caisang Lake, both near Yueyang (ref. [2]).

Figure 2: Map of Yangtze River region showing area
of acquisitions

Due to the long duration of the event, this was consid
ered to be a good test for the theory proposed since it
should be possible to find ERS tandem images ac
quired both before the flood and during it. In fact three
apparently suitable pairs of acquisitions centred on
112°E, 29°N (track 261, frame 3015 - see figure 2)
were found, two tandem pairs from 1995 and 1998 and
a reference ERS-1 35-day repeat pair from 1993. This
is summarized in table 1.

Table 1: ERS Acquisitions over Yangtze River

DATA ANALYSIS

The selected frames were provided by ESRIN in SLCI
format as part of a mini-project. The images were 4900
pixels in range and ~26700 pixels in azimuth. Each
complex pair was registered using the Gamma Inter
ferometric SARProcessor and re-processed to 20 looks
(two in range and ten in azimuth). Having registered
them, the phase difference image or interferogram was
generated Based on the orbital information given in
the headers, the geometry was calculated and the so
called "flat earth" interferometric fringes removed
from the raw interferograms to leave only the height
related phase difference. From this flattened interfero
gram, the interferometric coherence was calculated
based on a 5x5 matrix with linear weighting as given in
table 2 and pictured in figure 3.

0.057 0.255 0.333 0.255 0.057
0.255 0.529 0.667 0.529 0.255
0.333 0.667 1.000 0.667 0.333
0.255 0.529 0.667 0.529 0.255
0.057 0.255 0.333 0.255 0.057

Table 2: Coherence Matrix Weighting

Ideally the analysis would have concentrated on the
acquisitions from the summers of 1993 and 1998 since
they should be most comparable in terms of the pre
vailing weather conditions and growing season. Un-

Figure 3: Graph of Pixel Weighting



fortunately, despite the favourable short baseline, the
coherence obtained for the 1993 images after a 35 day
acquisition interval, was very poor. The value obtained
even over urban areas was around 0.3 and so this pair
of images could not be used as part of this study al
though the July image was used together with the 1998
July image to create a standard multi-temporal image
of the flooding.

December 1995

Figure 4: Histograms of Coherence
The coherence of the 1998 image pair is also quite low
but still useful. This, apart from the large baseline, is
probably also due to the extreme rainfall at the time of
acquisition. The coherence of the 1995 image pair is
extremely high. It would appear that this area of China
is very much drier in December than in July/August
and this improves the interferometric correlation. The
relative histograms of the coherence are given in fig
ure 4.
The actual coherence images are shown in figure 5.
From these images it is immediately apparent that there
is higher coherence in the 1995 pair than in the 1998
pair due to the general bright appearance of the former
compared to the latter. Easily discernible in both pic
tures are the bodies of water, notably the river in the
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top right (approximately north-east) of each image and
the triangular shaped lake just south-east of centre.
Less obvious is the forested region in the major bend of
the river (Yangtze) again in the north-east and why the
obvious river that runs from the west to the south is
white in 1995and black in 1998.

December 1995

Fil!Ure5: Coherence Imaees

LAND CLASSIFICATION

In ref. [1] a method is described whereby SAR image
intensity, difference in intensity and coherence for an
interferometric pair can be combined into a single im
age to produce a land classification map. According to
this method of classification, the coherence is assigned
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linearly to the red channel, the green to the square root
of the intensity and the blue channel is used to display
the difference in intensity in dB.

December 1995

Figure 6: Land Classification Images

However, for the purposes of this research, although
the coherence is in red, the intensity in green and the
difference in intensity is in blue, each channel has been
subjected to a histogram equalization, in order to be
better able to compare the two scenes. This is because,
as demonstrated by the histograms (figure 4), coher-

ence is not an absolute quantity. Using the ref. [l]
technique reveals a 1995 image dominated by the red
coherence channel making it almost entirely or
ange/red, while the resulting 1998 image is dominated
by the green intensity channel.
Figure 6 shows the results of the modified land classi
fication technique and makes interpretation very sim
ple. Water in general appears black for low wind
conditions at the time of both acquisitions, blue when
windy during one take and not during the other or
green if it was windy on both occasions. In particular
the Yangtze river is a very vivid blue in the 1995
scene. Vegetated areas appear green due to the rela
tively high backscatter and low coherence. Areas of
high coherence and low backscatter such as sand and
rock are picked out in red It is now very easy to see
why the white "river" of 1995 in figure 4 turns black in
1998. This is because in December 1995 the water
level is very low, exposing the sand, mud and rocks on
the river bed whilst in 1998 the river is bursting its
banks, completely covering all the high coherence ma
terials. Flooded regions can be seen around the banks
of the river in the north and large areas have been in
undated in the west of the scene.
These land classification images already show the po
tential for using interferometric coherence to assist in
flood damage assessment. The problem now is how to
combine usefully coherence information together with
the intensity images to produce a single image depict
ing inundated regions.

MULTI-TEMPORAL INTENSITY

First it is worthwhile to look at the traditional use of
multi-temporal images to show major changes such as
result following a flood event.
Normally this is done by taking two intensity images,
registering them and then producing a colour image
with two of the colour channels (red, green or blue) for
each of the registered intensity images and the third
one for the difference in intensity between the two
dates.
The result of this process for the ERS-1 images of De
cember 1995and July 1998 is shown in figure 7. Here,
the 1998 intensity image is displayed in red, the 1995
intensity image in green and their difference in blue. In
general it can be expected that flooded areas will show
up in blue since the change in backscatter for these
areas should be high (=blue channel). Certainly this is
the case for the river which runs from the west to the
south of the image and the inundated areas in the west.
These are highly visible in bright blue. However, what
is less clear is why the large lake in the east of the
scene which has filled up in between the two acquisi
tions appears not blue at all, but red and yellow indi
cating no change and hence no flooding.



Figure 7: Multi-temporal ERS-1 Image (Red: 98,
Green: 95, Blue: 95-98)

Going back to the land classification images in figure 6
it can be seen that the backscatter intensity of most of
the lake (in green) changed little between the two dates
due to the presence of wind over the lakes in the 1998
image and hence the blue component is very low. This
of course can lead to mistakes being made when inter
preting SAR imagery of flood events. A method which
makes use of the interferometric correlation will not be
fooled so easily since the coherence over the water will
be low whether or not there was wind over the lake at
the time.

MULTI-TEMPORAL COHERENCE

As suggested earlier, the difficulty in making use of the
multi-temporal coherence as a parameter is how to in
corporate it together with other parameters such as in
tensity and intensity difference to make a single image
which will unambiguously highlight the inundated ar
eas.
After much experimentation the best combination of
parameters appears to be in red, the coherence during
the flood event, in green, the intensity of one of the
images from before the flood and in blue, the differ
ence in coherence from during the flood to before it.
Using this arrangement of parameters and colour chan
nels, the image shown in figure 8 was generated. Now,
the flooded lake is very clearly visible since the rela
tively high coherence from when it was empty in 1995
to the almost total lack of coherence when filled in
1998 turns it entirely blue. The river which runs from
west to south also appears blue as does most of the
south eastern corner. Less visible, but still generally
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blue are some of the inundated areas in the west of the
scene. There is a good reason for this. Looking closely
at the regions square structures or partitions can be
seen. These are presumably a network of dikes as they
give points of high coherence even in the 1998 scene.
Due to the poor spatial resolution resulting from the 20
looks (--60x60m ground range) and the large mask
(5x5 see table 2) used to compute the coherence, this is
spread over the region to some degree. Processing with
fewer looks and/or a smaller mask should further im
prove the definition in this region and show the flood
ing even more clearly.

Figure 8: Multi-Temporal Intensity/Coherence

CONCLUSIONS

Assessing a region for flood damage using multi
temporal SAR imagery has the advantage over optical
imagery that it is not necessary to wait for a cloudless
day. However, this does not mean that flooded areas
can be unambiguously detected in all cases if only the
backscatter intensity is taken into consideration. Incor
porating the coherence into the analysis can be of great
benefit in reducing the ambiguity and giving increased
confidence in the flood damage assessment made.
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RESUME

Le but de cet article est de discuter le potentiel de
detection des lineaments sur des images SAR de
RADARSAT d'une zone de la Patagonie argentine
caracterisee par un evenement volcanique tres etendu
lors du Jurassique. Differents types de filtres de
detection d'aretes et de lignes dans le domaine spatial
et spectral (Fourier) ont ete testes a cet effet. Dans le
domaine spatial tous Jes filtres detectent plus ou moins
bien les lineaments dans Jes endroits avec un fort
pattern structural, dependant de la direction
d'illumination du radar. La situation est differente dans
les zones qui ont ete couvertes par des basaltes
posterieurs ou les filtres de detection des lignes se sont
averes Jes plus efficaces pour localiser des lineaments
avec une faible expression topographique. Le domaine
spectral presente un grand interet car ii permet de
differencier Jes morphologies associees aux traits
structuraux a differentes echelles avec des filtres passe
bande. La validation des resultats des analyses a partir
des documents existants a demontre que les images
RADARSAT ont un fort potentiel pour la cartographie
structurale dans un territoire avec des patterns
complexes. De plus des lineaments qui pourraient avoir
une grande importance geologique et dont la presence
n'a ete jamais signalee auparavant, ont pu etre detectes,

INTRODUCTION

Dans le cadre du programme canadien d'echanges avec
l'Amerique du sud, GlobeSar2, un projet de recherche
a ete initie en 1998 entre l'Universite de La Plata
(Argentina) et l'Universite de Montreal (Canada)
portant sur l'application des images RADARSAT pour
la cartographie geologique-structurale du Macizo del
Deseado (Province de Santa Cruz). Cette unite
morphostructurale est etudiee depuis plusieurs annees
par l'INREMI afin de localiser de concentrations
minerales quartz-auriferes, associees spatialement et
temporellement au volcanisme jurassique [1], [2]. La
plupart des mineralisations deja localisees sont liees a
des fractures preexistantes qui ont facilite la circulation

et precipitation des fluides hydrothermales [3], [4]. La
connaissance des differents systemes de fractures du
secteur et leur chronologie devient done importante
pour la prospection geologique.

Ce territoire tres etendu geographiquement (environ
10000 km') n'a ete cependant cartographie a un niveau
detaille que tres partiellement, pendant des travaux de
recherche miniere realises sur le terrain et a l'aide des
photos aeriennes. Afin d'etendre cette cartographie
dans l'ensemble du territoire, des images RADARSAT,
ERS et TM-LANDSAT ont ete utilisees, Le but de cet
article est de presenter et discuter les resultats des
analyses pour la detection des traits structuraux
uniquement a partir des images RADARSAT. Les
resultats deja obtenus a l'aide des autres images
satellites [5], [6] sont utilises a titre de comparaison.

CARACTERISTIQUES MORPHOSTRUCTURALES
DU TERRITOIRE

Le territoire d'etude se trouve dans la portion centre
sud de la Patagonie argentine (centre a 48°00'S et
69°45'W) et fait partie du secteur central du Macizo del
Deseado (Fig. 1). Ce secteur, avec une altitude
moyenne entre 300 et 1000 metres a.n.m, presente un
climat continental rigoureux et une pauvre couverture
vegetale de type arbustif. II s'agit d'un plateau OU l'on
peut differencier trois environnements morphologiques
a) des collines douces formees principalement par des
coulees d'ignimbrites d'age jurassique qui representent
plus de 50% des affieurements, b) des plateaux
basaltiques etendus a deux niveaux differents (tertiaire
et quatemaire), et c) des depressions avec de
remplissage moderne (Fig. 2). Les processus qui
modelent le paysage sont de type eolien et fluvial.

Le cadre stratigraphique du massif commence dans le
Paleozoique (?), par des metamorphites, couvertes
pendant le Jurassique moyen par l'effusion de basaltes
et andesites qui se presentent dans des petits
affieurements isoles (Fm. Bajo Pobre), [7]. Pendant le
Jurassique moyen et tardif s'est produit un evenement
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effusive d'une grande ampleur spatiale (Gr. Bahia
Laura) [8]. II est constitue essentiellement par des
coulees d'ignimbrites de nature plutot acide (Fm. Chon
Aike) et des tufs stratifies (Fm. La Matilde). On trouve
aussi des laves et des domes subordonnes, Ce
volcanisme est l'evenernent geologique le plus
important de la region et ii est aussi le principal porteur
des mineralisations. Dans le Cretace une importante
tectonique de failles s'est produite avec l'evolution des
petites bassins, particulierement a I'est de la region, OU
des sediments continentaux et pyroclastiques se sont
deposes. A la fin du Cretace se produisent les
premieres effusions de basaltes qui suivent en
intermittence dans le Tertiaire (Eocene, Oligocene,
Miocene, Mio-Pliocene et Pleistocene sup.), altemant
avec des depots sedimentaires continentaux a l'ouest et
marins et continentaux a l'est. Pendant le Tertiaire sup.
et le Quatemaire des mouvements d'ascension ont
engendre la formation d'atterrissements. Ce cadre
geologique fini par des depots fluviatiles et alluviaux
modemes.

Fig. l: Localisation de la zone d'etude et couverture des
images RADARSAT utilisees

La structure de la region est la consequence de I'action
de plusieurs phases diastrophiques dominees par des
failles avec des plissements tres subordonnes. Les
principaux systernes de fracturation presents [9], [10]
sont: le systeme El Tranquilo (Jurassique sup.), avec
une direction principale N 25-35"W et conjuguee N 50-
600E, et le systeme Bajo Grande (Cretace inf.), avec
une direction principale N 50-65"W et conjuguee N 25-
350E.Un troisieme systeme identifie, de type direct et
plus recent qu'aux deux autres, a une direction N 80-
1000W.

DONNEES ET METHODES

Les images SAR-RADARSAT analysees comprennent
une paire stereoscopique des scenes ascendantes prises
au mois d'aout 1998 avec 20 jours de difference. Les
images sont en mode standard S2 (24-31°) et S6 (41-
460) avec une resolution nominate de 25 m. La Fig. 2
montre l'image S2. Les autres images utilisees afin de
valider Jes resultats incluent : a) une mosaique de deux
images SAR ERS-2 acquises en orbite descendante en
fevrier 1996, et b) une rnosaique de deux images TM
LANDSAT5 acquises en janvier 1986, couvrant le
meme territoire.

Fig. 2: Image RADARSAT (S2) : aftleurements
d'ignimbrites (a), basaltes tertiaires (b.), basaltes
quatemaires (b2) et remplissage modeme (c).

Les images RADARSAT stereoscopiques ont ete
traitees par le Centre Canadien de Teledetection pour
creer un modele numerique d'elevation (MNE). Afin
d'etudier les effets des angles de visee sur la detection
des lineaments et pour pouvoir comparer Jes resultats
des analyses avec ceux obtenus a partir des autres
images, les images RADARSAT ont ete orthorectifiees
a l'aide du logiciel PCI et du MNE. Les images
LANDSAT et ERS ont ete corrigees geometriquement
a l'aide des transformations polynomiales.

La methodologie suivie pour analyser le potentiel des
images RADARSAT comprenait les etapes suivantes :
I) Selection des sous-scenes couvrant des unites

morphostructurales differentes et lissage du bruit
de chatoiement,

2) Analyse du spectre de frequences spatiales et
etablissernent des filtres adaptes aux
caracteristiques structurales du territoire,



3) Application des filtres de detection d'aretes et des
lignes et identification de ceux qui optimisent la
detection des lineaments et des traits structuraux
dans les differentes unites,

4) Application des differents filtres selectionnes a une
sous-scene representative de l'ensemble du
territoire et validation des resultats.

La selection des filtres a ete realisee en fonction des
resultats obtenus sur un ensemble de douze imagettes
de 256x256 pixels. La sous-scene de validation quant a
elle a ete de 1024 x 1024 pixels et couvre plusieurs
unites. Pour reduire le chatoiement toutes les images
RADARSAT ont ete lissees avec un filtre moyen 3x3.

Filtrage des Frequences Spatiales :

Seton Daily [11], le spectre de Fourier des images radar
est caracterise par trois composantes principales (Fig.
3) : a) les basses frequences spatiales dues aux
variations spatiales « lentes » des teintes de gris reliees
souvent a la lithologie; b) les hautes frequences dues a
la topographie et la rugosite de la surface; et c) une
composante qui correspond au bruit de chatoiement. Le
point de transition entre les hautes et basses frequences
(fc, Fig. 3) varie selon la morphologie dominante du
territoire.

Surface scattering •- • - • - • ~·•
Slope effects - - - - - - - - -

Image Speckle ....•..••...•

••'•
'• l'...............;\......... ',,, \, ..
fc Spatial frequency

Fig. 3. Composantes du spectre de puissance d'une
image radar (selon [11]).

Pour localiser cette frequence dans notre cas, differents
filtres circulaires passe-bas, passe-haut et passe-bande
ont ete appliques sur la transformee de Fourier de
chacune des imagettes. Les images resultantes de la
transformee inverse de Fourier ont ete par la suite
analysees visuellement, afin d'observer les traits qui
ressortaient le mieux dans chaque cas.

Filtrage Spatiale (lignes et aretes) :

Les filtres spatiales de detection d'aretes sont appliques
couramment pour l'identification les traits lineaires de
signification geologique [12], [13]. Dans notre cas nous

481

nous sommes lirnites a des filtres de Sobel
directionnels ainsi qu'a des filtres de Laplace. Puisque
certains lineaments geologiques (ex. filons de quartz)
peuvent presenter des variations de brillance qui
s'apparentent a des lignes (une ligne etant composee de
deux aretes a grande proximite spatiale), des filtres
directionnels de detection de lignes ont aussi appliques
sur chacune des imagettes. Deux exemples des filtres
appliques sont montres dans la Fig. 4. Dans certaines
cas un seuillage a suivi le filtrage numerique des
images.

-I -I
-I -I
-I -I

-I -I
-I -I
-I -I

-I -I

-I -I 0 I I I I I 2
-I -I -I 0 I I I 2 I
-I -I -I -I 0 I 2 I I

-I -I -I -I -I 0 I I I
-I -I -I -I 2 -I 0 I I
-I -I -I 2 -I -I -I 0 I

-I -I 2 -I -I -I -I -I 0

NW-SE

-I 6 -I

-I 6 -I
-I 6 -I

-I 6 -I
-I 6 -I
-I 6 -I

-I 6 -I

N-S

Fig. 4. Exemples des filtres directionnels utilises pour
la detection de lignes (gauche) et aretes (droite).

ANALYSE ET RESULTATS

Dans le cas de l'analyse des frequences spatiales,
trouver la frequence de coupure pour separer la
lithologie de la morphologie devient facile si la
topographie n'est pas tres accidentee (plateaux de
basaltes, depots alluvionnaires). Lorsque l'image est
dominee par une topographie abrupte avec des
altemances frequentes des versants eclaires et
ombrages (coulees d'ignimbrites) cette tache devient
plus delicate.

La Fig. 5 illustre certains exemples de filtrage dans
l'espace de Fourier des imagettes des differentes unites
La premiere serie de figures (5a-5d) montre un plateau
basaltique ou seule la Iithologie domine. On peut
observer egalernent les resultats de coupure des hautes
frequences (5b), de coupure des basses frequences (5d)
et celle des frequences moyennes (filtre passe-bande)
(5c). Les aretes ici sont liees a la rugosite des
materiaux de surface.

Les autres series de figures montrent des paysages avec
une topographie plus ou moins abrupte. Les Fig. 5e et
5i montrent des unites sedimentaires et pyroclastiques
respectivement ou le reseau de drainage domine. Les
Fig. 5g et 51 montrent Jes resultats de coupure des
basses frequences tandis que la Fig. 5k montre le
resultat de coupure des hautes frequences dans le cas
des roches pyroclastiques. On peut observer que Jes
aretes du reseau de drainage sont presentes dans Jes
hautes et les moyennes frequences, II n'est pas done
facile de Jes isoler (p.ex. par seuillage) sans Jes



Fig. 5. Quelques exemples des resultats de l'application des filtres sur l'image RADARSAT S2 pour la detection
des traits morphostructuraux dans differentes unites geologiques du Macizo del Deseado (voir texte).
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fragmenter (Sh). Les Fig. Sm et Sq montrent des unites
d'ignimbrites avec une topographie tres fracturee. Les
aretes sont ici un indicateur important des structures
geologiques en place Les Fig. Sp et 5s montrent les
resultats de coupure des basses frequences tandis que la
Fig. 5o montre le resultat de la coupure des moyennes
frequences, Pour ces unites d'ignimbrites nous avons
pu constater que les variations des teintes sur Jes
images reliees a l'alternance des versants ornbrages et
eclaires correspondent a des frequences moyennes
entre 0,0013 et 0,002 cycles m'. En soustrayant done
ces frequences de l'image originale ii est beaucoup plus
facile d'isoler les aretes liees a la fracturation. La Fig.
5t montre l'exemple d'un filtre de Laplace applique sur
une telle image.

Dans le cas des filtrages spatiaux, le filtre de Laplace a
donne un bon resultat pour faire ressortir le reseau de
drainage. Un fenetre de l lxl I etait bien adaptee pour
le reseau plus dense (Fig. 5j) tandis que une fenetre de
2lx21 pour le moins dense (Fig. 5t). Les filtres de type
Sobel avec une fenetre 7x7 etaient plus adaptes a la
detection des aretes reliees a des failles et des diac)ases
sur Jes ignimbrites (Fig. 5n et 5r). II faut mentionner
cependant que les aretes detectees avec des filtres de
gradient sont decalees par rapport a la position exacte
des lineaments sur le terrain, effet qui devient plus
important quand on utilise des fenetres plus grandes.
Les filtres de detection ont donne des resultats
equivalents avec les filtres de detection d'aretes sauf
dans les plateaux basaltiques comme l'on verra dans la
prochaine section.

Validation des Resultats:

La Fig. 6 montre Jes spectres de Fourier obtenus sur Jes
differentes images de validation. La presence d'une
orientation dominante du nuage de points reflete un
phenomene periodique,

Fig. 6. Spectres de Fourier de I' image de validation
pour S6 (a}, S2 (b) et ERS (c).

On peut noter que, entre les images RADARSA T,
l'angle de visee a une consequence sur la presence
d'une telle orientation: dans le mode S2 (Fig. 6b) Jes
directions preferentielles sont plus nettes que dans le
mode S6, ou cette direction est moins evidente (Fig.
6a). La comparaison avec le spectre de l'image ERS-2
en orbite descendante (Fig. 6c) met en evidence Jes
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problemes de visibilite des lineaments lies a la
direction d'illumination radar: les directions detectees
ont une orientation opposee a celle du RADARSAT
(orbite ascendante) avec un angle de visee comparable
(mode S2).

L'interpretation des images resultantes de l'application
des differents filtres deja essayes sur les imagettes,
nous a permis de reconnaitre les directions structurales
decrites dans la bibliographie et observees sur le terrain
ou sur les images ERS [5], [6], [9], [IO]. Cette analyse
a aussi permis de mettre en evidence sur Jes basaltes
tertiaires et quaternaires des lineaments tres subtiles,
d'une faible expression topographique mais d'une
grande continuite (Fig. 7). Ces lineaments etaient
mieux visibles sur des images obtenues par filtrage de
detection de lignes avec une fenetre de 7x7.

Fig. 7. Schema geologique-structurale realise a partir
de la sous-scene de validation en synthetisant les

resultats des differents filtrages.

DISCUSSION ET CONCLUSSION

La reconnaissance des lineaments et des traits
structuraux en general (failles et diaclases) est facilitee
sur Jes images satellitales lorsque des indicateurs
indirects relies a la morphologie et la rugosite des
surfaces naturelles sont visibles : escarpements et
vallees, controle du reseau de drainage, etc. Ces
caracteristiques se manifestent dans des images
satellitales par Jes limites entre zones de texture ou de
tonalite differentes, la linearite ou l'altemance de
tonalite, etc. Les changements de pentes associes a la
morphologie des zones de faille sont mis en evidence
par la geometric d'observation du radar: les versants
qui sont orientes vers le radar ont une plus grande
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retrodiffusion que les autres. La continuite des
versants, qui se montre dans les images, comme une
ligne OUfrange d'une merne tonalite, peut done, dans
certains cas, nous indiquer la presence d'une zone de
faille OUd'une fracture importante a proximite. II faut
quand meme mentionner la perte d'informations a
cause du phenomene de repliement des pentes faisant
face au faisceau radar. Comme nous l'avons montre,
l'application des filtres, que ce soit dans le domaine des
frequences OUdans le domaine Spatial, nOUSaide a
mieux distinguer la morphologie associee aux traits
structuraux et non pas le « trace » de la structure merne
sauf exception. Le recours a !'image originale est done
important afin de bien interpreter les images filtrees.

L'application des filtres de detection des lignes et des
aretes dans les domaines spatiale et spectral constituent
un outil valide pour la cartographie des structures
geologiques sur les images RADARSAT. La
performance de ces traitements numeriques depend du
type de donnees, des caracteristiques des surfaces et
des algorithmes utilises. II faut remarquer que, pour
une cartographie plus complete, ii est necessaire
d'avoir des images dans le deux directions
d'illumination possibles (orbites ascendante et
descendante) et bien choisir l'angle de vise du radar.
Les angles d'incidence les plus faibles ont montre un
plus fort potentiel de detection des traits structuraux.
La selection de la taille des masques, dans le cas de
Fourier, et de la fenetre des filtres, dans le cas des
filtrages nurneriques, a une incidence tres grande dans
la detection de ces traits. Mais avant toute operation ii
faut bien comprendre les caracteristiques spatiales du
territoire a etudier : traits morphologiques, cornplexite
des patterns, rugosite du relief, etc. L'analyse de
Fourier est un bon moyen pour en arriver afin
d'exploiter au maximum le fort potentiel des images
RADARSAT.
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ABSTRACT

Crop models are useful for monitoring crop production
at a local scale. Their application to larger areas is
difficult because some of their parameters may greatly
differ from field to filed. Remote sensing data can be
helpful in solving out this problem.
In the present work, we describes a feasibility study for
assimilating radar data into a crop model. The CLOUD
radar model [5] was linked to the STICS [6] crop
growth model to simulate time series of observed ERS
and RadarSat SAR data over wheat crops. STICS is
used to simulate the amount of water in the canopy and
the soil moisture, which both serve as driving variables
for calculating the radar backscatter through the
CLOUD model. The comparison of the combined
STICS+CLOUD model outputs with actual ERS and
RadarSat SAR observations allows to estimate new
values for some key parameters of the STICS model.
This methodology was applied at a local scale for wheat
canopies, focusing on the parameters describing initial
conditions such as the sowing date, the soil dry bulk
density, the initial soil moisture and the initial amount
of nitrogen in soil. Correcting these initial conditions
was performed by minimising the difference between
observed and simulated radar backscattered
coefficients.
The simulated canopy biomass and leaf area index
obtained after correction of initial conditions were then
compared with the values simulated with standard
initial conditions, as well as with those measured over
six fields in the same year and same location
(Alpilles-ReSeDA campaign 1996-1997, [7]). The
results indicates that radar data improve the accuracy of
STICS predictions.

INTRODUCTION

In agriculture, monitoring of the crop growth and
development, and estimation of yield components are of
general interest, both at local and regional scale.
However, over large areas, this objective is limited by
the difficulty in obtaining information about field

conditions or crop properties at any given point.
Combining remote sensing data with a crop growth
model allows to estimate these information, and hence
permits a spatial calibration of the model. Assuming
that remote sensing data provide a quantification of the
actual state of crops through one or more biophysical
variables, the crop growth model is constrained to
simulate these state variables at the time of remote
sensing acquisitions. In other words, comparing the
biophysical variables derived from the crop growth
model with those derived from remote sensing permits
to adjust the crop growth model by re-estimating values
for some growth parameters, chosen by sensitivity
analysis. This approach has been developed by several
authors [1,2,3,4]. The chosen parameters are generally
the sowing date, the growth rate and the light use
efficiency [3].
In this paper a methodology for integrating remote
sensing data within a crop growth model is presented.
The remote sensing model is the CLOUD model [5]. It
is not analytically inverted, but used in direct mode,
giving radar backscattering coefficients in C-band (5.7
cm wavelength). The crop growth model is STICS [6]
(Simulateur mulTldisplinaire pour les Cultures
Standard). The methodology was tested against the data
obtained over six fields of durum wheat, during the
same year and on the same location.

MATERIALS AND METHODS

The Alpilles-ReSeDA site

The test site is an agricultural area whose dimension are
4 km x 5 km, located in the Rhone Valley, near
Avignon, France (N43°47', E4°45'). This area was the
study site of the Alpilles-ReSeDA project [7]. This
project was conducted from October 96 to November
97 and was aimed at improving methods to monitoring
of agricultural areas by assimilation of remote sensing
data into canopy functioning models and
soil-vegetation-atmosphere transfer models. The area is
homogeneous in climate conditions and soil properties.

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000

485



486

The main crops were wheat, sunflower, corn, alfalfa
and grass.

SAR data

During the Alpilles-ReSeDA experiment, 20 SAR
images were collected: 8 ERS images and 12
RADARSAT images. The ERS and RADARSAT SAR
operates in C-band (5.3 GHz). The ERS SAR were
obtained with an incidence angle of 23° in VV
polarisation, while six RadarSat images were obtained
at 23.3° incidence angle and the six others at 38.4°
incidence angle, both in HH polarisation. In this paper,
we only use the field averages of radar backscattered
signals, extracted from six wheat fields.

Ground data

The meteorological data required by the crop growth
model were acquired close to the center of the site.
Frequent biological measurements were performed
during the crop cycle on the six wheat fields, including
the fresh and dry total biomass, the fresh and dry organ
biomass, the canopy height, the leaf area index and the
yield components. Measurements of the surface soil
moisture were performed concurrently to each radar
acquisition, using gravimetric samples or TDR probes
installed at 2.5 cm depth. The soil dry bulk density was
measured on each field, in order to compute the
volumetric soil moisture from gravimetric
measurements.
The six wheat fields were used at two levels [7]:
- field 101 was used to calibrate the whole model
(STICS+CLOUD);
- the five other fields (calibration fileds 120, 208, 210,
214 and 300) were used to test and to evaluate the
performance of the method (assimilation approach).

The CLOUD model

The radar signal backscattered by the canopy cr0 is
represented by a simplified one-layer CLOUD model
[5] adapted to wheat [8] :

cr0 = -2B WeI case+ C(e) +D mv (1)

where cr0 is expressed in dB, e is the incidence angle,
we is the canopy water content (in kg/m2) and mv is the
volumetric surface soil moisture (in m3/m3). In this
expression, the signal backscattered by the soil surface
is given by C(e) +D mv and its attenuation by the
vegetation is given by -2Bwc I case. The effect of the
soil surface roughness on the angular variations of the
backscattered signal is represented by the angular
dependence of the parameter C(e). The parameters B, C
and D are derived by fitting eq. (1) to the observed
radar data. The fitting procedure was twofold [8]. In a

first step, the sensitivity to soil moisture, given by
parameter D, was estimated using RadarSat data at 23°.
In a second step, the parameters B and C were
estimated for each SAR configuration, using the data
obtained on two fields (fields 101 and 120). This
constitutes the calibration phase of the CLOUD model.
Calibration results in terms of the B, C and D are given
in table 1.

SAR B c 23° c 38° D rmse
(range) (range) (dB)

ERS 0.358 -10.04 15.13 1.83
-11.37

RadarSat 0.138 -9.30 -13.36 15.13 1.01
-9.38 -13.38

Table 1: Parameter values of the CLOUD model (Eq.
(1), [8])

STICS: the crop growth model

STICS [6] is a dynamic simulation model that
calculates the growth and developpement of crops as
well as the water and nitrogenous balance of the
soil-crop system, at a daily time step. It is a generic
model that can be easily adapted to various kinds of
plants. The various formalisms involved within STICS
were chosen for their generic nature: only a few
parameters and some functions describing yield
elaboration require to be adapted to various species.
Model inputs account for the climate (solar radiation,
minimum and maximum air temperature, precipitation,
reference evapotranspiration, wind speed and relative
moisture), the soil properties and the crop management.
The main outputs of the model are the production
(amount and quality) and the environment. The crop is
globally characterised by its total above-ground
biomass (carbon and nitrogen), leaf area index and the
number and biomass of harvested crop organs. In its
original version, STICS does not account for the water
content of the canopy, nor for the partitioning of the
vegetative biomass between organs (leaves, stems). So
the STICS model was extended by including a
parameterisation of the fraction of total above ground
biomass allocated to each type of organs (leaves, stems,
ears), and a parameterisation of their water content.
Both parameterisations are expressed as functions of
the development stage. This allows to calculated the
canopy water content needed as input by the CLOUD
model [9].

SAR data assimilation approach

Temporal radar backscatter of wheat crops was
predicted from a combination of modelling of radar
backscatter and modelling of crop growth. The CLOUD



model was used to predict radar backscatter of crops
over time. Driving variables of the CLOUD model are
the canopy water content and the surface soil moisture.
The time courses of both these variables are simulated
by the crop growth model STICS using default values
for its parameters. To improve the accuracy of the crop
growth model, crop simulation are fitted to the radar
backscatter by adjusting one or several initial
conditions and crop growth model parameters. These
adjusted values were iteratively moved from their initial
values (standard values) to optimised values, which
should be closer to the actual values. The minimisation
criterion was the sum of the squares of the differences
between simulated and measured backscattering
coefficients.
The parameters and initials conditions to be adjusted
were carefully selected by a sensitivity analysis. They
correspond to those parameters having the largest effect
on the simulated radar backscatter or on the state
variables of interest [3, 10].

Sensitivity analysis of the coupled STICS+CLOUD
model

Sensitivity analysis is highly dependant on the
combination of parameter values. In addition to the
problem of the computation time, variance diagnostic
and regression analysis give better results when the
simulation experiment is well designed. Experimental
design consists in a collection of runs of the model, for
various values of the input parameters.
In this study, the full factorial design at three levels was
chosen. This experimental design is accomplished by
using each combination of the level of each factor.
As variable response to analyse, we have focused on
ERS and RadarSat signals, total dry biomass, leaf area
index at six phenological stages (emergence, floral
satge, maximum of leaf area index, beginning of
senescence, beginning of grain filling and physiological
maturity).
For each variable response, there were a large number
of parameters to be tested (more than 35). Generating
designs for so many factors was impossible with the
software used in this study. It also required too many
simulations to get an efficient design in terms of
variability and robustness of the estimations. To solve
out this problem, we have first analysed the sensitivity
to parameters of particular process of the
STICS+CLOUD model, for each variable response. In
other words, a process per process sensitivity analysis
was conducted in a first step. Once the sensitivity of the
parameters was completed for each process, the
parameters that appear to be the most important
contributors were selected independently for each
process. Then, we have realised the sensitivity to this
selection of parameters belonging to the whole set of
processes, leading to a global sensitivity analysis.

RESULTS AND DISCUSSION
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Sensitivity analysis of the coupled STICS+CLOUD
model.

Table 2 summarises the parameters found to be the
most important for the coupled STICS+CLOUD model
in the process per process sensitivity analysis. These
parameters, sorted by relative importance, are: iplt
(sowing date), density (number of plants per m2 of soil
after emergence), extin (extinction coefficient of
photosynthetic active radiation in the canopy), da (dry
bulk density of the first horizon of soil), heel (water
content at field capacity of the first horizon of soil)),
hcc3 (water content at field capacity of the third
horizon of soil), hi (initial water content of the first
horizon of soil) and NI (initial nitrogen content of the
first horizon of the soil). We note that the radar signals
are sensitive to the same parameters, especially those
parameters describing the soil properties and driving
the surface soil moisture. Among the crop parameters,
only the sowing date and the crop density have an
important effect on the radar signal.

Bio- LAI cro cro (230) cro (38°)
mass ERS Radarsat Radarsat

Inlt ++++ +++ + + +
Densitv ++ ++ + + +
Extin +++ +
Da ++ + ++++ +++++ +++++
Heel ++ + ++++ ++++ ++++
Hcc3 ++ + +++ +++ +++
H1 ++ + +++ +++ +++
Nl ++ + ++ ++ ++

Table 2: Summary of the sensitivity of the different
variables to the STICS parameters (sensitivity increases
with the number of+).

The result of the global sensitivity analysis is presented
in table 3 and for as response radar bacskattering ERS
at emergence, leaf area index maximum and at
phisiological maturity. It shows that da (dry bulk
density of the first horizon of soil) is the main
contributor to the variability observed in the response,
followed by heel, hi and iplt. The coupled
STICS+CLOUD model is almost insensitive to the
variations of the other parameters.

a) Estimated effects for response: cr0ERS at emergence
R-Squared == 0.847

Coef Std Error
(Intercept) -8. l le+OO 0.0388

Nl 3.84e-02 0.0115
l.49e+OO 0.0115
5.65e-03 0.0115

heel l.22e+OO 0.0115
hl 2.77e-01 O.Ql15

3.47e-04 0.0115
9.22e-04 0.0115
l.94e-Ol O.Ql15

da
hcc3

t value Pr(>iti)
-2.09e+02 <.001
3.34e+OO <.001
l.29e+02 <.001
4.9le-Ol 0.624
l.06e+02 <.001
2.40e+Ol <.001
3.0le-02 0.976
8.0le-02 0.936
l.68e+Ol <.001

extin
densite
iplt
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b) Estimatedeffectsforresponse:CJ0ERS at LAImax
R-Squared=0.909

Coef StdError
(Intercept) -l.09e+OI 0.02000

NI -7.04e-02 0.00595
da 8.36e-OI 0.00595
hcc3 -8.2le-02 0.00595
heel 9.20e-Ol 0.00595
hi 2.84e-03 0.00595
extin -8.54e-02 0.00595

densite -1.12e-02 0.00595
iplt 5.72e-OI 0.00595

t value
-542.000
-11.8000
141.0000
-13.8000
155.0000
0.477000
-14.4000
-1.890
96.2000

Pr(>ltl)
<.001
<.001
<.001
<.001
<.OOl
0.633
<.001
0.059
<.001

c) Estimated effects for response: CJ0ERS physiological
maturity.
R-Squared=0.991

Coef
-8.140000
-0.029300
1.460000
-0.266000
1.480000
0.005640
0.021800
0.001550
-0.566000

(Intercept)
NI
da

hcc3
heel
hi

StdError t value Pr(>ltl)
0.00907 -897.000 <.001
0.00269 -10.900<.001
0.00269 540.000<.001
0.00269 -98.900<.001
0.00269 549.000<.001
0.00269 2.090 0.036
0.00269 8.080 <.001
0.00269 0.576 0.564
0.00269 -210.000<.001

extin
densite

iplt

Table 3: Summary for scaled coefficients of sensitive
STICS parameters

Calibration of coupled STICS+CLOUD model

Calibration was conducted on filed 101. Only the
parameters describing the duration time of development
and the crop management were changed to account for
the genotype (cv. Armet) and the agronomic conditions.
All other parameters and functions were set to their
default values. The 0-10 cm soil moisture simulated by
STICS was taken as input to the CLOUD model, as it
appeared to be the closest to the soil moisture values
measured over the 0-5 cm layer.
The combined model accurately simulates the crop
growth (figure la). However, it highly overestimates
the LAI (figure lb), probably as result of the important
water stress that occurred in 96-97, explaining the very
low observed LAI values (maximum 1.5 m2/m2). (11]
showed that for durum wheat, the photosynthetically
active plant area is more determined by all organs
wheat (leaves, stems and ears) than only by the leaves,
specially when the canopy is stressed. Indeed, LAI
simulated by STICS was in better agreement when
compared to Licor LAI-2000 measurements, which
include all organs.
The radar signal simulated by the combined model
(figure le, ld and le) is accurately simulated. The
underestimation observed at the beginning of the crop
season is due to a feature of STICS which limits the soil
moisture to its value at field capacity. At the beginning
of Alpilles-ReSeDA experiment, all the fields were
saturated, due to heavy winter rains.

Figure 1: Crop growth and radar signal simulatedby the
calibratedcombinedmodelSTICS+CLOUD,a) Total above
ground biomass, b) LAI, c) d) and e) radar signal
backsattered respevtively ERS, RADARSAT 23° and
RADARSAT38°.[•,measurements(±SD);-, simulation].

Validation of crop growth simulations using the
coupled STICS+CLOUD model.

The validation was twofold. In a first step, the
parameters obtained in the calibration phase (see above)
were used as standard values. Only the time and rate of
irrigation and nitrogen applications were adapted for
each field. This leaded to systematic inaccuracies in the
STICS+CLOUD model predictions, as can be seen in
figures 2).
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Figure 2: Simulation of crop growth under validation
conditions by combinedmodel STICS+CLOUD,a) Total
above ground biomass, b) leaf area index LAI [•,
measurements(±SD);-, simulation].

In a second step, the SAR data obtained over each field
were used to optimise the crop model parameters. This
was done by minimising the difference between
simulated and observed radar signals. The parameters
on which the optimisation was performed were those
selected in the sensitivity analysis: da, heel, hl, iplt
and density.
An example of simulated canopy biomass, LAI and
radar signals, after optimisation of the STICS+CLOUD
model, is given for field 214 in figure 3 and 4. Field
214 was chosen here because it was cultivated with a
spring wheat, whereas calibration field 101 was a
winter wheat crop. After optimisation on the radar
signals (ERS or RadarSat at 23° et 38°), the simulated
canopy biomass and LAI overestimated measured
values for a large part of the growing season. There was
still some differences between the measured and
simulated radar signals, especially for ERS. The better
agreement was obtained for RadarSat at 23°. However,
the accuracy of canopy biomass and LAI simulations
was of the same order when optimising with other radar
configurations, probably because of a relatively large
contribution of the soil background to the radar
backatter. In any cases, the introduction of measured
radar values greatly improved the accuracy of the
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simulations of LAI and biomass, compared to those
obtained with the standard values of the parameters.

I
I

I
'

Figure 3: Simultion of crop growth for field 214 by
combined model STICS+CLOUD using ERS radar
backsattering observations [•, measurements (±SD); -,
simulation].

!3.
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Resume : Nous nous interessons dans ce travail a l'Etat
d' Amapa, situe au Nord du Bresil. Certains signes per
mettant de penser qu'une nouvelle phase de colonisation
agricole pourrait s'y preparer, nous cherchons a faire le
point sur la presence ou non de defrichements dans des
zones forestieresjusqu'ici preservees, Nous utilisonspour
ce faire des combinaisons multi-temporelles d'images
ERS, qui nous permettent facilement de reperer si des
abattis ont ete pratiques dans la foret,
Constatant peu de traces d'une colonisation agricole a
grande echelle, nous nous interessons alors a la capitale
de l'Etat d'Amapa, toujours avec la meme methode de
travail. Nous pouvons ainsi observer une importantecrois
sance spatiale de cette derniere. On peut done penser
qu'une grande partie du courant migratoire existant en
direction de I'Amapa a pour destination la ville et ses
mirages et non !es zones rurales.

Abstract : A certain number of signs permits to think
that a new movement of agricultural colonization is to
occur in the state of Amapa, nothern Brazil. We thus try
to produce an objective constatation on the presence of
eventual deforestation zones, using a set of ERS images
in multi-temporal combinations. These are actually an
effective way of detecting any change in the cover of
primary forest.
Not constating any large scale movement of colonization,
we then experiment the samemethod of study on the state
capital, the city of Macapa. As we can observe an impor
tant growth of the urban area, we can deduce that an im
portant share of the people that are coming to Amapa are
attired by the city more than by rural zones.

Dans une Amazonie bresilienne qui connait en
core une forte deforestation annuelle, l'Etat d' Amapa
apparait comme une ilea part. II n'a en effet presque pas
ete atteint par les mouvements de colonisation des an-
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nees 1970,et est restejusqu' ii y a peu en dehors des grands
mouvements de population qui agitent les autres Etats de
la region.

Des lors, !'apparition depuis quelques annees
d'un courant migratoire important amene a se demander
si I'on n'est pas a la veille du declenchement dans cette
zone d'un nouveau mouvement de colonisation de grande
ampleur, qui menacerait tout a la fois Jes zones forestie
res et la politique de developpement durable que tente de
mettre en place l'actuel gouverneur.

Pour faire le point sur Jesmouvements de popu
lation et Jes eventuels defrichements, nous avons mis en
place un SIG base principalement sur I' exploitation
d'images ERS, qui nous permet, par !'usage de combi
naisons multitemporelles, de rechercher ou se trouvent, a
l'heure actuelle, Jes grandes zones de colonisation.

I Pourquoi etudier la colonisation agricole en
Amapa ?

L'Etat d' Amapa est une zone encore preservee
en Amazonie, ne comptant que 390 000 habitants pour
143000 km2• La majorite des zones forestieres yest en
core preservee et Jes reserves naturelles y occupent 41
000 km2• Ainsi, d'apres l'IBGE (lnsituto Brasileiro de
Geografia e Estatistica) moins de 5 % de la surface fo
restiere de l'Etat sont aujourd'hui detruits. Dans les an
nees 1970 et 1980, contrairement aux autres parties de
I'Amazonie et notamment de l'Etat du Para, la construc
tion de routes (RouteMacapa-Oiapoque, troncon de route
Perimetrale Norte) n'a pas provoque d'afflux massif de
colons le long de ces voies de penetration dans la foret,
Seules quelques centaines de familles venues du Maran
hao ont ete installees a I'extremite du troncon de route
Perimetrale Norte, et quelques autres autour du village
de Carnot, cree a cette occasion dans le Nord de l'Etat,
Les difficultes de communication ont cependant fait que,
a Ia difference des mouvements observes sur plusieurs
troncons de la Transamazonienne, aucune colonisation
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spontanee n' a sui vi la colonisation officielle. Les effec
tifs humains tres foibles de ces colonies ont done sponta
nement limite leur impact sur l'environnement.

Aujourd'hui la situation de I'Amapa a change.
D'un cote les voies de communication avec le reste du
pays (bateau ou avion) se sont ameliorees, permettant un
afflux migratoire d'environ 30 000 personnes par an qui,
pour etre limite, n 'en est pas mo ins constant. Cet afflux,
combine a un accroissement nature! encore important,
donne a I' Amapa l'un des taux de croissance Jes plus
forts du Bresil dans le debut des annees 1990 : 5 % par
an, soit un doublement de la population tous les 15 ans.

Cette croissance de la population se conjugue
avec d'autre facteurs pour susciter certaines craintes sur
le demarrage en Amapa d'un nouveau front pionnier, ou
du moins de celui d'une pression plus importante sur les
reserves forestieres, En effet, malgre I'opposition du gou
vernement actuel de J'Etat, qui cherche a mettre en place
une politique de developpement durable, le programme
«Brasil em OfGO», mene par le gouvernement federal,
cherche a resoudre Ia question fonciere bresilienne en
installant sur de nouvelles terres Jes paysans desherites
provenant pour nombre d'entre-eux du Nordeste. 11im
pose done a I' Amapa de recevoir sur son territoire un
certain nombre de projets d'installations consistant ge
neralernent en une ouverture de certaines zones forestie
res pour la pratique d'une petite agriculture basee sur la
trilogie riz, rnais, manioc. 11etait ainsi prevu d'installer
en Amapa 21 projets regroupant 3500 familles, a raison
de 20 a 30 hectares par famille.

Or, on sait que souvent l'ouverture de routes et
de clairieres dans Jes zones forestieres est le point de de
part d'une deforestation massive. En effet, Jes nouvelles
facilites de penetration permettent tout d'abord aux fo
restiers d'avoir acces a de nouvelles ressources. Elles per
mettent ensuite I'Installation de paysans pratiquant une
agriculture sur brulis et cherchant generalement a se di
versifier vers I' elevage bovin, speculation extremernent
lucrative en Amazonie bresilienne. Le process us s' acheve
lorsque la plus grande partie des zones de foret a ete trans
formee en paturages.

A I' oppose de cette these particulierement som
bre, on peut souligner qu'une grande partie de l'Immi
gration dirigee vers l'Etat d' Amapa ne s'achemine pas
vers Jes zones rurales, mais qu'elle reste au contraire con
centree dans la capitale de l'Etat, Macapa, comme c'est
actuellement le cas dans toutes Jes capitales des Etats de
I' Amazonie bresilienne, En effet, outre I' attraction de la
grande ville, Macapa peut susciter bien des espoirs d'em
ploi chez Jes migrants depuis l'ouverture - et le succes -
de sa zone de libre commerce, dans laquelle Jes produits
d'importation sont vendus hors taxes.

Faire le point sur Jes causes et Jes consequences
de !'immigration en Amapa impliquait done de pouvoir
d'une part observer sides defrichements dans Jes zones

forestieres se produisent et d'autre part se faire une idee
la plus precise possible de la croissance spatiale de la
capitale de 1'Etat, Dans la mesure ou une campagne de
terrain ne pouvait, pour des raisons evidentes d'accessi
bilite des zones forestieres et de cout, envisager de visiter
l'integralite de l'Etat, nous avons choisi d'etudier un cer
tain nombre de zones strategiques par imagerie satellitale.

II Mise en place d'un SIG a partir d'image ERS et
selection des zones de travail

1. Mise en place du SIG

L' Arnapa se situe a I'embouchure du fleuve
Amazone, sur I'equateur, et son climat est de type tropi
cal humide. L'utilisation d'images optique se heurte done
a la tres forte nebulosite de cette zone. Par ailleurs, nous
souhaitons etudier la dynamique de cet espace, et non
seulement la situation a un instant donne, Nous avons
done decide de nous appuyer sur un jeu d'images radar
(en partie obtenu par le laboratoire Geomateriaux dans le
cadre du programme A03- l60 «Environnement littoral
et fluvial guyanais», et en partie acquis par le CREDAL
avec un financement du Progamme SIG) et en particulier
sur des combinaisons multitemporelles permettant de re
veler facilement Jes zones dans lesquelles ont eu lieu des
changements importants dans l'etat de la surface consi
deree, Ces changements de l'etat de surface peuvent etre
attribues soit a des phenornenes naturels (marees, inon
dations, ... ), soit a des changements dans ]'occupation
du sol, une bonne connaissance des milieux naturels des
zones d'etude permettant le plus souvent de faire la part
des deux types de phenomenes.

Les images acquises, composees de deux series
datant de 1992 et 1996, ont ete ensuite introduites dans
notre SIG, recalees d' apres Jes orbites precises en ce qui
concerne Jes images de 1992 et sur Jes images de 1992
pour Jes donnees de 1996. Les combinaisons colorees
multitemporelles ont alors ete constituees, en utilisant les
donnees de 1992 pour le vert et Jes donnees de 1996 pour
le rouge. Ces combinaisons sont alors aisernent interpre
tables a l'ceil nu: Jes zones teintees en jaune sont celles
qui n'ont pas vu de changement notable dans leur etat de
surface entre Jes deux dates, Jes zones en rouge sont eel
les qui ont vu une forte augmentation de leur retrodiffusion
entre Jes deux dates, celles en vert, elles, ont vu une forte
diminution de leur retrodiffusion.

Deux types d'evolution sont particulierernent
recherches dans Jes images. Le premier correspond a la
destruction de la foret sur certaines parcelles et se traduit
par une diminution de la retrodiffusion entre Jes deux
dates. On sait en effet que la foret primaire possede un
coefficient de retrodiffusion bien superieur a celui d'un
sol de prairie. Comme la transformation d'une parcelle
de foret primaire en paturage n' est pas effectuee imme-



diatement, mais qu'elle passe par de nombreuses etapes,
I'intervalle de temps entre nos deux series d'images peut
etre considere comme optimal. L' autre evolution que l' on
recherche est la croissance des zones urbaines, et en par
ticulier de la capitale de l 'Etat. Elle se traduit a I'oppose
du premier cas par une croissance tres fortes de la
retrodiffusion, puisque Jes zones urbaines ont un coeffi
cient de retrodiffusion largement superieur a celui des
milieux naturels, tout au moins en plaine.

De nombreuses incertitudes pesent sur la bonne
detection des zones de colonisation agraire, en particu
lier sur la capacite des images a reperer Jes parcelles
deforestees de petite taille. La precision de I'analyse de
mandee aux images est done accordee a ces difficultes :
nous ne cherchons pas a etablir une cartographie precise
des zonesdefrichees,mais bien plutot a repererdans quelle
partie du territoire de I'Amapa des signes d'une dynami
que de colonisation sont perceptibles. En revanche, nous
nous attendons a une bonne validite de la detection des
zones urbaines <lenseset de leur croissance.

2. Determination de zones d' etude

L'Etat d' Amapa est tres etendu et remarquable
ment peu peuple, puisqu'il rassemble a peine 400 000
habitants sur un territoire grand comme presque cinq fois
la Bretagne. C'est dire qu'rl est en plus grande partie
desert, et qu'il est done inutile de l'etudier dans son en
semble, au moins pour Jes questions qui nous interessent
dans la presente etude.

Les fronts de colonisation agricole en Amazo
nie s'articulent en general autour de routes, qui permet
tent seules la penetration dans la foret. Ils se localisent
d'autre part le plus souvent dans des zones dans lesquel
les la terre n'a pas de proprietaire, pour des raisons evi
dentes. Enfin, etant donne le type d'agriculture mis en
place, Jes fronts pionniers amazoniens se situent en ge
neral en zone forestiere. Ces differents elements nous
permettent done de selectionner des zones d'interet dans
le territoire amapaense.

Nous nous concentrons done sur deux troncons
routiers s'enfoncant en foret, le premier au centre de
l'Etat, dans la region de Serra do Navio, le second dans
le Nord, a la frontiere avec la Guyane francaise. Dans ces
deux zones en effet, ii existe une route traversant de vas
tes zones forestieres quasiment intactes et peu protegees.
Aces deux zones s'ajoute celle de la capitale de l'Etat,
Macapa, dans laquelle se concentre probablement une
grande partie des immigrants de fraiche date.

III Resultats de I'etude et perspectives

I . Des zones rurales encore peu affectees

Les combinaisons multitemporelles permettent
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de voir que, sur Jes deux zones rurales etudiees, la crois
sance des defrichements est faible. Meme si des patura
ges existent deja, leur creation remonte le plus souvent a
la periode de la construction des routes. Neamoins, meme
faible l'activite de defrichement existe le long des routes.
Elle correspond probablement a une volonte des proprie
taires des terrains en question de valoriser leur emplace
ment en bordure des axes de communication. On note
par ailleurs une plus grande deforestation a proximite
des villes au developpement rapide, comme le bourg
d'Oiapoque a la frontiere avec la Guyane francaise, On
peut supposer qu'en plus des raisons exposees ci-dessus,
la demande en produits agricoles et en particulier en
viande y est forte, et Jes approvisionnements exterieurs
difficiles a se procurer.

D'apres nos analyses, confirmees par une visite
de terrain en avril 1999, Jes zones rurales de I'Arnapa
n'ont pas vu de grande colonisation agricole jusqu'en
1996. II semblerait qu'apres cette date des mouvements
plus sensibles se soient dessines, notamment a la suite de
!'application - contre l'avis du gouvernement local - du
programme «Brazil em acao». Nous envisageons done
de poursuivre notre suivi a partir de donnees plus recen
tes.

2. Une croissance importante de la capitale de l'Etat

Une visite de terrain dans la ville de Macapa
suffit pour voir la dynamique de croissance tres impor
tante qui l'anime. De nouveaux quartiers s'adossent ainsi
aux anciens, alors que Jes pauvres ou Jes speculateurs
envahissent en de nombreux endroits Jes terrains publics
pour essayer de s' approprier un lot de terre et y cons
truire une maison. Ce phenomene de croissance urbaine
est bien montre par Jes images ERS dont nous disposons.

On y distingue en effet quelques quartiers neufs
et en particulier le nouveau lotissement «Pantanal» dans
lequel la municipalite essaie de reloger Jes habitants des
«invasions» Jes plus insalubres, et qui se situe sur une
zone largement inondable. L'analyse des textures des
zones urbaines permet d'autre part de mieux cerner la
nature des differents quartiers. Le centre-ville, plus an
cien et compose de maisons basses, avec des jardins de
bordant de vegetation tranche en effet nettement avec Jes
quartiers neufs, qu' ils soient posterieurs a 1992 OU lege
rement anterieurs, Ceux-ci ont une texture beaucoup plus
vive et une retrodiffusion manifestement beaucoup plus
importante, sans doute due au fait que la premiere etape
de la creation d'un quartier est la destruction de la vege
tation. Les batiments en bois ou en brique, avec leurs
toits de tole OUde fibrociment Ontdone une retrodiffusion
forte, qu'aucun arbre ou jardin nattenue.

Nous pouvons done suivre l'etirement de la ca
pitale de I'Etat, soit vers le Nord, le long de I'Amazone,
soit vers l'Ouest le long de la route principale de I'Etat,
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soit enfin vers le Sud, en direction de I'agglomeration
jumelle de Porto Santana, qui sera sans doute bientot re
jointe. Nous esperons done la aussi acquerir de nouvelles
donnees, a la fois pour actualiser nos cartes et pour cou
vrir cette nouvelle zone, elle aussi en pleine ebullition.

Conclusion :

Si Jes grandes difficultes a obtenir des donnees
optiques a beaucoup compte dans le choix de donnees
radar pour nourrir une etude des dynamiques de l'Etat
d'Amapa, ce choix s'est avere bienplus riche qu'escompte
au depart. Les combinaisons multitemporelles apparais
sent en effet comme de tres bons revelateurs des change
ments dans l'occupation du sol, et permettent d'evaluer
la dynamique de zones etendues et difficiles d'acces, Par
ailleurs, Jes verifications effectuees sur le terrain mon
trent que Jes erreurs dues aux effets de saison ou au jeu
des dynamiques naturelles peuvent etre evitees a partir
du moment ou l'on possede un minimum d'information
sur la presence et le fonctionnement des ecosystemes dans
la zone d'etude.

Ence qui conceme l'Etat d' Amapa, ii reste ace
jour l'une des zones Jes plus preservees de I'Amazonie,
et pourrait conserver cette specificite durant de Iongues
annees si toutefois la politique mise en place par le gou
verneur actuel trouve des echos au sein de la population
locale. Sur la periode 1992-1996, ii semble bien que la
plus grande partie de I' immigration se soit repartie dans
la capitale, posant de nombreux problemes sur le plan
social, mais ne declenchant pas de grand mouvement de
colonisation agricole des zones forestieres.

Deux faits peuvent encore peser dans le sens du
declenchement recent d'une nouvelle poussee pionniere,
Le premier est la volonte de l'Etat federal d'etablir de
nombreuses installations de paysans sans terre dans le
cadre du programme «Brasil em aciio», Le second est le
renforcement de la cooperation avec la Guyane francaise
toute proche, qui doit passer principalement par une
ouverture de liaisons terrestres entre Cayenne et Macapa,
et qui risque done de peser sur la preservation des zones
forestieres en accelerant la speculation sur Jes terrains
proches de la route.
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Evolution des paysages le long de la route Carnot-Oiapoque
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1. Portion de route entre Car not et Oiapoque
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ABSTRACT

Urban areas monitoring with SAR data seems to be
a rather difficult task. If specificities of urban areas
have already been emphasized] l], the exploitation of
ERS ESA archives allows the possibility of multitem
poral analysis in order to caracterize temporal stability
or unstability of retrodiffusion parameters. A first in
teractive visual analysis of such data on Paris yields
the constatation that some Paris districts, with spe
cific urban caracteristics, seem to have a rather good
temporal stability.

ERS PRI images provided by ESA (ERS-A03 169
"Urban Monitoring by multitemporal multiincidence
radar imaging") allow us to illustrate the capabilities
of SAR images for urban monitoring. Firstly, a set of 12
PRI scenes, obtained during the C ERS phase with the
same incidence angle (descending mode), allows a tem
poral comparison during 19 months (april 1992 until
november 1993). With the help of a 3-D Lee like filter
(the whole neighbourhood of each pixel being defined
as well on each image - a quincunx neighbourhood
as on temporal dimension : the other images), we can
caracterize the most stable pixels and the most unsta
ble ones. Then, for the stable pixels, the analysis of
10 images acquired during E and F ERS phases (the
geodetic mode) allows the analysis of slight variation
of the incidence angle (about D values between 20 and
25 degrees). The multiincidence stability is performed
with the help of the same 3D Lee like filter.

A MODEL OF URBAN AREAS

SAR images acquired on urban areas a.re rather dif
ficult to deal with as reflectivity law is a mixing of fully
cleveloppecl speckle (obtained for instance by rough
surface backscattering), isolated targets with specular
reflection law and smooth surfaces acting as infinite
planes and verifying Snell-Descartes'laws [I]. If speckle

can be rather well described by Goodman model, this
phenomenon varies strongly with temporal variations
(in urban areas, there are for instance squares with de
ciduous trees so that images varies strongly between
winter and summer). In the case of specular reflec
tions, the backscattering response varies strongly with
incidence angle and the geometric configuration of the
urban object surfaces with the radar direction.

Moreover in urban studies, the urban areas concept
covers a multiplicity of urban structures. Such ur
ban structures are given a) by different organisation of
streets, squares and blocks, b) by different built/non
built areas ratio, c) by the different sizes of the ele
ments giving shape to the structure. The case of Paris
is still more complex as urban areas have been deter
mined by some historical interventions (Haussmann)
in which several transformations happened afterwards.
The homogeneity of structure is not the only factor
intervening in the traditional definition of urban areas.
By this way, it seems impossible to describe urban

areas with an oversimple model. Yet, by comparing
with fully developped speckle modelling, it is always
possible to evaluate the adequation of a zone with the
Goodman model of speckle. Indeed, by assuming the
pelf (Probability Density Function) of the SAR image
verifies the following 2-parameters law :

9(u) [p L] = _2_ JI (Jiu) '.!L-1 -( .i<I,,y
' f(L) ft µ e

1'
(1)

we know that, in the case of fully developped speckle, p
depends on the backscattering mean value, and L cor
responds to the number of looks. More, if we estimate
these paramaters on N samples for instance by the mo
ment method, it is possible to obtain an approximation
of the variance of these estimators. The variance of L,
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the estimator of L, can be approximated by (2]

Var(L) = (3L - t)L
N

Knowing the theoretical number of looks Lt, we can
always estimate these two parameters and a strong as
sumption of a non fully developped speckle area can be

clone if L < L1 - Jvar(L), i.e. if L < L1 - '(}ff.
THE DATA

At ENST. we are in charge of an AO project (A0-
163) devoted to the analysis of small incidence angle
variations on urban area. In order to cope with this
new problem, ESA provided us a lot of data acquired
both in C phase (12 data during 1,5 year) and in geode
tic phase (E and F, 11 data). The first set of data yields
some conclusions on temporal stability, the second set
is used in order to analyse the effects of slight varia
tions of incidence angle. A preprocessing step yields a
registration of these data.

C Phase : incidence angle constant
Orbit number Date incidence angle

4118 19920429 21°.80
4619 19920603 21°.80
6122 19920916 21°.80
662:) 19921021 21°.80
7625 19921230 21°.80
812() 19930203 21° .80
8627 19930310 21°.80
9128 19930414 21°.80
9629 199:30.519 21°.80
101:30 199:30623 21°.80
116:):) 199:31006 21°.80
12134 19931110 21°.80

E&F Phase : variations of the incidence angle
Orbit number Date incidence angle

14441 19940420 24°.10
1.550:3 19940703 21°.23
15790 19940723 25°.61
16321 19940829 24°.83
16.565 19940915 21°.06
16852 19941005 2;3°.72
17914 19941218 22°.21
18201 199.50107 25°.24
18445 19950124 21°.46
18732 199.50213 24°.47
18976 19950302 20°.65

(2)

Figure 1: Two images around Montparnasse Station
(June and September 1992), @ESA 1992



In order to analyse temporal stability, we have fo
cused our analysis on a test zone around Montparnasse
station. The rectangular aspect of this station is always
obtained on the full set of images. Near this station,
the Montparnasse Tower can add a "sine" response on
several images.

Figure 2: Pixel localisation around Montparnasse Sta
tion

Four typical pixels have been selected
- a specular-like pixel (110,151)
- a specular-like pixel (105,154)
- a speckle-like pixel inside the Montparnasse Station
(111-159)
- a speckle-like pixel inside the Montparnasse grave
yard (151-167)

We compare the temporal changes (figure 3) with
the incidence variations (figure 4). We can observe that
the two first points seems to have a specular behaviour,
and the two last points can be good candidates for a
Rayleigh law.

It must be noted that such an analysis, aiming to
state the variation of the radiometric values of the same
pixel in several images, is not an easy task as the tar
get appearance on a SAR image is often ambiguous.
Indeed :
- the accuracy of the image registration depends on the
stability of the pixel choosen for it. Usually, a visible
stable pixel brillant on the dark background, it is not a
single pixel, but a set (5-9) of pixels with a maximum.
The maximum is taken within different spatial config
uration of the brillant set, yielding at least a 1-pixel
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error.
- the different base values for the orbits joined to the
spatial correlation of radar response, can change the
distribution of the intensity in the neighbourhood of
the pixel considered. By this way, isolated points, as
the Senat within the Luxembourg garden, are not easy
to track. For it it seemed better to analyse the pixels
belonging to a visible structure.

Temporal evolution on phase C doto

0~

Ix

•
"I.
0

~
0z

Temporal A)(ls

-- (110,151) (105,154) ---- (111,159) ( ISi, 167)

Figure 3: Temporal changes for 4 pixels around Mont
parnasse Station (from 29/04/1992 to 6/10/1993)

Incidence angl• variations on phoae E&~ doto
0

~

I
x

•
"I
0

~
0z

,,- '":.~:~~---

Images ordered by
r a

Tncr•oslng Incidence angle

-- (110,151} (105,154) -·-·-·- (111,159) (151' 167)

Figure 4: Incidence angle variations for 4 pixels around
Montparnasse Station (from 20°.65 to 25°.61 ). The
two first pixels correspond to specular-like pixels, the
two last ones to speckle like pixels.
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A NEW TEl\:IPORAL FILTER

As each acquisition has its own characteristics, it
seems important to deal with a temporal filter taking
into account the specific information contained in each
image as well as the temporal evolution of the zone
(and of the sensor). It is why we have defined a tempo
ral Lee-like filter based on the following consideration :
- if the tern pora.l variations seem to be similar to speckle
effects, the temporal mean value is chosen
- if the pixel correspond to isolated target, the pixel
value is kept.

Let us consider a pixel with a spatial and temporal
neighbourhood. On this neighbourhood, it is possible
to estimate the pelf of the pixel values according to the
previous Gamma law ~/(v.)[JI, L] (equation 1). If Lis
near from Lt, the theoretical number of looks (3 for
ER.S-1), the value of the pixel is modified and equal
to p. If L is equal or smaller than 1, the initial value
remains. Between these two values, a.linear law is cho
sen. In order to avoid interpixel correlations (visible in
the case of strong isolated targets), we have defined in
each initial image a.quincunx neighbourhood :

By this way we obtain I.r, the filtered value with the
help of 11 and L :

Ir= I
1' - Lt - L I + L - I JIf - L1-I L1-l

I.r =/I

if L < l
if 1< t. < Lt
if t.;« L

In the case of phase C images (12 images, Lt = 3),
and with the quincunx neighbourhood, formula. 2 gives
Var(L) < 0.44.

Even if this filter is not the best one (with a criterion
as the mean squared error), it seems to be a good can
clidate to deal with urban areas images where speckle
is mixed to isolated targets. On the figure 5, we can
observe that the "sine" is well kept on the upper image.

It can be noticed that the :~-DLee-like filtered image
allows to better clifferenciate three classes correspond
ing to three types of stable radiometric behavior:
- low values, generally corresponding to zones where
speckle is supposed to be fully developped,
- high values corresponding to isolated target points,
- medium values corresponding to a mixed behavior
(speckle not fully developped-l- several targets).
The filtered image, compared to the raw one, improve
the detect.ion of the structures of streets, squares and,
in genera.I, of non built areas. It is the case of the empty
spaces within blocks which come out and can be eas
ily delimited. By comparing with a simple mean filter
(figure 6), this filter provides for each image a filtered

one ta.king into account its own characteristics (for ex
ample, the presence of the Montpa.rna.sse tower which
appears as a sine on few images and which remains on
the mean filtered image).

Figure 5: The two previous images a.round Montpar
nasse Station filtered by the 3-D Lee-like filter (with
the help of 12 C phase images).

CAR.ACTER.ISATION OF URBAN AREAS

The quincunx neighbourhood can provide an other
interesting information : the L value for ea.ch pixel on



Figure 6: Phase C : the classical mean filter on the full
set

the image. By comparing with the theoretical value
Lt and by taking into account the variance of the esti
mator L, we obtain a classification on the L image by

putting a threshold at the value L1 - VVar( L).
Figure 7 gives the visualisation of L for the C

phase data set (upper) and the E-F phase data set
(lower), yielding a comparison between C-phase and E
F phase : it seems that, on the C-phase data, there is
more areas acting as fully developed speckle. The black
areas can be linked either on areas varying strongly
with time acquisition (i.e. an isolated target appear
ing or disappearing), or on areas with backscattering
depending on incidence angle (for example, a specular
backscattering), or the both (for E-F phase).
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Figure 7: Around Montparnasse Station : the L value
for C phase (up) and E-F phase (down). Threshold has
the value Lt - ~' . Black pixels correspond to non
fully developed speckle



[2] JM Nicolas, A. Maruani Modelisation du
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CONCLUSIONS

Urban areas monitoring with multitempora.l multi
incidence SAR data seems to be a difficult task as the
aspect of SAR urban areas depends strongly on target
distribution, speckle and incidence angle. A specific
tool based on the Gamma law seems to be an inter
esting way to analyse and characterize stable points.
A more complete validation will be clone on a comple
mentary set of 15 PRI images.

Yet, the analysis of the ERS data set shows that
some clear shapes are always visible on the im
ages : they correspond to urban structures (streets,
blocks, ... ) with specific orientation with regard to the
line of sight of the sensor. An interesting deepening
would be rea.chea.ble if other kinds of data, with dif
ferent line of sight orientation (SIR-X, SIR-X, Almas,
... ), would be analysed on this test zone in order to
propose a more general approach of SAR image under
standing on urban areas.
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ABSTRACT

In highly mountainous regions, it is rather impossible
to get fusion of SAR and optical data, the geometric
bendings on SAR images being too important. When
a DEM (Digital Elevation Model) is available, we pro
pose a new method based on the use of layovers to build
a relationship between these two kinds of images. The
idea. is to use the characteristic shapes of layovers to
establish a.correspondence between a SAR image and
a synthetic image obtained with the DEM. If the real
image and the synthetic one are similar enough, it is
possible to find some points in order to registrate firstly
the real SAR image with the synthetic one, and by this
way, to registrate the SAR image with the SPOT one
(if a. good registration between DEM and SPOT im
age exists already). All the success of the process is
based on the quality of the synthetic image obtained.
The most important parameters a.rethe slant range d,
obtained by an equation dealing with the local earth
radius (Rt), the altitude of satellite (Hs), the elevation
over GRS-80 (h) and the elevation angle between plat
form position and the considered point on the earth
surface (B). Despite a.la.ckof accuracy on the different
parameters we could perform a fusion between an or
tho SPOT image and a.ERS-1 one on area.of Mustang
in Himalaya..

INTRODUCTION

The fusion of optical and SAR images remains a.diffi
cult problem in mountainous regions. The important
geometric bendings on SAR images forbid the use
of traditional methods to get the fusion of different
captors. In the scope of a. landscape analysis of the
Mustang region in Himalaya we had to find an other
way to get an effective and valuable fusion of SPOT
and ERS-1 images. We proposed a new method
based on the use of an available DEM of the studied
area.. The idea. is to simulate a.SAR image (as in [l])

using the DEM to get a fusion of the synthetic image
obtained and the SAR image it represents. The two
images being in the same geometry, and thanks to the
very important layovers in mountainous areas, we can
find similar points on both images, and, consequently,
determine a. polynomial model from them. Finally,
the fusion of a.SPOT image and a SAR can be done.
In this paper we present the simulation of the SAR
image and the fusion of an ortho SPOT and an ERS-1
image. The process of the method is summed up by
figure 1.

Mustang's Landscape

The area of Mustang is very particular. Geologically,
it belongs to the Tibetan plateau and its altitude
ranges from 2600 to more than 5400 metres. This
sink-basin has been filled by sedimentary layers deeply
cut by narrow and steep canyons. Its climate is dry,
and the vegetation is scarce. It is a steppic area,
inhabited by a. few thousands people. All the crops
have to be irrigated and the cultivated area covers
only 0.3% of the total area. Thanks to the numer
ous pasture lands, below 5000m, animal husbandry
amounts for more than 50% of the income of the
population. Thera are no roads, but only tracks,
allowing trade with Tibet and India. On ERS-1 and
SPOT images the city of Lo-Manthang and the villages
of Tsarang, Marang and Ghemi are visible, as well
as the Kali-Gandaki river flowing southward (partic
ularly visible on SAR images with its very deep valley).

SAR Images and Relief

The consequence of the existence of steep slopes
is either the weak importance of speckle, or the
important number of layovers.
The speckle is a wellknown phenomenon caused by the
use of a coherent enlightment. In mountainous areas
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Figure 1: fusion using simulation

the pixel size is determined by the slope. Where slope
is near from incidence angle, the pixel radiometry is
made from a large area and thus, the speckle has a
weak impact on the pixel radiometry. On the contrary,
on horizontal areas (such as the plain of Lo-Manthang)
the speckle appears again.
Along with the speckle, layovers are considered as the
main drawback of SAR images. In mountainous areas,
layovers are very important and one could think that
the utility of such images is small. Nevertheless, since
layovers have a characteristic shape reflecting the
nature of the relief, they can be used for our purpose.

Method Used

The method we propose can be divided in the following
steps :
- making of the synthetic image
- registration of a polynomial model between the syn-
thetic image and the real one
- fusion of the ortho SPOT and the SAR images

SIMULATING A SAR IMAGE

The making of a synthetic SAR image is the most im
portant step of the process. The image quality will af
fect the polynomial model and the fusion of the ortho
SPOT and the SAR images. Each pixel of the syn
thetic image represents the area which would be seen
by a SAR captor. For each line of the synthetic image
we determine the pixels of DEM we used (see figure
2). For each slope we determine the two slant ranges
associated with it. From these 2 slant ranges we can
obtain the pixel in which the area will be seen in the
synthetic image.
All the success of the method is based on the evalua
tion of the slant range d calculated from the following

equation :

d=..j(R,+H,)2+(R,+h)2-2x (R,+H, )x(R,+h) xcos(O) (1)

where Rt, H,, h, () are the parameters described 111

figure 3.
To simulate a SAR image the parameters are :
- the platform position ()
- the track angle f3
- the local earth radius Rt
- the platform altitude H,
- the ground elevation h

Figure 2: track's satellite

Impact of Rt, H s, B, f3

On this section we quickly describe the role of these
different parameters on the simulation and the impact
of their accuracy on the result.

Earth radius Rt
We can consider on SAR scene (ERS-1) the local earth
radius as a constant. The local radius is calculated
from the formula :

Rt= ax
((cos(¢))2 + (~)4 x (sin(¢))2)
((cos(<fJ))2+ (~)2 x (sin(</!))2)

(2)

Where a and b are respectively the semi great axis
and the semi small axis of the referential ellipsoid,
and <P the geodetic latitude of the considered point.
The latitude of Mustang ranges from 29 to 30 de
grees. This leads to a variation of earth radius Rt



Rt

Figure 3: earth radius Rt, elevation h; satellite's alti
tude Hs, B, slant ranged

of about 300 metres. A variation of 300 metres on
Rt involves a variation of 8 metres on slant range
d. The earth radius has a weak impact on slant ranged.

Platform altitude H.,
The satellite's altitude can be known using the header
parameters of SAR image. But the precision of this
data is not sufficient, so we choose to use the data of
the University of Delf (http://deos.lr.tudelft.nl/ers/),
which provides the position of the ERS-1 satellite with
a 10 centimetres accuracy. The position is calculated
using the GRS-80 reference ellipsoid. The impact of
H, on slant range d is, Jd ~ 0.9 x <5H5• This leads
to an error of 9 centimetres with an accuracy of 10
centimetres on H_..

Platform position (}
The parameter (}is difficult to evaluate. The accuracy
of the DEM position and the SAR position does not
allow to evaluate the distance between the DEM and
the SAR captor. We choose to fix the value of ()
in using approximately the position of the area on
the SAR image. With a 12.5 metres pixel size and
roughly counting the pixels number between the edge
of the image and the studied area, we got a position of
about 273 kilometres. The (}para.meter is very badly
known and is one of the most critical parameters in
our experiment. An error on this parameter leads to
a translation of the image, and may affect the layovers.

Track angle d
A too important error on the track angle i3 may alter
the quality of the simulation : the variation of the
angle leads to a rotation of the simulated scene and
the area is seen under a different angle and different
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layovers are created, erased or modified. But, in our
case, /3, evaluated from the header data of the image,
is known with a sufficient accuracy.

Ground elevation h
The different elevations needed to make the simulation
are provided by the available DEM. The DEM repre
sents the ground and consequently remains the main
factor in order to get a successful fusion. The accuracy
of the DEM is very important and must be known to
evaluate the possibility to get a good simulation or
not.
With an incidence angle of about 23 degrees, layovers
appear with a slope of 23 degrees. If we consider two
consecutive pixels away from each other by a step s,
there will be a layover if the difference elevation is
equal to :

<Sh= tan(B) x Se (3)

With an incidence angle of 23 degrees (ERS-1) and
a DEM with a 20 metres step <Sh = 8.48m. Con
sequently, if the available DEM has an accuracy
of 10 metres, there is a strong probability to get
non-existing layovers. The accuracy of the DEM must
be known and compatible with the step according to
the incidence angle.
Unfortunately, in our case, the accuracy of the dif
ferent available DEMs wase unknown, and we had to
use them carefully. We'll see later on this paper the
results obtained with different steps.

Sampling in PRI Format

The ERS-1 image is in PRI format with 12..5 metres
pixel size. The synthetic image obtained has a pixel
size roughly equals to the DEM step. A sampling of
lines and columns must be clone in order to get the
correct SAR pixel and the same scale between the
synthetic image and the real one.

Examples of Synthetic Image with 10 and 20 metres
step DEMs

As we said previously, we didn't know the accuracy
of the different available DEMs. Here are the results
of the utilisation of a 10 and 20 metres step DEMs.
The different parameters used are those of ta blc (1).
With the 20 metres step DEM the analogy between
the SAR image and the synthetic one seems good,
the layovers appear in a very similar way and we can
observe the good similarity of details on both images.
On fiat areas the result is not as good, but. on the
whole, is very encouraging. With the 10 metres step,
the result is very disappointing. Despite the use of a
step twice bigger, many layovers appear on the whole
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pulse (m) 7.91
dmin (km) 829.7

p (km) 273
H, (km) 783
Rt (km) 6373
f3 (deg) 9.83

PRI size (m) 12.5

Table 1: Experimental parameters

image. This is the consequence we described in the
previous section : the too poor accuracy of the DEM
leads to non-existing layovers. Finally, we kept the
synthetic image made from the 20 metres step DEM.

Figure 4: Simulations : 20 and 10 metres step

Comparison between ERS-1 Image and its Synthetic
one

The likeness between the two images (figure 5) seems
good. The layovers appear in a very similar way on
both, and we can observe in more details the good ac
curacy of different features on layovers. However in
less steep areas (like in the south-west of the image
where layovers are non-existing) the similarity is more
difficult to find. All the success of the simulation id
based on the importance of layovers. In this case, we
can find registration points on both image in order to
get a polynomial model.

POLYNOMIAL MODEL

Previously, we saw that the layovers play the main role
to get registration points. Layovers offer very char
acteristic shapes which can be found in the synthetic
image and in the real one. Now, we must determine
a polynomial model. We must respect the following
rules :
- the number of registration points must be as im
portant as possible in order to have a representative

Figure 5: ERS-1 (©ESA) and its corresponding syn
thetic image

sample.
- the number of registration points must be compati
ble with the degree of polynomial model. A d degree
polynomial model must have a minimum of (d+l)~(d+2l
points.
- the registration points must be equally distributed
on the whole image.
It is at this point that we can appreciate the layovers
that allow finding registration points. In areas where
the layovers are non-existing it is very difficult (when
it is not impossible) to get such points. After several
attempts, we get a set of 12 points. All of these points
are chosen among layovers, but we can't get points in
flat areas. With 12 points we can get a second degree
polynomial model (6 were required) in using the tradi
tional method of moindre carre. A third degree poly
nomial model could be calculated but the numbers of
points were not sufficient. On table 6 we can see the
x and y residuals. There amount about 1 or 2 pixels,
this is a good result which shows that the polynomial
model obtained is valid. Once a polynomial model was
found, we could put the synthetic image in the geom
etry of the real one. We used a bilinear interpolation
and obtained the following image.

FUSION OF ORTHO SPOT AND SAR

The ortho SPOT can be superimposed on the DEM,
and the synthetic image can be put in correspondence
with the ortho SPOT. Consequently we can get a fu
sion of the ortho SPOT with the SAR image. With
the polynomial model we determined we could put the
ortho SPOT in SAR geometry. The layovers are left
blank (it's impossible to associate several pixels with
one).
The layovers seems to be at the right place on the
SPOT image where there are crest lines. (figure 8).

CONCLUSION



points x y x residuals y residuals
1 540 912 1.114 1.122
2 542 774 1.239 1.215
3 940 662 2.529 2.539
4 313 867 0.377 0.374
5 551 1411 0.750 0.762
6 662 363 1.364 1.324
7 564 897 1.558 1.673
8 940 836 1.972 1.927
9 827 109 1.401 1.432
10 564 54 2.082 2.015
11 424 179 1.487 1.469
12 697 570 1.093 1.134

Figure 6: Example of points and their residuals

Figure 7: simulation and real images

The results obtained with the ERS-1 and ortho SPOT
images are encouraging. Despite the lack of accuracy
on different parameters used, we can get a valid
polynomial model. The best interest is probably the
use of layovers whose shapes are an effective way to
get fusion. Other tests must be done to really study
the interest of this method.
The simulation is based on 5 parameters :
-earth radius Rt
-satellite's altitude H,
-platform position B
-track angle j3
-altitude h
Rt and H, are well known and do not have a great
impact on the result. j3 and B are not very well known
and are the most critical point in the making of the
synthetic image altitude h provided by the available
DEM remains the most influent parameter.
On these 3 parameters depends the success or the
failure of the method.

Finally, to have the best probability to get an
effective fusion, conditions are :
- working in mountainous areas
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Figure 8: ortho SPOT in SAR geometry

- using a valuable DEM
·- using images in near range to favour layovers, even
if this analysis can be surprising.

In order to improve our method, two directions can be
explored :
- The use of the method in less mountainous areas
- The use of the method with JERS-1 images
A simulation was made with a 10 metres step DEM
in a average mountainous regions. It seems layovers
are numerous enough, but unfortunately thespeckle
was too important on SAR image to find registration
points.
Other tests were done on Mustang using JERS-1
images. With a 35 degrees incidence angle, the
layovers were less numerous and it was harder to find
registration points and the polynomial model was not
utilisable.

This work has been supported by the "Programme
National de Teledetection Satellitaire" (PNTS-96 and
PNTS 98), in a framework of a project driven by GdR
ISIS.
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ABSTRACT

The EU-project SIBERIA aims at producing a large
scale map of Siberia, a region for which only limited
information is currently available.The boreal forests of
Central and Western Siberia represent the largest
unbroken tracts of forest on Earth, host approximately
22% of the world growing stock and contain 11% of the
world's live biomass. These forests are also regarded as
a critical stabiliser of the global climate [l]. Forest
inventories on this scale can only be carried out
efficiently using remote sensing. Radar imagery
combined with SAR interferometry lead us to the
development of a method for boreal forest classification
within the framework of the SIBERIA project.

INTRODUCTION

The aim of this study was to develop a method for
classification of boreal forest by means of SAR
interferometry and L- and C-band radar imagery. This
was achieved by a two-staged maximum-likelihood
based classification algorithm using different
combinations of input channels.
Results are presented for an area within the forest
district of Ust-Ilimsk (59°N 103°E) in Eastern Siberia.

DATA CHARACTERISTICS

Data from ERS-1 and ERS-2 from the Tandem Phase, a
second ERS-2 image and JERS-1 data are used. Tab. 1
gives an overview of the data sources, sample images
are shown in Fig. l. All backscatter intensities have been
corrected for the antenna pattern. The images have been
multi-looked 2 by 10 for ERS and 2 by 6 for JERS and
resampled to 50 meter pixel spacing.

CLASSIFICATION METHOD

Theoretical Assumptions

Interferometric coherence is linked indirectly to forest
biomass. In a low biomass forest the ground contributes

stronger to the backscatter than in a high biomass forest.
Since soil is more inert than vegetation the temporal
correlation of two SAR signals decreases with
increasing biomass. Practically, this indirect relationship
is difficult to quantify because of the dependence of
coherence on slope, surface roughness, and weather
conditions. The effect of these extraneous perturbations
remains to be established. Slope and wind are the most
problematic parameters in retrieving forest biomass
from InSAR coherence.
JERS-1 and ERS-112 backscatter intensities are also
linked to forest biomass through the same mechanisms
as for coherence. The more the radiation interacts
directly with the ground the more its reflection is
specular. A low backscatter signature is therefore
expected from low biomass areas. As vegetation cover
increases the multiple interactions of radiation with
vegetation elements increase (volume scattering). Up to
a certain wavelength-dependent saturation, a higher
backscatter signature is therefore expected from high
biomass areas [2]. Because of its longer wavelength L
band ( A, = 23 cm ) is even more linked to forest biomass
than C-band (A =5.6cm ). Indeed, from the same
surface roughness, reflection at L-band is more specular,

Table 1. Characteristics of SAR data and weather
conditions in Ust-Ilimsk

Acquisition Orbit Frame Weather
date conditions

ERS-1 23 Sept.97 32371 2439 no precipitation
Tmean::::: io" C

ERS-2 24Sept.97 32371 2439 noprecipitation
Tmean::::: lOo C

ERS-2 27May98 32371 2439 no precipitation
Tmean::::: ur c

JERS-1 04May97 28593 201 Probably snow
cover

JERS-1 31July97 29911 203 no precipitation

Proceedings of the CEOS SAR Workshop, Toulouse, 26·29 October 1999, ESA SP-450, March 2000
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FigureI: SARimagesusedforclassification.Fromleft to right:ERS-1intensity,ERS-1/2coherence,JERS-1intensity.

whereas reflection at C-band is more diffuse. In the case
of:
- the ERS satellites, IL = 5.6cm , ~ :::::23° the surface
roughness maximum height f),.h must be smaller than
0.77 cm to have perfect specular reflection.

- the JERS satellite, IL = 23 cm , ~ :::::37° , f).h must be
smaller than 3.66cm to have perfect specular reflection.

JERS-1 L-HH intensity should therefore be a more
valuable source of information than ERS-1/2 C-VV
intensity for the discrimination of the following 5 land
cover classes: low biomass clear-cuts, high biomass
clear-cuts (birch regrowth), low biomassforesthigh
biomass forest, and low/little vegetation areas. It is also
an easier parameter to handle than coherence since it
varies much less with wind and its dependence on slope
is known.
A more consistent analysis of L- and C-band interaction
with vegetation canopy is needed to validate the above
theoretical assumptions.

Classification Procedure

The classification method includes two maximum
likelihood classification (MLC) with different SAR
input channels, and two processing steps to improve
classification accuracy. The Iterated Contextual
Probability Classifier (ICP) has been recently developed
at the Institute of Terrestrial Ecology. The algorithm
iteratively adjusts contextual prior probabilities based on
the spatial neighbourhood of each pixel and the
posterior probabilities from the last iteration. It is
initialised with the posterior probabilities from MLC. In
each iteration a weighted combination of the information
from the MLC signatures and the spatial contextual prior
is calculated.
The classification consists of the following processing
steps:

The classification procedure is divided in 5 distinct
steps.
1) Supervised Gaussian maximum likelihood

classification (MLC) for the retrieval of 5 land
cover classes:

river
bog
low/little vegetation area (arable land, bare
soil, low grassland, very low biomass
clear-cut)
clear-cut
forest

The input data are:
ERS-112 intensity scenes (23 Sept and 27
May)
ERS one day coherence
JERS-1 intensity scene (31 July)

The ERS intensity scenes are used to detect boggy
areas. Coherence serves as a forest non-forest
discriminator. JERS-1 intensity scene is used to
detect low/little vegetation areas.

2) Iterated Contextual Probability classification
(ICP) of (I) with 3 iterations, 5 by 5 window,
weight= 2

3) MLC for the retrieval of 2 land cover classes:
low biomass area
high biomass area

The input data are:
- JERS-1 intensity scene (31 July)

classification (3) is performed over the areas that
classification (1) defined as clear-cut areas.
4) 3 by 3 median filtering of (3)

5) Fusion of (2) and (4)

Fig. 2 shows the classification results after step 2, 4 and
5.



Figure 2: Classification stages. Top left: Result of processing step 2, top right: result of processing step 4, bottom (large image): final
result of step 5.

Table 2: Signatures of the land cover classes in the two-staged classification.

classification class ERS coherence ERS-1 intensity ERS-2 intensity JERS-1 intensity
sta e
1 river 0.149 688.95 1151.35 0.0301
1 bog 0.758 14093.87 25103.04 0.2943
1 Low/little vegetation area 0.724 13111.70 11409.99 0.0708
1 forest 0.293 11785.32 16263.56 0.3796
1 clearcut 0.619 8179.76 12311.11 0.1891
2 high biomass area - - 0.2188
2 low biomass area - - 0.1156
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RESULTS

ERS one day coherence proves useful as a forest non
forest discriminator. As predicted, low/little vegetation
areas (arable land, bare soil, low grassland, recent
clearcuts) and low biomass clearcuts have on average a
lower backscatter than the surrounding forest in the
JERS-1 scene and in the ERS scenes (Tab. 2). A similar
characteristic was found for low biomass forest areas.
A comparison of the early spring JERS-1 scene (4 May
1997) with the summer JERS-1 scene (31 July 1997)
reveals that the latter detects low/little vegetation areas
and clear-cuts more reliably. According to the weather
data for 1998 snow cover as late as the 4thMay is likely.
Dry snow cover has a volume backscattering coefficient
equal to that of rain for the same precipitation rate (3) so
that backscatter from clearcuts covered with dry snow
becomes more correlated to that from the surrounding
forest.
Therefore, the best scene for forest class discrimination
(low and high biomass forest and low and high biomass
clear-cut) is the JERS-1 L-HH intensity scene acquired
the 31stJuly.

CONCLUSION

A method for classification of boreal forest by means of
SAR interferometry and L- and C-band radar imagery
has been presented. It only applies for relatively low
moisture content land surfaces. In the future, an
accuracy assessment of the map will be done to check
the robustness of this method.
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ABSTRACT

It is well known that tidal movement over a significant
topography feature creates internal waves of large
amplitude. Where there is a sill, the tidal current is, in
general, assumed to be alternating and weak on either
side of the barrier. During the ebb, a solitary wave is
formed. Along its movements, the solitary wave
develops into a group of solitons, creating change in the
roughness of the sea.
For operational purposes, the French Navy, for instance,
needs to simulate temperature and salinity fluctuations
which influence underwater sound propagation.
Moreover, many marine operations are perturbed by the
presence of internal waves. It was admitted that these
waves are generated at the continental shelf by in
coming and out-coming tides. To assist these marine
operations, Meteolvler is developing an operational
system based on Synthetic Aperture Radar (SAR) image
analysis and hydrodynamic model for simulating the
internal waves generated by barotropic tides on a
continental shelf in the presence of stratification.

INTRODUCTION

Internal solitary waves generated by the non-linear
deformation of internal tides are a common feature of
density stratified oceans. Most observations of these
waves show that they occur particularly near regions of
variable bathymetry such as shelf edges, seamounts, and
sills, where the tidal flow over the bathymetry forces the
pycnocline to oscillate with a tidal frequency, a
phenomenon known as the internal tide. Internal waves
can also be generated in coastal regions where a strong
stratification occurs between Fresh River outflow on top
of salt water from the ocean, as occurs in fjords.
Examples of areas of strong internal tides are the
continental shelf of the UK [1], the Strait of Gibraltar
[2], Russian Seas [3], Biscay and Guinea Gulfs [4]
Andaman Sea [5] and Sulu Sea [6].
If the internal tide becomes sufficiently large, non-linear
and dispersive effects become important, and the wave
can transform into a bore or a packet of high frequency,
large amplitude internal waves. Ostrovsky and
Stepanyants[7] review internal solitarywave observations
from the ocean. These non-linear waves are frequently
seen in in-situ data as large excursions of the

therrnocline, and associated current pulses. Packets of
high frequency waves and solitons are frequently
observed during analysis of field in-situ measurements
made from moored buoys [8]. A consequence of the
current pulses is that the waves can be imaged by
remotely-sensed SAR and photography, which senses
the modulations of the sea-surface waves caused by the
convergence and divergence between the pulses [9].
The SAR images show packets of internal waves, many
with a radial spreading form, and often separated by
distances comparable to the internal tide wavelength [4].
There are a number of theoretical, laboratory and
numerical studies of the generation of solitons in the
ocean. Lee and Beardsley [10] were first, who applied the
Korteweg - de Vries equation (KdV) to modelling the
evolutionof a shorewardpropagating internaltide over the
slope and shelf region in the Massachusetts Bay. Then,
this equation was used for soliton modelling in the Sulu
Sea [11], at the Northwest Shelf of Australia [12], and
Alboran Sea [13]. Effect of the Earth rotation was
included in numerical model by Gerkema [14]. He has
shown that the rotation leads to decreasing of the number
of solitons generated at the long tide evolution. This
model included only a two-layer model of the density
stratification.The main limitation of the previous studies
are as following. Usually, for calculations of the
coefficients of the KdV equation only a single vertical
profile of stratification is used assuming the density to the
horizontally uniform. The shelf/slope zone is generally
characterisedby large bottom slope and large variations in
stratification· and shear flow, and using the mean
stratification can be inaccurate in the calculation of the
coefficients of the KdV equation.And second, usually the
dissipative effects are parameterised by the turbulent
viscosity.
To test the possibility of making accurate predictions of
phase speeds and amplitudes from SAR, Small et al. [1]
used the KdV equation. Results of their applicationswere
compared to experimentmeasurements.
The joint analysis of remote and in-situ measurements
using moored buoy stations together with modelling
provides a good scientific basis for analysis and
prediction of internal waves. Thus, in this study we use
SAR images as well as hydrodynamic model to analysis
these internal waves and we show the possibilities of
making predictions of the main characteristics such as
wavelength, amplitude, phase speed and associated
currents.

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000
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INTERNAL WAYES IN SAR IMAGES

SAR observation of internal waves

Fig.I: ERSI-SAR image (lOOkmxIOOkm)acquired on
Angola coastal area on the 23 July 1994 at 09Hl 8.
Three packets of internal waves are visible on the
image. The black area corresponds to calm wind

Internal waves are one of the most interesting features
seen by SAR, mainly because their detection was
unexpected. Waves longer than several hundred meters
are often seen and these large features are commonly
attributed to short surface waves interacting with
internal waves. The imaging mechanism seems to be
well explained by a modulation of surface roughness by
current variations often linked to tides. In fact, internal
wave motion induces surface currents with horizontal
gradients. These gradients modulate the surface wave
spectrum above the internal waves, and thus the local
intensity of the image in question [9].

KdV Solitons

As in [1], the observed internal waves in SAR will be
modelled in terms of the first order KdV equations. This
theory has limitations, in its assumptions that the waves
are small amplitude, long wavelength and in shallow
water, but it allows a rapid interpretation of SAR
signatures.
The steady soliton solutions predicted by KdV are [9]:

17(x,t)= 170sech2(((x-xJ-cit)! L) (1)
rlo is the maximum pycnocline displacement, x and t are
range and time respectively, x, is the soliton central
position, and the soliton half width L and the soliton
phase speed c1 are given by:

12
= 12/J

n-«
(2)

where c0, a and ~ are the linear phase speed, and
coefficients of non-linearity and dispersion respectively,
strongly dependent on the stratification and water depth.
These coefficients can be easily estimated from two
layer stratification with density discontinuity ~p at the
depth h [15]. In the next section, we will give their
expressions for continued stratification.
The internal currents can also be obtained by the
approximation to the continuity equation:

u = -c1 817 (3)ax
The surface currents induced by the soliton give rise to
the areas of convergence and divergence, which can
modulate the surface roughness in the capillary-gravity
range, which is imaged by the SAR. Of particular note
is the range D between convergence and divergence,
which is suitable circumstance can be measured from
the SAR [9]. A fixed relationship between D and L is
given simply by:

D = 1.32l (4)
From these equations, one can estimates amplitude and
phase speed from the distance D on the SAR signatures.

Application

The ERSI-SAR image acquired on the 23/07/94 at 09I8
corresponds to a generation area of internal waves on
Angola coast (Fig.I). Not far from this area, Sedcoforex
platform "Omega" was shifted 4°. Fig. 2a is zoom of the
internal waves located southeast and at approximately
200m depth. The imagette was smoothed to filter noise.
The cross-section scaled in relative image intensity
gives a clear profile of different solitons (Fig.2b).

Fig.2a : Filtred imagette (6.4kmx6.4km) showing swell
and solitons. The crossed line corresponds to the cross
section given in Fig. 2b.



Fig.2b : Relative cross-section. The largest D is
estimated at l 50m (distance between the two stars)

Fig.3 shows the Brunt-Vaisala frequencies computed
from the Levitus atlas [16] at the nearest grid-point to
the SAR image location and for different seasons. July
August-September (JAS) was chosen to compute the
KdV coefficients. For the four seasons the stratification
is characterised by two layers. The depth of the upper
layer is 20m.

Fig.3: Brunt-Vaisala frequency computed for different
seasons using the Levitus data.

Application of KdV solution gives for the heading
soliton a pycnocline displacement of 6m, a surface
velocity more than 0.4m/s (Fig.4) and a phase speed of
0.4m/s.
Assuming a tide period of 12.42 hours corresponding to
M2 tide component, one can estimate the phase speed
from measuring the distance between the two packets
observed northwest of the image (Fig. I). This will give
approximately 0.3m/s.

""M

'"..,...(m)

Fig.4 : Pycnocline displacement and surface current
associated to the heading soliton (see Fig.2b).
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KDV EQUATION FOR INTERNAL WAVE.

The rotated-extended KdV model

The KdV equation is an appropriate physical model for
the description of the non-linear and dispersive
properties of an internal wave field. It is derived as a
perturbation expansion and is valid to first order in
wave amplitude and for long waves; that is, it is
assumed that HIA<< 1 and a/H <<1,where His the local
water depth, ).,is a representative wavelength, and a is a
representative wave amplitude. For arbitrary vertical
stratification of ocean density and background shear
flow, the rotated modified extended KdV equation

a (a a a3 ) 12- _!l. + (c + a17 + a17J2)_!1 + p _!]_ = -17 (5)ax Bt Bx 8x3 2c
([12], [17], and [18]) is written as
where TJ is the wave profile corresponding to the
vertical isopycnal displacement, f=2Qsin¢ is the
Coriolis parameter (il=7.29 10-5s-1) and e is latitude.
The phase speed of the linear long wave c is determined
by the eigenvalue problem:

d1<I>+ N1 (z) <I>=0 (6)
dz2 c2

with boundary conditions <P(O)=<P(H)=0 and with the
normalisation <Pmax=I. N(z) is the de Brunt-Vaisala
frequency and the coefficients a, .8 and a, are [19]:

a
3c f(d<l> I dz )3 dz
2 2 f(d<l>/ dz) 2dz (7)

c fct>2dz
l3 = 2 f (def> I dz) 2 dz (8)

a, = _ a2 +3c f((d<I>/ dz)4 -(N;I c)4)dz +3c
c f(d<I>I dz) dz (9)

f (c(d<I>Idz)2 + (N2<l>2 I c)-(2a I 3)(d<I>/dz))(dT I dz)dz
f (d<I>Idz)2 dz

where the integration is over the total depth and where
T(z) is the first correction to non-linear wave mode
which is a solution of the ordinary differential equation:

d2T N2 aN2 dN2 I dz 2
--2 +-2 T = -4-<I>+ · <I>
dz c c c
with boundary conditions T(O)=T(H)=O and normalised
condition T(zma:J=I, where ¢(zmax)=I.

(10)



a, +(a~ s + a1~2 '2J a,+~ 03~ = !2 fsds (14)
ax c c as c as 2c 0

9
Friction in the bottom boundary layer is also included
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The extended KdV "(5)" is valid for a ocean of constant
depth when dispersion, non-linearity and rotation are
weak. The effects of slowly varying depth can be
accounted for by including the weak additional tern (Q)
in KdV equation, giving:

Q = /c~ f (d<l>0 I dz)2 dz
~ c' f (d<l>I dz)2 dz

subscript 'o' are values at some fixed point x0. The
parameter Q characterises the amplification of the linear
long internal wave.

(11)

Introducing a change in variable:

((x,s) = 17(x,t)
Q(x)' (12)

and co-ordinate:

dxs=f--t,
c(x)

the KdV "(5)" reduces to:

(13)X=X

giving:

as+ (aQ s + alQ2 s2J a(+!!._ a3(

ax c2 c' as c4 as3

+ kcQ slsl = !2 fsds (15)
fJ 2c

where k is the coefficient of quadratic bottom friction.
The "(15)" is solved with a periodic boundary
condition:

2tr
((s+-,x)

{J)
( (s, x) (16)

corresponding to a periodic internal tide of frequency ro
and with the "initial" condition [17]:

(17)

where F is a periodic function, which characterises the
form of the initial wave at the origin x0• Here, the initial
wave is taken as a sinusoidal long wave representing an
internal tide and the model is used to study the possible

generation of solitons induced by the non-linear
transformation of internal tide.
Moreover, Garreau and Maze [20] used a non
dimensional parameter indicating non-linearity. This
parameter is the ration of the tidal excursion, LM, over
the horizontal topographic length scale, Lr. If U is the
current amplitude of the tide, these length scales are
therefore defined by:

(18)

Application

0 121.1

Fig.4: Girassol and Sedcoforex operation sites; The
arrow shows the ray where the simulation is conducted.

The model was developed and applied successfully to
the West Australian shelf using the KdV coefficients
estimated from figures given in [17].
Fig.5 represents the main coefficients of the ReKdV
model rnxtended KdV model including .Rotationeffect)
computed for the Guinea Gulf (Fig.4) using the world
ocean atlas of the NOAA known as Levitus data [16].
This site is closed to the area where Sedcoforex drilling
operations were perturbed by solitons. Northwest the
GIRASSOL site is located too.
Length scales LM and Lr have been calculated
considering a tidal current with an amplitude of 0.20m/s
at a depth along the ray. Fig.Sa shows the ration of this
ratio. The minimum is observed at 195km.
Fig.6 shows the different pycnocline displacements
computed from the ReKdV model at different distance
starting with an internal tide amplitude of 2 m. The
shock associated with the solitons started after a
distance of 190 km and development of the undulation
group is really clear when the internal tide reach 200km,
distance corresponding to minimum value of LM!Lr. The
influence of rotation was not significant.
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Wove Amplftude (aO- 2m. xe= 170km

Fig.5 : ReKdV coefficients estimated from the Levitus data. The bathymetry is obtained from the French Navy chart.
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Fig.6 : The pycnocline displacements computed from the ReKdV model and presented for different distances (see
Fig.4).

An important parameter for marine operations in real
time assistance and for design study is the current
velocity. Giving the pycnocline displacement, the
horizontal and vertical velocities can be estimated
using the streamfunction. Thus, assuming linear wave
theory, this can be obtained by:

lf/(x,z,t) = c17(x,t)<l>(z)

Using "(I 9)", current profiles are computed from the
maximum extreme pycnocline displacements obtained
from the ReKdV model simulation. The horizontal and
vertical velocities are shown on Fig.7 and Fig.8.
The surface velocity does not differ from the value
computed from the SAR image.

(19)

i
j

-<>.IU u_.,,. u.<><.o o.""" <>.10 ..,_,., 04'" -o.•
u (,..,/•) u (•••/•)

Fig.7 : Horizontal current profiles estimated from the
maximum displacement of the pycnocline

If we assume an internal tide wavelength of lOkm,
distance between the two packets observed by the SAR
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image (Fig.I), the vertical velocity is relatively high,
giving strong impact on offshore structures.

_,~L....-c.......w.~-L~._j_,~.J...........,.
-0-•2 -u.rc -0.011 -o.Otl -o.o• c.e.ea o.oo c cc e.ea o.o4 o.oa o.oa 0.10 0.12

w (m/•) "'(n'/•)

Fig.8 : Vertical current profiles estimated from the
maximum displacement of the pycnocline

CONCLUSION

The association of SAR imagery allowed soliton
current characterisations. The non-linear model applied
for the Guinea Gulf and Andaman Sea (not presented
here) is an interesting tool for soliton generation. The
association of both SAR imagery and the numerical
model can be used for operational studies. When
applied in combination, it will be possible to:

characterise area within risk for offshore
operations
to predict non-linear internal tide
to define better the in-situ survey campaigns
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ABSTRACT

We compare image quality and radiometric calibration
of several RADARSAT ScanSAR processors to assess
impact on ocean wind retrieval. To address the relative
state of ScanSAR processing, we arranged to have
several ocean scenes processed by four different
ScanSAR processors. We found some variability in
image quality and radiometric calibration.
Nevertheless, ScanSAR images should be able to
provide useful high-resolution wind field information at
near-synoptic scales.

INTRODUCTION

Ocean surface wind vector retrieval from ScanSAR
images is a topic of emerging interest. For example, it
has been shown that RADARSAT (C-band HH
polarization) ScanSAR images could have a role in
hurricane surveillance, polar low monitoring, and
operational coastal wind field measurement. It is now
well established that, knowing the radar geometry, the
wind speed can be estimated from the SAR-observed
radar cross section using a suitable wind retrieval model
[6]. Hybrid C-band HH polarization models (consisting
of a C-band VV polarization ERS scatterometer model
such as CMOD_IFR2 and a suitable C-band
polarization ratio) have been successfully demonstrated
for use with single beam RADARSAT SAR images [8].

Unfortunately, the calibration of RADARSAT
ScanSAR products has proven to be a rather long and
difficult process. Complicating factors have included:
our rather poor knowledge of the spacecraft's attitude
leading to azimuth stripes due to errors in applied
elevation antenna patterns; image scalloping that arises
from errors in Doppler parameter estimation; the limited
available dynamic range of ScanSAR image products;
and the occurrence of analogue-to-digital converter
(ADC) saturation.

The latter problem is now well understood. When ADC
saturation occurs, a loss in signal power and a
consequent underestimation of the radar cross section
results. RADARSAT's automatic gain control (AGC) is
essentially driven by only the contents of the near-half
sub-swath [7]. Two acquisition strategies have been
proposed to address this AGC problem. First, dynamic
gain acquisitions can lead to saturation-induced dark

bands over land and possible underflow over water. For
this approach, it is recommended that the ocean target of
interest be maintained in the near-half swath. Second,
fixed gain acquisitions require an a priori decision by
the user to supply a suitable gain setting. Of course, the
appropriate gain for the ocean is wind speed dependent.
For each strategy, the occurrence of saturation can be
monitored in the signal data and calibration correction
factors can be estimated by assuming a Gaussian signal
data distribution.

We have obtained ScanSAR products from four
RADARSAT processors: the Canadian Data Processing
Facility (CDPF), the Tromse Satellite Station (TSS},the
Alaska SAR Facility (ASP), and IOSATs SentrySAR
processor. In this paper, we present our understanding
of the calibration status of these ScanSAR processors
and we intercompare some derived data profiles. The
comparisons are based on StormWatch data [2] acquired
over a buoy near the Hibernia oil production platform
(N46:45 W48:47) on the Grand Banks of Newfoundland
during winter '97/'98 (Fig. 1), and a ScanSAR image of
Hurricane Danielle (Fig. 2) acquired in August 1998 off
the US East Coast, as summarized in Table 1. The high
resolution (i.e., lOO's of meters) with which we can see
the wind field's imprint on the ocean surface across the
nearly 500 km swath of these images illustrates why
RADARSAT ScanSAR images are of interest for high
resolution (compared to scatterometry's 25 to 50 km
resolution) wind field retrieval at near-synoptic scales.

CALIBRATION REQUIREMENT

We first consider the requirement on radiometric
calibration for wind speed estimation from SAR images.
In Fig. 3, we have plotted the wind speed error that
would be expected for a given error in normalized radar
cross section 0° at a particular incidence angle and for a
known wind direction. From the plot, we see that in
order to retrieve wind speeds to an accuracy of better

ble 1: S fScanSARd idered~------ -
Data Set Date/fime (UTC] Pass Wind
StormWateh 25-Nov-97 21:06 Ase. 18mis, 317°
StormWateh 19-Dee-97 21:06 Ase. 9 mis, 304°
StormWateh l2-Jan-98 21:06 Ase. n/a
StormWateh 01-Mar-98 21:06 Ase. 7 mis, 19°
Danielle 31-Au!!-98 10:5l Dese. n/a

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000
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Table 2: S fScanSAR idered- ---- - - -- - --- -- - •... - - -

Processor Data DN format Output dynamic ADC saturation Radiometric
Orientation range control compensation Calibration

CDPF Zero Doppler 8-bit integer outputLUT, No ±1.35 dB (more for
linear in B° scallops) [5]

ASF Beam Centre 8-bit integer -25.5 dB to 0 dB, No ±0.2dB SCWB only
lozarithmic in o. [4]

TSS [3] Beam Centre 8/16-bit integer -30.1 dB to 22.5 dB, Yes No
logarithmic in 6°

SentrySAR Beam Centre 8/16-bit integer or outputLUT, Yes Yes, error bar
float linear in B° unknown

Fig. 1: RADARSAT ScanSAR Wide B images (CDPF) of Hibernia (right of centre) acquired during StormWatch: full
swath, near edge to the left, sequenced as in Table 1. The line is nadir ambiguity. (©CSA 1997 and 1998)

than 2 mis, in general, we may need to achieve
calibration that is much better than 1 dB, absolute,
especially for the higher wind speeds that are of greater
interest. This calibration tolerance assumes that the
wind direction is known. The required tolerance on
radar cross section is even smaller if the wind direction
is also to be estimated from the SAR image since a wind
direction error can also contribute to the error in the
retrieved wind speed.

THE PROCESSORS

The salient details of the products from the available
ScanSAR processors are summarized in Table 2. In
each case, the SPECAN processing algorithm is used, so
well known ScanSAR image quality problems, such as
image scalloping, can arise in the event of errors in the
estimated Doppler centroid. The image products are
provided in varying geometries and with various
radiometric calibration statuses, as noted. We only
considered 8-bit image products. The TSS ScanSAR
products are not radiometrically calibrated. For the TSS

Fig. 2: RADARSAT ScanSAR Wide B image
(SentrySAR) of Hurricane Danielle: full swath, near
edge to the right. (©CSA 1998)
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Fig. 3: Error in retrieved wind speed for a given error in
cr0 for a hybrid C-band HH polarization model at 30°
incidence angle for the wind blowing towards the radar.
We assumed that the wind direction is known.

products, we have subtracted 46 dB from the ~• values
interpreted from the digital numbers (DNs). While this
is certainly not a robust calibration, this does serve to
nominally align the TSS data with the data from other
calibrated processors.

Stonnwatch, Novemb4H25, 1997,M'-NarRatio
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Fig. 4: cr0 transect through the eye of Hurricane Danielle
showing ADC saturation power loss compensation with
the SentrySAR processor (labelled IOSAT - ADC on).
The correction is important at the near edge of the
scene.

The TSS and SentrySAR processors can operationally
carry out ADC saturation analysis and compensation.
The impact of this correction for a fixed gain acquisition
over a hurricane is illustrated by the radar cross section
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Fig. 5: MSVR as a function of local incidence angle for the StormWatch scenes, as available for each processor.
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profiles shown in Fig. 4. The CDPF and ASF products
tend to underestimate the radar cross section by up to 2
dB, especially for smaller incidence angles. In general,
ADC saturation could arise for fixed gain acquisitions.
It would become worse for higher wind speed
situations, especially in the vicinity of the elevation
antenna pattern maxima of each beam that makes up the
ScanSAR image swath.

IMAGE QUALITY

As a check on image quality, we have inspected the
images for obvious problems such as scalloping and
inter-beam seams. Although these artifacts are not rare,
none of the images that we worked with had dramatic
problems in this regard. The worst case of scalloping
was measured at about 0.7 dB peak-to-peak. The
SentrySAR processor carries out platform orientation
estimation in order to refine the Doppler centroid, and
dynamically updates the orientation parameters within a
scene [1]. The products from this processor had
essentially immeasurable scalloping for the cases that
we examined in this study.

As a quantitative check on image quality, we plotted the
mean-squared-to-variance ratio (MSVR) as a function
of local incidence angle through the Hibernia location
for each of the StormWatch scenes (Fig. 5). We see that
each processor has generated products with nominally 7
statistically independent looks. The local reduction in
MSVR for all processors near 36° on Jan 12 is due to a
local loss of the backscattered signal.

CDPF, SingleTransect of Hibernia,Dec 19, 1997

We have also plotted, for
reference, some model
transects of radar cross section
based upon a hybrid C-band
HH polarization wind
scatterometry model that is
composed of CMOD_IFR2 and
a polarization ratio based on
Kirchhoff scattering [8]. The
central model curve is based on
the in situ measured wind
vector that is assumed to apply
across the entire swath (except
for the 12 Jan. '98 case, for
which an in situ wind vector
was not available). The other
two model curves correspond
to the measured wind speed
plus or minus 2 mis. If the

The increase in MSVR at the far edge of the Nov. 25
CDPF product is attributed to overflow of the 8-bit DNs
in the image product (i.e., the output LUT was
inappropriately large in this case). The ASF products
show a roll-off in MSVR at the near edge. The reason
for this is not so far understood.

For the SentrySAR products, and some of the others to a
lesser extent, there is a local increase in MSVR in the
vicinity of the interbeam seams. Presumably, this is
caused by the SentrySAR blending the data in the entire
beam overlap region, effectively increasing the local
number of statistically independent looks. Furthermore,
some of the processors show an increase in MSVR
while others show a decrease in the vicinity of the Wl
nadir ambiguity (near 31", see the Jan. 12 transect, in
particular). Again, we presume that the various
processors treat the nadir ambiguity in different ways.
The naidr ambiguity is most visible in the CDPF and
ASF products. In Fig. 6 we show a single range W
transect for each processor through the Hibernia
location. We see the effects of DN underflow and
overflow, particularly for the ASF product. There is
also some DN truncation for the CDPF product, but it is
less obvious due to use of an output LUT to scale W into
an image DN.

RADIOMETRIC CALIBRATION

In Fig. 7, we show range transects of the mean
normalized radar cross section a· through the Hibernia
location from each of the processors for which we have

data available. The TSS and
SentrySAR processors each
used ADC saturation power
loss compensation, although
these scenes were actually
acquired using dynamic gain.
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Fig. 6: A single transect of W as a function of incidence angle for one StormWatch
image.



radiometric calibration is satisfactory, we would expect
that the SAR-observed radar cross section profiles
should agree with the model in the vicinity of the
Hibernia platform (near 36° local incidence angle),
while the slope of observed profiles should agree with
the model slope, at least in the vicinity of the wind
vector measurement.

We see that, in general, the transects from the various
processors agree with each other to within several dB.
The exception is that the ASF data show smaller radar
cross sections, compared to the other processors for the
two available cases, at least for larger incidence angles.
We also see reasonable agreement with the model
curves, particularly in the vicinity of the in situ
measurement. The variability in radar cross section as a
function of incidence angle is a measure of the
variability in local wind speed across the nearly 500 km
image swath. However, radar cross section
discrepancies at these scales suggest that the calibration
of certain of these processors is not accurate enough to
support wind field estimation to within 2 mis. At this
point, we do not know which processor has provided

30 35
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data with the best calibration.

For completeness, in Fig. 8 we show a normalized radar
cross section transect in azimuth through one of the
StormWatch scenes. We do not see any systematic
differences among the available data sets in the azimuth
direction, aside from the smaller radar cross sections
from the ASF product that were noted earlier.

CONCLUSIONS

We have compared RADARSAT ScanSAR ocean
images processed on 4 different ScanSAR processors
with the ocean wind retrieval application in mind. In
general, we found comparable image quality among the
processors. The occurrence of inter-beam seams and
the degree of scalloping tended to be small for these
open ocean images. Such images do not have large
backscatter changes over small distances in azimuth,
making Doppler centroid estimation straightforward.

In some cases, underflow and overflow of the digital
numbers in the image products caused problems with

- CDPF
····- IOSAT

ASF
TSS

- - Hybrid 011ml•
- Hybrid09mls

07m/•

2() •• es

Av«aa-d TranMCts Near Hibernia, M• 01, 1998,Blodl Avera9ng • 40
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2() 25 30 35
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4540

Fig. 7: o" as a function of local incidence angle for the StormWatch scenes, as available for each processor. Also
plotted are hybrid C-band HH polarization model cross sections for the wind speed and direction (if available)
measured at Hibernia and that speed ± 2 mis.
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image quality and calibration. Digital number overflow
can be a problem for higher wind speeds.

Each processor had a similar MSVR for open ocean
regions with measurable backscattered power, in spite
of differences in the way the DNs are coded and scaled
in the image products. Evidently, some of the
processors treat the beam overlap region in different
ways.

ADC saturation power loss could be a problem under
some circumstances. It is recommended that a
correction based on signal data saturation analysis is
applied routinely to all images. This satuation problem
becomes more severe for larger wind speeds if the
image was acquired with a fixed gain. Unfortunately,
there may be little evidence in the image for this
saturation, and the product does not provide information
on the gain settings that were actually used.

The radiometric calibration agreed to within several dB
among the processors considered. Exceptions were
when ADC saturation power loss occurred and was not
compensated, and the ASF products that indicated lower
radar cross sections at larger incidence angles.

It appears that the radiometric calibration of
RADARSAT ScanSAR images could support the ocean
wind retrieval application. The caveats are that the raw
digital numbers in the images should be examined for
overflow, ADC saturation power loss, if present, should
be compensated, and that radiometric problems could
arise locally if image scalloping occurs. However, at
this point, further analysis is required to understand the
noted discrepancies in normalized radar cross section.
Analysis of Amazon rainforest and (adequately
sampled) calibration transponder images could provide
new insight in this regard.
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ABSTRACT

At the 1998 CEOS SAR workshop Evert Attema
(ESA/ESTEC) asked whether ground receiving stations
act as stable point targets - this paper helps to answer
that question.

INTRODUCTION

The quality assessment and calibration of the ERS-1 and
ERS-2 SARs has been performed using the three ESA
transponders deployed in the Netherlands [1, 2]. With
the single lOOkmswath ERS SAR instrument, the ESA
transponders can be imaged up to 6 times per 35 day
repeat period. The forthcoming ESA Envisat ASAR
instrument has a large number of swaths and modes of
operation which means that the quality assessment and
calibration task will be much more onerous than for the
ERS SARs. This task can be made easier by increasing
the number of suitable targets.

One source of additional point targets is ground
receiving stations. As these are used to acquire data in
real time, they will be pointing towards the satellite
while acquiring the data and thus could be a stable point
target. If the ground stations prove to be suitable as
secondary calibration sources, then the number of
suitable point targets that could be used for Envisat
ASAR calibration is increased in number. In addition,
the spatial distribution of suitable point targets could be
substantially increased.

This paper examines the image quality, stability and
localisation aspects of two ground stations: the ESA
ground station at Salmijaervi, Kiruna, Sweden and the
German national station at Neustrelitz.

THE GROUND STATIONS

The majority of the ERS SAR data archived at the UK
pAF has been acquired by the ESA ground station at
Kiruna, Sweden. Within the footprint of this ground
station there are three national ground stations receiving
ERS SAR data: at Neustrelitz, Germany, at Trornse,
Norway and at West Freugh, Scotland. All four ground
stations have been examined for suitability to derive
image quality and stability measurements:

• The Kiruna ground station has an extremely
saturated impulse response function (IRF) - its radar
cross-section is estimated at 71dBm2 (cf. 57dBm2 for the
ESA transponders). However, the ground station
azimuth ambiguities are sufficiently strong to enable
some IRF parameters to be measured. Fig l(a) shows
the ground station IRF and azimuth ambiguities (top and
bottom). Fig l(b) shows in more detail an azimuth
ambiguity and an ESA transponder. Although the
ambiguities have a radar cross-section of approximately
47.5dBm2 (a 2.5m corner reflector), no sidelobe
structure is visible.

Fig.l(a): Kiruna ground station from ERS-2 orbit 13317,
frame 2223, 30'h November 1997 (the image size is
12.5kmby 12.5km).

Fig l(b): An azimuth ambiguity (left) from ERS-2 orbit
13317, frame 2223, 30'hNovember 1997 and an ESA
transponder (right) from ERS-2 orbit 22550, frame
2547, 13'hAugust 1999 (image size is 750m by 750m).
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• The Neustrelitz ground station is not saturated in
three-look detected PRI products and so can be used to
derive all IRF parameters. Fig 2 shows the ground
station IRF.

Fig. 2: Neustrelitz ground station from ERS-2 orbit
22442, frame 1066, 5'hAugust 1999 (the image size is
3.0km by 3.0km).

• The Tromse ground station is just saturated in the
PRI product and is thus unsuitable for any IRF
parameter estimation (the azimuth ambiguities are far
too weak to be of use).
• The West Freugh ground station is also just
saturated in the PRI product and is thus unsuitable.

Thus, of the four ERS SAR ground stations within the
Kiruna footprint, only two are suitable for analysis:
Kiruna and Neustrelitz. Of these only the Neustrelitz
ground station is suitable for image quality and stability
assessment while both can be used for stability and
localisation assessment.

IMAGE QUALITYASSESSMENT

The imag~ quality measurements include the azimuth
and range ,spatial resolutions, peak sidelobe ratio and
integrated ~idelobe ratio (see (1] for definitions). Table
1 gives values for these parameters derived using PRI
products. The Kiruna results are for ERS-1 and ERS-2
SARs while the Neustrelitz results are for the ERS-2
SAR. In addition, Figs 3 and 4 shows the azimuth
resolution as a function of acquisition date and range
resolution as a function of incidence angle. The solid
line and curve show the theoretical resolutions.

I

Parameter ERS-1 ERS-2
Azimuth resolution (m) 22.77±0.53 22.80±0.97
Peak sidelobe ratio (dB) -8.37±1.17 -8.09±1.34
Integrated sidelobe ratio -4.09±0.82 -4.19±0.97
Table l(a): Kiruna ERS-1 and ERS-2 SAR PRI image
quality (based on 37 images for ERS-1 and 34 images
for ERS-2).

Parameter ERS-2
Azimuth resolution (m) 22.29±0.90
Peak sidelobe ratio (dB) -16.1±1.0
Integrated sidelobe ratio -13.8±1.1
Table l(b). Neustrelitz ERS-2 SAR PRI image quality
(based on 61 images acquired since April 1996).
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Fig 3(a): Kiruna ERS-1 and ERS-2.SAR.PRI azimuth
resolution - squares for ERS-1 and diamonds for ERS-2
(the line is the theoretical azimuth resolution).
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Fig 3(b): Kiruna ERS-1 and ERS-2.SAR.PRI range
resolution - squares for ERS-1 and diamonds for ERS-2
(the curve is the theoretical range resolution).
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Fig 4(a): Neustrelitz ERS-2.SAR.PRI azimuth resolution
(the line is the theoretical azimuth resolution).
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Fig 4(b): Neustrelitz ERS-2.SAR.PRI range resolution
(the curve is the theoretical range resolution).

Table 1 shows acceptable mean values for the Kiruna
azimuth resolution and for all the Neustrelitz IRF
parameters. As the Kiruna azimuth ambiguities show
very little sidelobe structure, the peak and integrated
sidelobe parameters are much worse than those
measured using the Neustrelitz ground station. The
main difference between these results and those derived
using the ESA transponders [2] is that the spread of
values is greater. For example, the range resolution
results (Fig 3(b) & 4(b)) shows a much greater range of
values than for the ESA transponders although there are
some measurements which are close to the theoretical
range resolution curve. This indicates that provided a
sufficient number of measurements are made, the
Neustrelitz ground station gives acceptable IRF values.
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RADIOMETRICSTABILITY

The measured radar cross-section (RCS) of the Kiruna
ground station azimuth ambiguities and the Neustrelitz
ground station have been used to derive the stability of
the ERS-1 and ERS-2 SARs (the standard deviation of
the RCS measurements). For the Kiruna results, the
average of the both ambiguities is derived for each
image. The use of the azimuth ambiguities assumes that
the ERS SAR azimuth antenna pattern is constant.

Table 2 gives the mean radar cross-section, stability and
peak to peak RCS values of the Kiruna ambiguities.
Figure 5 shows the ERS-1 and ERS-2 Kiruna ambiguity
radar cross-section relative to their mean values as a
function of date and incidence angle. The results for
ERS-1 are higher than those derived using the ESA
transponders (c.f. 0.24dB stability and 1.42dB peak to
peak) while those for the ERS-2 SAR are comparable
with the transponder results (c.f. 0.27dB for stability and
l.23dB for peak to peak) (see [2]). Note also that the
mean ambiguity radar cross-section derived using ERS-
1 and ERS-2 imagery is similar (given the standard
deviation of each measurement) thus giving good
relative radiometric calibration between the two
instruments. Figure 5 shows the ERS-1 and ERS-2
Kiruna ambiguity radar cross-section relative to their
mean values as a function of date and incidence angle.
There is no obvious radar cross-section trend with
incidence angle.
Parameter
Mean RCS (dBm2)

Radiometric Stability (dB)
Peak to Peak RCS (dB)
Table 2: Kiruna ERS-1 and

ERS-1
47.36
0.44
1.81

ERS-2 SAR

ERS-2
47.67
0.25
1.03

radiometric
stability results.
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Fig. S(a): Kiruna azimuth ambiguity relative radar cross
section (squares for ERS-1 and diamonds for ERS-2).
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Fig. S(b): Kiruna azimuth ambiguity relative radar cross
section as a function of incidence angle (squares for
ERS-1 and diamonds for ERS-2).

Table 3 gives the mean radar cross-section, stability and
peak to peak RCS values for the Neustrelitz ground
station. Figure 6 shows the ERS-2 Neustrelitz radar
cross-section relative to its mean values as a function of
date and incidence angle. The radiometric stability and
peak to peak RCS results are slightly higher than for the
ESA transponder and for ERS-2 Kiruna results.
Examination of Fig 6(b) shows there are several radar
cross-section measurements that are significantly lower
than the majority. These occur when the ground station
IRF is at extreme low and high incidence angles. The
fact that there are other higher radar cross-section
measurements at low and high incidence angles suggests
that the ground station itself is contributing to the larger
than expected radar cross-section variations.
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Fig. 6(a): Neustrelitz ERS-2 relative radar cross-section.
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Fig. 6(b): Neustrelitz ERS-2 relative radar cross-section
as a function of incidence angle.

Parameter ERS-2
Mean RCS (dBm2) 58.89
Radiometric Stability (dB) 0.43
Peak to Peak RCS (dB) 1.82
Table 3: Neustrelitz ERS-2 SAR radiometric stability
results.

Overall, the radiometric stability results using the
Kiruna and Neustrelitz give results that are, at worst,
only a factor of 2 higher than derived using the ESA
transponders.

IMAGE LOCALISATION

The measured pixel coordinates of the ground stations
can be used to assess image localisation. This is
achieved by converting the image corner latitude and
longitudes to cartographic coordinates using a UTM
map projection. Then a bilinear fit using the corner
cartographic coordinates and the corresponding pixel
coordinates is used to determine the cartographic
coordinates of the ground station. These can then be
used to determine the image localisation.

Fig 7(a) shows the location of the Kiruna ground station
itself, in cartographic coordinates, relative to the mean
cartographic location of the ground station in ERS-
2.SAR.PRI images. Notice the separation between the
ground station acquired during ascending passes and
descending passes - the difference of the average
ascending pass location and average descending pass
location is 1340m. The displacement between the
passes is a consequence of the VMP SAR processor
used at the ESA PAFs assuming that the surface being
imaged is located on the surface of an ellipsoid. If the
terrain being imaged is located above this ellipsoid, then



a displacement towards near range will occur. For
ascending passes, this displacement is mainly towards
smaller cartographic coordinates, while for descending
passes it is mainly towards larger cartographic
coordinates. The displacement will also be a function of
incidence angle as is shown in Fig 7(b).
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Fig. 7(a): Kiruna ground station cartographic coordinate
displacements (m) for ascending passes (squares) and
descending passes (diamonds).
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Fig. 7(b): Kiruna ground station displacement as a
function of incidence angle. The solid curve is for a
terrain height of 288m.

The curve shown in Fig 7(b) shows the displacement
variation with incidence angle for a terrain height above
the ellipsoid of 288m. This height occurs when the
difference between the displacement measurements and
the curve is a minimum- i.e. the image localisation after
correcting for terrain height. Fig 7(c) shows the image
localisation - the mean displacement is 29.7±14.2m.
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Fig. 7(c): Kiruna ground station localisation after
correcting for a terrain height of 288m.

In Fig 8(a) the location of the Neustrelitz ground station,
in cartographic coordinates, relative to the mean
cartographic location of the ground station in ERS-
2.SAR.PRI images is shown. The difference of the
average ascending pass location and average descending
pass location is 230m. The displacement as a function
of incidence angle is shown in Fig 8(b) - the curve
shows the displacement variation for a terrain height
above the ellipsoid of 42m. Fig 8(c) shows the image
localisation - the mean displacement is 51.8±33.3m.
This localisation is higher than that derived using the
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ESA transponders [2] and the Kiruna ground station.

Fig. 8(a): Neustrelitz ground station cartographic
coordinate displacements (m) for ascending passes
(squares) and descending passes (diamonds).
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Fig. 8(b): Neustrelitz ground station displacement as a
function of incidence angle. The solid curve is for a
terrain height of 42m.
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Fig. 8(c): Neustrelitz ground station localisation after
correcting for a terrain height of 42m.

The Kiruna and Neustrelitz ground stations have shown
that the displacement between ascending and descending
passes is significant in ERS.SAR.PRI products. Fig 9
shows the displacement as a function of terrain height at
near, mid and far incidence angles. This shows that the
highest parts of the earth's surface will have
displacements in excess of 10 km. Thus, users of
ERS.SAR.PRI products should be aware of this
displacement when using imagery to derive the location
of a feature using the latitude and longitude information
provided with the product. The ellipsoid corrected
product, ERS.SAR.GEC, also processed at the PAFs
have a mean terrain height correction already included
and so the ascending/descending pass displacements are
much smaller.
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Fig. 9: Ascending/descending displacement as a function
of terrain height above the ERS.SAR.PRI processed
ellipsoid at near (top line), mid (middle line) and far
(bottom line) incidence angles.

CONCLUSIONS

This paper has shown that image quality assessment
mean values using ground stations are only slightly
greater than those derived with the ESA transponders
although the spread of measurements is larger. Sidelobe
parameters could not be measured using the Kiruna
ground station azimuth ambiguities. Radiometric
stability results are comparable to or, at worse twice of
those derived using the transponders. Unlike the ESA
transponders, the Kiruna and Neustrelitz ground stations
are not at a terrain height close to the ellipsoid used
during processing of the ERS.SAR.PRI products. This
has meant that there is a significant displacement in the
location of the ground stations between ascending and
descending passes. After correction for terrain height,
the localisation of the PRI product is comparable to, or
at worst twice that derived using the transponders.

The results presented here show that ground receiving
stations can be used a useful secondary calibration
sources and it recommended that they be used as part of
the Envisat ASAR commissioning phase where many
suitable point targets will be required to assess the
performance of this instrument.
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ABSTRACT

RADARSAT-1, the first Canadian SAR remote sensing
satellite, was launched on November 4, 1995. After
commissioning, it was put into routine operations on
April 1, 1996. Significant effort has been expended in
the provision of geometrically and radiometrically
calibrated products to users. After calibration, the
beams are monitored routinely as part of the
Maintenance Phase for image quality. Radiometric
accuracy performance is monitored through periodic
measurements of the elevation beam pattern of single
beams using images of the Amazon rainforest. For
some beams, pattern changes have occurred after
calibration, but compensation has been made in the
processor by recalibrating these beams. This paper
describes the overall process of data acquisition, data
analysis and recalibration for maintaining calibration
accuracy within the design goal limits [1].

INTRODUCTION

RADARSAT-1, the first Canadian radar remote sensing
earth observation satellite, was launched into orbit on
November 4, 1995. Since then, an extensive effort was
spent on calibrating the imagery produced by the
Synthetic Aperture Radar (SAR) processor which is
located at the Canadian Data Processing

1On contract from Lockheed-Martin Canada.

2 On contract from Isosceles Information Solutions Inc.

Facility (CDPF) receiving station near Ottawa. An
important requirement of the RADARSAT-1 program
was to provide users with radiometrically calibrated
imagery. This means that users should be able to
extract values of the radar brightness parameter from
imagery which are calibrated to within 1 dB across the
swath regardless of the terrain imaged. Radiometric
calibration of the elevation beam patterns is required in
order to achieve the required accuracy.

To achieve the initial calibration of the beams,
numerous images were acquired over active transponder
sites and over the Amazon rainforest region. The latter
set of measurements are routinely used for monitoring
the elevation beam pattern measurements. The
calibration performance of the RADARSAT-1 system
has been reported elsewhere [2]. This paper focuses on
the process of maintaining the radiometric calibration
performance of the RADARSAT-1 system and
describes tools that were developed for such purposes.

APPROACH

The approach used for maintaining radiometric
calibration of the RADARSAT-1 system is comprised
of the following steps which are depicted in the
flowchart given Fig. 1.
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Fig. 1: Flowchart illustrating the steps taken in maintaining radiometric calibration of RADARSAT-1



There are broadly speaking eight steps to maintaining
the radiometric calibration of RADARSAT-1 as
follows:

1. Acquire raw Amazon data for measurement of
Elevation Beam Pattern (EBP).

2. Process Amazon Data without Elevation Beam
Pattern Correction (EBPC).

3. Measure EBP from processed image

4. Compute difference pattern without removal of
spacecraft roll.

5. Compute difference pattern with removal of
spacecraft roll.

6. If necessary, recalibrate the current EBP stored in
the processor.

7. Test recalibrated EBP confirming radiometric
improvement

8. Replace EBP in payload database with recalibrated
EBP.

The following paragraphs briefly describe the steps
involved in maintammg radiometric calibration
performance of RADARSA T-1.

Step 1: Acquire Raw Amazon Data

The first step is to gather raw data in the Amazon
rainforest region, which is noted for its roughly
homogeneous radar backscatter properties [3]. In the
Maintenance Phase of the RADARSAT-1 program,
Amazon data are collected roughly once every two
months for all 26 beams. In practice, the data collection
process is limited by imaging opportunities of the
Amazon region with the spacecraft due to orbital
constraints. Typically, imaging opportunities are once
every two to three days by any beam. If we are
interested in only one particular beam, the opportunities
are further reduced, and especially in the case of some
narrow fine beams where imaging opportunities may be
restricted to roughly once per month.

Acquisitions are routinely scheduled for all calibrated
beams to enable identification of those beams which
might be experiencing pattern changes due to possible
aging effects (e.g. variable phase shifters). Once the
problematic beams have been identified, additional
acquisitions may be scheduled to confirm changes in the
beam pattern. If consistent pattern changes are evident,
recalibration of the elevation beam pattern is required to
be performed (step 6).

Step 2: Process Amazon data without EPBC

The second step is to process the raw Amazon data as an
SGF product without beam pattern correction. This is to
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enable the beam pattern to be measured from the image
product. Processing is performed by the CDPF and the
products are copied to exabyte tape for off-line pattern
measurement.

Step 3. Measure EBP from Processed Image

The third step is to measure the elevation beam pattern
from Amazon scene products. The beam pattern
measurement method for scene products has been
described elsewhere [4]. Once measured, the test
pattern is stored for off-line analysis.

Step 4. Compute Difference Pattern Without
Removal of Spacecraft Roll.

In this step, the calibrated and test patterns are
compared by computing the difference pattern without
removal of spacecraft (SIC) roll. This is to quantify the
level of radiometric errors which can be expected from
products processed with the current Payload Parameters
File (PPR). The calibrated pattern for the desired beam
is obtained from the PPR file. The test pattern is
obtained from the beam pattern measurement in step 2.
The difference function is computed over two regions:
the whole beam and the central 80%. Normally the
outer edges of the scene are more sensitive to roll
variations in the SIC and the two comparisons allow a
rough assessment of whether the differences are caused
by pattern change or by SIC roll.

In a perfect match, we expect to find a constant
difference and the Peak to Peak (P-P) excursion of the
curve (difference of the maximum and minimum) is
used as a measure of the match of both pattern and SIC
roll.

Step 5. Compute Difference Pattern With Removal
of Spacecraft Roll.

This step is similar to the previous one except it to
compute the difference pattern with removal of
spacecraft roll. This is useful to identify any possible
pattern changes, either in the electronic boresight and/or
the shape when the effect of spacecraft roll is removed.
If changes in pattern shape are noticed, more data is
acquired and the process is repeated (steps 1-5).

The computation of the optimal roll offset is initiated by
a coarse grid search followed by a correlation technique.
Typical values for the grid search range from ±0.3
degrees.

When the excursion of the measured antenna pattern
from the payload reference pattern is more than 1 dB,
for 3 or more consecutive data takes, a new pattern is
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determined. Otherwise monitoring beam performance
continues.

Step 6. H necessary, Recalibrate the Current EBP

When it has been determined that the elevation beam
requires recalibration (step 5), it is necessary to identify
the approximate date at which the pattern shape changes
began to occur. This information is obtained by noting
the P-P excursion and central 80% swath deviations in
the difference pattern computed without removal of SIC
roll determined at step 4. This is taken as the validity
date of the updated payload file.

The new antenna pattern calibration is established m
two substeps:

• At least three test antenna pattern measurements,

<{Y X G~Nr}, are combined to a single smoothed
pattern using a tool developed and implemented in
MATLAB™. The pattern combination algorithm
has been described elsewhere [5].

• The freshly determined smooth pattern is then fitted
using least squares analysis [6] to precision
transponder measurements taken since the first
detected occurrence of pattern departure from
specification. This gives the absolute level of the
calibration.

Step 7. Test Recalibrated EBP

Repeat the antenna pattern measurement on those
Amazon products for which the radiometry was
degraded. Using the recalibrated pattern as the
reference, repeat steps 2 through 5 comparing the test
pattern.. The results of the P-P deviations are stored for
comparsion with the original values.

The difference pattern without removal of spacecraft
roll is verified to be less than about 0.3 dB peak-to-peak
deviation across the swath. This confirms that
radiometry has indeed improved when comparing the
shifted test pattern with the recalibrated pattern.

Step 8. Replace EBP in Processor with Updated
EBP.

Issue an updated PPR file containing the recalibrated
elevation beam pattern for use by all processing
facilities.

EXAMPLE

An illustrative example of the above technique is
provided for recalibration of Standard Beam 3 (S3).
The software tools have been developed in the IDL 3.6
programming language running under the Sun Solaris
2.6 operating system.

Fig. 2 shows a summary plot of the difference patterns
without SIC roll for beam S3 acquired before and after
recalibration. Updated results of the P-P deviations
(AP100 and APso) versus time for calibrated beams are
reported elsewhere [2].

Fig. 3 shows the pattern analysis results for a product
acquired on March 6, 1999 where the radiometry is
degraded with PPR file #19. Fig. 4 shows the same
product after recalibration. Identified on each plot are
the calibrated and original test patterns, the shifted test
pattern and the original and shifted difference patterns
(upper curves), the spacecraft roll, and the P-P swath
deviations for the original and shifted difference
patterns.

Comparing Fig. 3 and 4, the improvement is self
evident between the degree to which the shifted test
pattern matches the calibrated pattern. The same
technique is repeated for other products where
radiometry was degraded and radiometry was found to
improve, indicating a successful beam recalibration.
The payload parameters file was updated to PPR #20
with the recalibrated S3 pattern on April 21, 1999.

Table 1 provides a summary of the PPR files which
have been used to date since launch. It is noted that the
three most recent PPR files (#19,#20,#21) resulted from
recalibration of beams Wl, F4, S3, S6 and Sl based on
the tools and techniques described here.
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Fig. 2: Two-way difference patterns versus elevation angle without removal of spacecraft roll for beam S3.
Amazon data were acquired between October 13, 1998 and July 28, 1999. Beam S3 was recalibrated on April
21, 1999.
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Fig. 4. Beam pattern matching results for beam S3, product M0182715, after recalibration.

DISCUSSION

Caution must be exercised to check that the pattern
matching achieved at the edges is good, i.e., the beam
edges of the shifted test pattern and the calibrated
pattern should overlap each other. When there is a large
pattern change even with removal of SIC roll, it may be
concluded that the beam recalibration is required. In the
recent example of beam S3, the P-P deviations in the
roll corrected difference pattern (0.7 dB) were indicative
of the comparable elevation pattern shape. The
contribution of the SIC roll in the whole swath P-P
deviation is the difference with and with out roll
correction (1.5 - 0.7 = 0.8 dB). After recalibration, the
deviations in the difference are significantly reduced
(0.2 dB).

CONCLUSION

The pattern matching technique has been used to detect
small changes in the elevation beam pattern of alI
calibrated beams of the RADARSAT-1 system, which
are routinely monitored as part of the Maintenance
Phase. Tools have been developed for monitoring and
evaluating the pattern shape changes and for generating

an updated calibrated beam pattern which is used for
pattern correction by the SAR processor. The tools and
techniques described here can be easily adapted to
future Earth Observation Systems designed to produce
radiometrically calibrated products for the user
community.
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RADARSAT PAYLOAD FILES

Payload# Submitted Valid Start Time Valid End Time Comments

05 28-Nov-95 1995-12-28 23:24:28 1996-02-2821:03:41

06 28-Feb-96 1996-02-2821:03:41 1996-05-2121:36:00 Revised replica_phase_coeff

07 21-May-96 1996-05-21 21:36:00 1996-06-1415:34:53 New beam table load

08 14-Jun-96 1996-06-14 15:34:53 1996-07-2320:06:25 New beam patterns for Sl-7,
Wl-3, Fl-5

09 23-Jul-96 1996-07-23 20:06:25 1996-09-2521:13:05 Refinement of elevation beam
patterns and GCF

10 25-Sep-96 1996-09-2521:13:05 1996-11-27 19:39:39 Beam slot changes for extended
high beams

11 27-Nov-96 1996-11-27 19:39:39 1997-01-21 14:35:58 Calibration of beams S1, S2, S3,
S4 of CDPF products

12 21-Jan-97 1997-01-21 14:35:58 1997-02-14 17:12:08 ELI Beam replacing EHl beam

13 14-Feb-97 1997-02-14 17:12:08 1997-06-02 16:39:46 S5-S7, Wl-W3 calibrated, SI, S2,
S4 and GCFs upgraded

14 02-Jun-97 1997-06-02 16:39:46 1997-08-12 15:35:51 Fl-F5 calibrated, GCFs and
TRNLs updated, Relative beam
gains adjusted

15 12-Aug-97 1997-08-12 15:35:51 1997-09-0807:00:00 Calibration upgrade to Beam ELI

16 08-Sep-97 1997-09-0807:00:00 1997-09-0907:00:00 Beam EL I calibrated

17 8-May-98 1997-09-0907:00:00 1997-10-20 19:00:00 Beam S4 Calibrated for Left-
Looking Mode (Antarctic
Mapping Mission)

18 8-May-98 1997-10-20 19:00:00 1998-04-21 21:12:32 Copy of Payload 16with an
update of TNRL

19 23-Dec-98 1998-04-21 21:12:32 1998-10-1320:57:17 Beams F4 and WI recalibrated

20 21-Apr-99 1998-10-13 20:57:17 1998-12-10 20:57:17 Beams S3 and S6 recalibrated

21 17-Jun-99 1998-12-1020:57:17 2014-07-23 00:0:00 Beams SI recalibrated and TNRL
updated

Table I. Radarsat-I Payload Parameters Files Used Since Launch.
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ABSTRACT

This paper reviews the radiometric calibration budget of
RADARSAT-1 using a model for the estimation of
parameters used to set the calibration. The model
involves all of the externally determined quantities used
in the calibration together with their statistical.variation
including: antenna pattern determination, replica energy
variation, absolute calibration using reference targets,
and spacecraft attitude stability. Results from the
modelling are applied to the case of standard beam S3
which may be extended to other beams without losing
generality are consistent with previously reported
uncertainty estimates.

INTRODUCTION

Since its launch in November 1995, RADARSAT-1 has
undergone a number of stages including commissioning,
qualification, calibration and maintenance phases. It
was declared fully operational on April 1, 1996 and its
beams have gradually been calibrated and sometimes
recalibrated [l], [2], [3], [4]. During the process of
estimating the RADARSAT-1 beam patterns, there is an
opportunity [5] to estimate the associated radiometric
errors in products generated from the Canadian Data
Processing Facilities (CDPF). In this paper, we clarify
the procedure and express the assumptions and
limitations of that process. The absolute calibration of
RADARSAT-1 is implemented in the CDPF as a
product of several factors.

o a" G2 xGP =--oc P. CF ovenill
sinO r G2

ant

(1)

Here, P" is the scattering brightness, a" is the
normalized radar backscattering coefficient, P, is the
received power, GCF is the Gain Correction Factor
(GCF), Goveran is the overall gain factor determined

from pulse replica power, and G~1 is the two-way
antenna pattern shape as we shall see below. The
antenna shapes and the GCFs come to the CDPF
through the Payload Parameter File which is updated as
necessary to maintain an overall calibration accuracy.

There are four principle sources of error associated with
the calibration of any product outlined and described in
the subsections below. Briefly, these include antenna
pattern shape and mask overlay, pulse replica power
determination, external target radar cross section (RCS)
and extraction of impulse response measurements from
point targets, and overall system gain variation.

In addition, there are factors which relate to processor
normalization and we assume that these are well
understood and do not play a significant role here. In
the next section, we provide a theoretical framework for
the main sources of uncertainty and then go on to
provide an example of overall uncertainty before
drawing some conclusions.

THE APPLICATION OF THE ANTENNA PATTERN

The factor c;01in (1) represents the two-way relative
gain of the RADARSAT-1 beam. In the current
configuration of the CDPF it is placed over the image
swath assuming a nominal geometry for both single
beams and for ScanSAR since any attitude changes are
unaccounted. Uncertainties associated with the antenna
pattern can therefore be attributed to two sources: the
shape of the pattern and its placement over the image.
More discussion on these aspects are given in the
subsections below.

Proceedings of the CEOS SAR Workshop, Toulouse, 26·29 October 1999, ESA SP-450, March 2000
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The Shape of the Antenna Pattern

The antenna pattern is determined from a small set (at
least 3) of Amazon rainforest measurements [6]. These
are combined and contain statistical variations. Some of
these are textural in nature, and some due to other
causes like drainage fields and atmospheric effects. We
assume that although the shape of the pattern may be

Fig 1: Roll dependence of radiometric calibration from
beam S3

stable, there may be overall gain variations (either due
to the instruments on the satellite or variation in the
backscatter of the rainforest) and spacecraft roll
variations. These allow us to displace the individual
patterns that make up the final shape both in gain and in
angle in order to obtain the best overall fit [7].

The error in estimating the shape itself is found from the
spread in the amalgamated and shifted data from the
smooth profile fitted through it and is our estimate of
the uncertainty in the fitting process itself. We quantify
this as AP0 and it is a direct output of the antenna

ant

amalgamation software as the standard deviation of the
smoothed pattern and the amalgamated data.

The Roll Variation of the Satellite

In the process of determining the amalgamated antenna
pattern, the beams are shifted along the angular axis and
this is attributed to roll variations in the satellite. One
beam is taken as reference and the others are shifted to
form the best match. The amount of the horizontal
shifting is the estimated roll.

The radiometric uncertainty associated with roll is a
function of the size of the roll variation encountered and
the shape of the antenna pattern itself through the
relation:

Apo ""- dG;m AtJ. (2)
roll dtJ. e

e

In this equation, Ap;011 is the change in the apparent
normalized radar cross section due to an error A&e in the
roll angle which couples directly into the beam
elevation angle associated with the two-way gain «:.
When the antenna pattern is determined in dB, the
relation provides uncertainty in dB provided the
excursions are small. Fig. 1 shows the beam pattern for
beam S3 from payload 16 and the derivative of the two
way pattern below it. In this figure, the effect of a I0
roll on the radiometric accuracy is shown. Note that the
overall variation in each case is about 6 dB. Within the
first phase of calibration for RADARSAT, the roll error
in the satellite was less than 0.3° in the worst case.
Nevertheless errors from roll uncertainty can be
significant. Most transponder data takes will be in the
region of the middle of the beam where the slope is
approximately 1.5 dB/deg and typical roll variations are
about 0.1°. From this figure, we see that the expected
errors from this source will vary from approximately 0.2
dB to -0.4 dB for this beam, presuming that roll
variations are approximately 0.1 degrees. In estimating
uncertainty from this source, we assume that the
uncertainty of the roll is the standard deviation of the
roll estimates from the antenna amalgamation process.

THE DETERMINATION OF THE REPLICA POWER

The overall gain, as it is reported in the .PRC
(Processing Report Card) files from the CDPF processor
[8] is determined from integration over the pulse replica
and is reasonably stable. It includes any changes in the
transmitted pulse energy and most of the receive path
excluding the antenna and the limiter/LNA. Its function
is to monitor transmitted power and any attendant
receiver gains but because it does not include all parts of
the link budget, we prefer to call this source of
uncertainty as APrep. We determine it as the standard
deviation of the replica pulse energy determinations for
the scene. It is listed in the standard .PRC analysis
done by CCRS as illustrated in Fig. 2. In the CDPF, a
single overall gain factor is determined from the average
of the replica energies as follows.

2 - 106.5
Govera/l - < E > (3)



Product M0178348 Orbit 15655
65.4-------------------~

65.38

65.36

ili'65.34
:i::i..
~ 65.32
it
~ 65.3

~ 65.28
~
<X: 6526

0 0 0 0 0 0 0 0 0 0 0 0 0

Mean=65.312+/· 0.003dB
e>.erallVariation=O.o13

65.24

65.22

65.2L----'-----'----~----':-----::
0 5 10 15

Sample
20 25

Fig. 2: Pulse replica energy from processing a scene

Here, < E > is the average of the 21 replica energies
normally used in the scene. The exponent of 6.5 comes
from an early normalization for replica energy and
which sets the reference energy as 65 dB.

There are small variations observed in the individual
estimates of the replica power used in the processor and
reported in the .PRC files. We use the standard
deviation of this value for A/3rep .
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Fig. 3: Evolution of RADARSAT-1chirp3 energy

Fig. 3 shows the overall variation from the ensemble of
chirp 3 (l l.73 MHz) replica means determined since
launch. We see that this systematic correction can be as
much as 0.6 dB and is therefore an important systematic
correction. The jump in the data near orbit 10000
relates to the Antarctic Mapping Mission in which the
spacecraft was rotated to look left instead of its normal
look-right geometry.
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THE ESTIMATE OF THE RCS OF THE EXTERNAL
CALIBRATORS

In the method used to determine absolute calibration,
precision transponders [9] with known RCS are imaged
and used as calibration references. Associated with this
process are three related sources of uncertainty: RCS for
the precision targets, impulse integrated response, and
fitting error in the process of matching the target
responses to the antenna pattern.

The manufacturer's specification on this was
A/JRcs =±0.25 dB. It is expected that this estimate is
actually low [10]; however, in this report, we shall
assume the number is valid.

An important source of uncertainty here is fading
between the clutter and the replica of the transponder
return characterized by the set of Impulse Response
Measurements (IRM). For the products analysed for
RADARSAT-1 transponder response, the following
relation can be derived [5] for the linear variance of the
integrated response, £I , using the integrated signal-to
clutter ratio computed by the Image Analysis

Workstation (IAW), (.§._). .
C IQW

(4)

2 [(s )-2 (s )-1l 2
£1 = - . +2 - . X-

C iaw C taw 16
(5)

Typically (~). is in the range of 15 to 22 dB and
C 1aw

A/3/RM "'.12 dB.

UNCERTAINTY MATCHING POINT TARGET
AND ANTENNA PATIERN

Fig. 4 is an example of the results of a fitting process
between the smoothed antenna shape and the integrated
response from the precision targets for a set of data for
the recalibration of beam S3. The line is the smoothed
antenna pattern with its associated shape uncertainty as
described above. The error bars are the estimated RCS
uncertainties and do not include the contribution of the
measurement of the integrated response described by (5)
nor the uncertainty in the antenna pattern shape imposed
on the measurements (quite apart from our
determination of it) nor the uncertainty of the placement
of the antenna mask at the acquisition time of the
transponder data points; nor the replica power estimate.
These factors all contribute to the scatter of the points



542

and reflect the overall uncertainty in the region of the
transponder measurements. As part of the process,
three quantities are determined: the average
displacement of the curve and the transponder points,
< d > ; the standard deviation of the displacement mean,
O'~d>; and, the standard deviation of the displacement,
AP«d» =O'<d>. The line has been displaced by all
processor gains, by the expected backscatter of the
Amazon (-6.5 dB) and finally adjusted by a least
squares process to make a best fit with the point target
results. The value of D represents this final
displacement. The points represent the point target
results from the five acquisitions over the RADARSAT-
1 precision transponders. Their error bars are the
nominal spec. on the transponder absolute accuracy of
±0.25 dB.

From the discussion above, we can estimate the
contribution from unknown sources associated with the
fitting, AP<d>, by the relation which follows.

AP~, = Ap';_d>-AP~p -APJRM

-AP;cs - 2AP~ -AP;,,u
anl

(6)

Here, APfit is an unknown gain outside the mechanisms
so far discussed. The antenna gain uncertainty (shape)
is included twice because it appears both in the shape
being fitted and the transponder data because we assume
that these are approximately the same size. In the next
section, we relate this to a measure of overall gain
variation. Here, each of the subtracted components are
evaluated in the region of the image near the IRMs. In
using this relation, it is assumed that the variations are
all smaller than the fitted transponder data. If this is not
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Fig. 4: Absolute recalibration of beam S3

the case, any gain variations may be assumed to be
small.

OVERALL SYSTEM GAIN VARIATION.

In evaluating the calibration, there are several stages
which the data passes through including the
transmitter/receiver chain and the antenna as well as the
processor before IAW work is performed. Several
factors do however point to the possibility of
RADARSAT-1 system gain changes:
0 In reviewing the data from the Amazon

rainforest [11] it is clear that there is pass to pass
variation in the overall gain of the scene which
does not appear to affect the shape of the extracted
antenna pattern. We have no a priori means of
telling whether this source of change is due to
geophysical phenomena or gain changes in the
RADARSAT-1 system.

In some cases, similar size variations also occur
in the precision transponder data that appear to be
beyond the manufacturer's specification on
uncertainty and again the separation of target and
system is not intrinsically possible.

If we assume that both observed variations have the
same system gain source and that they are random, there
is an additional overall uncertainty in the absolute gain
of RADARSAT-1 which can be addressed from the

0

calibration data itself.

APfit Estimation from Precision Transponder Data

In the calibration of RADARSAT-1, we view the
precision transponders as the calibration standard and
the rainforest as an unknown error source. In this
scenario, provided that other known sources of
uncertainty are sufficiently small, we can estimate a
system gain contribution.

The uncertainty in gain can then be determined from the
RMS variation of the transponder integrated response
fits taking into account the already included uncertainty:
replica power, IRM error, antenna pattern and mask
placement, and RCS uncertainties. If we assume these
are in tum independent, the component associated with
unaccounted overall gain variations can be determined
from AO' gain =AP fit using (6) to obtain APfit •

Table l is an example of this calculation for the beam
S3 recalibration. In this case, the total systematic error
before inclusion of the possible gain variation exceeds
!:ia<d>. This means that we cannot find any new



variation from this data set and there are no unaccounted
gain variations observed in RADARSAT-1.

Table l: Systematic error estimates from point targets

IQuantity Standard Deviation Variance

(dB) linear linear

fl./Jrep 0.003 0.00 0.0000

fl./JtRM 0.12 0.03 0.0007

!l./3Rcs 0.25 0.06 0.0035

~., 0.18 0.04 0.0018

fl./Jrol/ 0.15 0.04 0.0012

Svstematic total 0.39 0.10 0.01

!l./J<d> 0.25 0.06 0.0035

A similar analysis [5] carried out using the rainforest as
a distributed target source leads to the same conclusion.

AMALGAMATION OF ERRORS

Each of the errors indicated in the preceding sections are
statistically independent. In the RADARSAT-1
calibration, it has been traditional to talk about
uncertainties in terms of three aspects:

l. The central 80% of the beam where the edges
of the elevation pattern are not apparent and the
slopes are more gradual.

2. The whole beam including the skirts of the
beams.

3. Typical and worst case scenarios.
Returning to (1), we see that the overall uncertainty in
calibrating a scene can be found from the relation

Estimates for various error sources are indicated as per
the formulae above. These results are compatible with
those presented in previous summaries [4] and
consistent with the Mission Requirements Document for
RADARSAT-1.
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Extension to More Global Statistics

The data presented so far are from a particular example
for the determination of the beam pattern for beam S3.
The extension to the global set of data for RADARSAT-
1 will involve bringing in the larger set of data from all
beams. This should provide better estimates for such
quantities as the attitude variations, replica energies,
rainforest variations, et cetera. There are no reasons in
principle why these could not be jointly evaluated.
Where it may not make sense to amalgamate data would
be in the error due to antenna pattern roll variation
which are highly dependent on the shape of the pattern
itself and individual beams for this reason may have
more intrinsic variation. In general, however,
RADARSAT-1 calibration accuracy has been quoted
globally and this would be one way of determining these
statistics.

CONCLUSIONS AND RECOMMENDATIONS

In this report, we have discussed the error sources
associated with the RADARSAT-1 calibration and have
estimated typical and worst case overall calibration
accuracy. Example data are given using recent data
from the recalibration of beam S3. From these data. we
conclude the errors found in the example are in line with
previous estimations and appear to be fully accounted
for by known systematic errors in both the transponder
and rainforest data. It should be noted that all of the
analysis is based on the assumption of sea level
featureless terrain.

It is recommended that a full set of statistics be
assembled for data from all sources to see how this
analysis applies globally.
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Table 2: Summary of Uncertainties from S3 Recalibration

Aspect Typical Worst Case

Central 80% Whole Image Central 80% Whole Image

dB linear dB linear dB linear dB linear

MGa.,
0.18 0.04 0.12 0.03 0.54 0.13 0.36 0.09

Roll Variation (deg) 0.07 0.15

Ilaroll 0.14 0.03 0.60 0.15 0.42 0.10 l.8 0.51

Sarep 0.03 0.01 0.05 0.01 0.09 0.02 0.15 0.04

Aa<d> 0.25 0.06 0.25 0.06 0.747 0.19 0.747 0.19

Total 0.33 0.08 0.65 0.16 0.98 0.25 l.92 0.55

AO"Rcs 0.25 0.06 0.25 0.06 0.75 0.19 0.75 0.19

dO"JRM 0.12 0.03 0.17 0.04 0.36 0.09 0.516 0.13

Aaroll 0.07 0.02 0.15 0.04 0.21 0.05 0.45 0.11

Sagain from Transponders 0.00 0.00 0.00 0.00 0 0.00 0 0.00

Saif 0.1 0.02 0.1 0.02 0.3 0.07 0.3 0.07

AO"offset 0.09 0.02 0.34 0.08 0.27 0.06 l.02 0.26
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Abstract
One of the main challanges in ScanSAR processing
is to suppress radiometric artifacts which stem from
the burst nature of the ScanSAR systems. Cross
track radiometric uniformity of the RADARSAT
ScanSAR imagery critically depends on the accu
racy of the antenna elevation beam patterns and the
accuracy of the spacecraft roll angle. Beam calibra
tion has been done in single beam mode for various
RADARSAT beams independently and at different
times. Such measurements are sensitive to roll in
stability. Thus relative beam boresight pointing and
relative peak gains of the beams used in ScanSAR
remain an issue. as well as time variations of the
satellite attitude. This paper deals with practical
issues of roll estimation in: i) ScanSAR processor
calibration and ii) ScanSAR processor production.

INTRODUCTION

Radiometric distortions across track depend on
two factors. The first one is due to the sensor to
target distance, or slant range, and the second re
flects the elevation beam patterns. The latter is
more difficult to correct because it depends on the
unknown roll angle. Therefore spacecraft roll has to
be estimated and tracked during processing. Scan
SAR systems [2]provide a unique opportunity to ex
tract roll information from the overlap regions bet
ween two beams. On a logarithmic scale, the diffe
rence between the intensities of the same target in
two beams should, on average, be equal to the dif
ference in the elevation gains of those beams at the
target position. Any mismatch between these two
differences can be attributed to the sensor's roll an
gle, but also to other imperfections in the system, as

will be discussed in the following sections. The main
idea is to estimate roll by minimizing a quadratic
criterion based on these missmatches. The proposed
algorithm is similar to Jin 's range centroid estima
tion method [3). The principal difference is that roll
will IJeestimated directly and all beam overlaps are
used at once. This procedure will succeed only if the
beams are well calibrated, if the processor is well ca
librated and if along track radiometric artifacts are
minimized.

ROLL ESTIMATION IN PROCESSOR
CALIBRATION

One way to calibrate a processor is to use a distri
buted target of uniform, steady and known /o, the
Amazon rain forest. The main objective is to de
termine the calibration constant A, but in order to
do that, the roll angle <P has to be matched to the
antenna beam pattern.
The main assumption is that the antenna gain

pattern w(J) is known for a set of elevation angles
-y E fw ~ R and that the measurements of the
range profiles s( /) are available for a subset -y E
rs c l'w ~ R. We will define the window function

1 -y El's
u(-y) = { O -y </:. r s (1)

Now, fitting of both A and </J can be defined by

[ ~ ] = arg min (II (As(-y) - w(J - <P))u(J) 112)
'I' (A,<l>)ER2

(2)
The solution is

A(</>)= L-r w(J - </>)s(-y)
2:-r s(i)2 (3)

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000



(
(2: w(i - ¢)s(i)) 2)this

gain offset. First, hi may include a term caused
¢ = arg min 2: w(1- ¢)2 - -r by relative miscalibration of the beam i and beam

</>ER -Y 2=-r s(1)2 i + 1 antenna gains. Another discrepancy between
(4) beam gains may be due to a possible difference in

Th . · ti II I ti th d It · the replica energies in the two beams. The ScanSARis rs essen ia y a corre a 10n me o . is sen-
·ti t ·r iti · ti W h processor should internally compensate for any suchst ive o nonunuorrtu res in re scene. e ave assu-
med that intensity and beam patterns are expressed difference in th~ transmitted ener~y of different be-

li I Th I ti I "th ill ams. However, if the replica energies are not knownon a mear sea e. e corre a ion a gori m wt per-
" b tt c d iit.i · precisely, or have to be estimated from the downlinkrorrn e er tor a c 1 ive noise. .sampled data, as is the case with RADARSAT, a

slight error may occur. ADC (analog to digital con
verter) saturation can also cause a gain offset. Fi
nally, a processor error in azimuth antenna pattern
compensation, due to inaccurate Doppler centroid
estimation, will result in an approximatly constant
gain offset between beams. This property will be ex
plained in some more details.

To illustrate t.he influence of Doppler centroid er
(5) rors, we will assume that a target is located at a

distance Xi along track from the azimuth antenna
beam center in beam i. Then, the same target is
located at a different distance Xi+I from the azi
muth antenna beam center in beam i + 1. The dif
ference b..x; = :r:; - .r;+ 1 is a function of the satel
lite velocity relative lo t.he target and the timing of
the two beams. It is referred t.o as the along track
beam offset. For H.ADA RSAT it is a few hundred
meters. For simplicity, t.hr- azimuth antenna pattern
will be modelled as an even polynomial function
a(x) = a0 + a2:r2 + a1.1:1 + ... with dominant low
order terms. lf the applied correction is dislocated
along track by d, caused by a small Doppler centroid
estimation error, then the image intensity distortion
along track will be a(x)- a(x - d). This is known as
the along track intensity modulation or scalloping
effect. For the same target, the difference between
the intensity distortions i11t.hc Iwo adjacent beams
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IMAGE INTENSITY IN BEAM
OVERLAPS

A commonly used model for the image intensity
Si of a radar target located at the slant range r in
the field of view of beam i is

Si = 9i(r) + <1 - 4r + e;

where Yi(r) is the sensor gain, a is the target back
scattering, e; is a speckle noise term. It is multipli
cative on the linear scale. All values are assumed to
be normalized to some suitably chosen reference and
expressed in dB units. i.e. on a logarithmic scale. If
the same target is also in the field of view of beam
i+1, a similar expression can be written, and the dif
ference Si -s;+1 will only depend on g;(r)-g;+1 (r").
The same can be said after averaging the image in
tensities in the along track direction, over several
bursts or, in other words, over several kilometers.
Within such limits of averaging, the lines of constant
slant range are approximatly also the lines of con
stant elevation angles, constant ground range and
constant sensor gain. Thus, for the values averaged
along the ground lines of constant sensor gain, one
can write

s, - .5;+1 = fli(r) - Yi+1 {r) + t; (G)

where t.; is a combined noise term.
The difference between the sensor gains in (6) will

be modelled as

where I is the elavat iou angle corresponding to
slant range r, qJ is the unknown roll angle, u:,(1')
is the known beam pal tern of beam i, and li, is an
unknown constant. The motivation for introducing
a constant gain offset between two beams is practi
cal. There are several sources that can contribute to

would amount to

(a(:r;)-a(i:;-d))-(a(:r,+1 )-a(:r1+1-d)):::::: 'la~d!l:i:;
(8)

where the higher order terms in d have been neglec
ted. In other words, by subtracting the beam inten
sities, the scalloping variations are largely cancelled
and the residual beam-to-beam difference is directly
proportional to the Doppler centroid error and the
along track offset. of the two beams.

Some RA DARS.t\T beams suffer from strong na
dir returns int he overlap region. This effect violates
the above model. It is beneficial to apply median
filtering tot lw cst.im at.cd iutcnsit.ies to mitigate the



influence of the strong nadir reflections.

MATRIX NOTATION FOR BEAM
OVERLAPS

Assuming that b beams are sorted in the incre
asing order of elevation angles, expressions of the
type (6) and (7) can be written for all n = L~~{n;
averaged ground pixels that fall in any of the beam
overlap egions, n; being the number of ground range
pixels between beams i and i + 1. To do this, some
basic matrix notation will be introduced, starting
with the definition of the following vectors for the
far overlap of the beam i (overlap with beam i+ 1):

s!" E Rn•
'W{ar(<P) ER"·

E; E n,n.

intensities .S;

antenna gains w;(! + <P)
noise terms c,

Similar definitions are introduced for the near over
lap (overlap with beam i - 1):

s7ear E Rn,_, intensities .S;
Wiear(cf;) E Rn•-1 antenna gains w;(r + ¢)

Additionally, the following vectors are introduced:

HE Rb-I

i., E {I}?'
Om E {o}m
- I TX = ;nlrnlm X

beam t.o beam gain offsets h,
each element is 1
each element is 0
each element is mean of X

Derived from the above are:

W(¢)

s,

:¢w{ar(<P)

.!!_ wnear(<P)
!l ' 'uo
sja.- - 511ea1·

' z+I

w{a'.(¢)-W;';f"(q;)

D{a''(<j;) - D7~~r(<j;)

[ s::. l
[

W1(¢) l
wb~1(<P)

s
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D(¢)

E

M

Combining all overalps together, one can write in
a condensed form

S=W(¢)+MH+E (9)

In this system of n equations the unknown para
meters are: the roll angle qi and the b - I elements
of H. The model (9) is linear in lu , but nonlinear in
¢. Starting from an initial estimate, e.g. J<0l = 0,
we shall linearize the model in the neighbourhood
of¢, and develop an iterative algorithm for refined
estimates ~(k), k E {1,2, ... }, as well as iJ(kJ. The
linearized model is

The desired estimates are the LMS solution to this
overdetermined system of equations. The solution is
an iterative procedure which takes into account all
beam overlaps simultaneously.

ALGORI'T'HM A
If zero gain offset is assumed, only roll ha'> to be

estimated and the following iterative solution ap
plies:

ALGORITHM B
If both roll and offsets are estimated. the solution

is as follows:

A¢Ck+I) = L~=I~D;(~(k))T(~S; - ~W;(~(kl))
'\'b -L.,i=I ~D;(<jJCkl)T ~D;(~(kl)

( 12)
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where the mean is subtracted from all the relevant
vectors

.6.D;(JCkl)
.6.W;(JCk))
.6.S;(J/kl)

D;(JCkl) - D;(JCkl)
W;(JCkl) - W;(JCkl)
S;(JCkl) - S;(JCkl)

and the gain offset estimates are

i,~k+l)ll!, = S; - D;(¢Ckl)Ac1P+1) (16)

The above expressions show that this algorithm
can not be applied in all cases. lf the beam pattern
differences in the overlap happen to be linear functi
ons of the elevation angle, then the derivatives D( c/i)
are flat and equal to the mean D(c/i). The roll ad
justment becomes undetermined and so do the gain
adjusrnents. This is the case with ScanSAR A types,
SCWA and SCNA. The B modes, SCWB and SCNB
can use the algorithm B. This is owing to the fact
that the Vl/'2/S5 pat.Lctn difference is a nonrnonoto
nous function of the elevation angle in the overlap
region.

COMPARISON OF FITTING RESULTS

The following table summarizes some results ob
tained for three data sets over the Amazon rain fo
rest.

Orbit 89:30 8880 9173
Oricnt.at.ion dsc. asc. dsc.

Type SCNB SCWB SCVVB
WI fit 0.0421 0.1179
W2 fit 0. HiOO 0.0084 0.0926
S5 fit O.l:lt\7 0.0337 0.0926
S6 fit 0 0926 0.0168 0.0758
mean 0. I291 0.0025 0.0947

Algorithm B 0.1319 0.0033 0.0967
tracking rms 0.0082 0.0168 0.0087

The top part of the table specifies the data sets
used All processing was done with IOSAT's Sentry
SAR processor with compensation for possible ADC
saturation [·1]. However. no steps were taken to ex
clude areas with rivers. Instead, the entire files were
used and averaging was applied. The middle section
of the table shows the results of the independent
beam fitting via the correlation method as a part of

(13)

(14)

(15)

the processor calibration procedure. Results for dif
ferent beams within the same dataset differ slightly.
The difference may come from a relative roll between
beams which could not be determined during the
beam calibration since only single beam modes were
used. An other source of error may be the roll va
riability within the scene under consideration. The
mean value of roll over all beams is also shown. Two
data sets are rolled roughly by 0 .1 degree and one is
not. The last section of the table shows the results of
the tracking algorithm 13 applied to the beam over
laps during processing. Along track averaged value
is shown, along with the tracking root mean square
variability. The results of the two completely diffe
rent approaches are in good accordance.

The above results also indicate that the S5 fit re
sults in larger roll estimates than the S6 fit and Wl
fit yields larger roll than S5. Nothing conclusive can
be said for some other beam pairs, especially regar
ding W2. It is interesting to note that the W2 fit
was overall the worst one (measured by the fitting
r.m .s. error).

SlJMMAHY OF HOLL ESTIMATION

• Roll estimation is vory scusit.ivc to many fac
tors: the lw;1111pattcrus and their calibration,
ADC satu rat ion and proper uorm a lizat ion by
replica power.

• Roll estimation is very sensitive to the internal
geometric calculations performed in the proces
sor, for example mapping from slant range to
elevation angle, mapping from slant range to
ground range, pixel registration and overlaying
of the overlapping areas.

• Holl est.imat.ion is s<•11sitive to along-track uiten
sity modul.uion (scallop iug ).

• The corrclai.ion method (used in processor cali
bration) is very sensitive to scene content, but
the operational roll tracking algorithms are not.

• The described algorithms are not sensitive to
nadir interference, which is filtered out by me
dian or other forms of rank statistics filtering.

• The tracking algorithms are designed to work
on all overlap data at once to estimate a com
mon roll. If there is any systematic relative roll



offset between the beams, it has to be determi
ned (via correlation methods) and compensated
for.

• Algorithm A is more suitable for SCNA and
SCWA, since overlap pattern differences have
almost constant slope. Therefore, this method
is even more sensitive to all sources of gain
mismatch between the beams.

• Algorithm B is more suitable for SCN 13 and
SCWB, since W2/S5 overlap "locks" to both
roll and gain offset (see the figure).

• The roll estimates can be block-to-block avera
ged or smoothed. To do this in an optimal way,
one would have to gain more insight into the
actual roll variability and rate of change.

• Besides roll tracking for t.he purpose of imago
formation, algorithms A and B can also lw used
to verify relative beam calibration.
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ABSTRACT

Forests constitute complex, multi-scale media whose
characteristics may be very different according to the
sensor configuration: frequency, polarisation, and
incidence. In order to improve the extraction of
parameters, which take profit from the potentiality of
SAR data, it is important to understand and interpret
the mechanisms of interaction between electromagnetic
waves and forested areas. For this purpose we need
accurate modelling of SAR backscattering, the aim
being at last to help in defining and optimising future
SAR systems. In this paper we concentrate on some
topics related to interferometry over forested areas. We
present a polarimetric scattering model that can be used
for both purposes. Using this coherent multi-scattering
model, based on a Monte Carlo technique, we are able
to investigate the influence of the physical properties of
the scatterers on polarimetric and interferometric
observables. We will limit here to simulation results for
volume scattering only, which can be simulated by
generating a canopy of randomly oriented anisotropic
particles. A parametric study of penetration depth will
be shown. Interferometric coherence on the repeat-pass
mode is investigated based on the volume decorrelation
induced by the canopy height. The influence of
temporal changes with a random variation in scatterer
orientation between two data acquisitions is also
studied.

I/ INTRODUCTION

Microwave remote sensing from spaceborne and
airborne platforms has received considerable interest in
the past two decades. Many systems have been set up
to perform various experiments, such as sensing of the
land and sea surfaces. Data collected from such
experiments have been extensively used in the frame of
the monitoring of the earth resources. Particularly
forested areas are important from a remote sensing
point of view as they cover large parts of the earth, and
are important for environment and economy.
Spaceborne microwave remote sensing has been

widely used for attempting to retrieve global forest
cover and biomass [1][2].

Most of observations of forest properties have been
based on the radar backscattered intensity, using the
ERS-1 satellite C-band SAR. The information content
from spaceborne SAR was shown recently to be
increased by including repeat-pass interferometric SAR
(INSAR) observations. As a matter of fact coherency
shows a significant advantage over intensity for
classification between forest and non-forest areas.
Coherency measurements over forested areas is related,
first to volume decorrelation due to the geometry, and
further, with the repeat-pass mode, to temporal
decorrelation resulting from displacements or changes
in the properties of the scatterers involved.
Consequently the volume of interaction between the
incident electromagnetic wave and the canopy has to
be studied through the penetration depth.

Measurement campaigns are expensive and time
consuming. Thus theoretical models are useful for
interpreting the measured data, and for understanding
the mechanisms of interaction between electromagnetic
waves and natural media. Parametric studies can then
be conducted and significant features obtained. This
paper is about modelling of phenomena related to
interferometry over forested areas. The models can be
extended to a full representation of the forest, but here
it is limited to the upper layer mainly composed of
leaves and small branches, which is realistic at a
relatively high frequency band.

In section II we present an incoherent multiple
scattering model for deriving the backscattering
coefficient and attenuation constant from a vegetative
layered medium. This model will provide penetration
sensibility to multiple scattering effect and to
frequency band. The effect of the mean orientation of
the scatterers on the penetration capabilities will also
be studied. In section III we adapt this incoherent
model to a coherent one for the interferometric
simulation and present results on the influence of the
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volume height and temporal variation of the coherency
between the two images pair [8)[9][10].

III INCOHERENT MODEL

Various scattering theories have been developed to
model microwave backscattering and propagation of
vegetative media. Most of these scattering models
solve the problem using radiative transfer theory.
Recently a model based on the Monte Carlo technique
has been developed by Chuah and Tan [3] to study
microwave backscatter from random scattering centers
in the vegetative medium. We focused our simulation
on this method because it looked much more
appropiate to be adapted to coherence evaluation, as
will be described in section III.

The incident beam is considered to be a flux of
photons that is progressively scattered by the particles
in the medium. The approach characterises each
scattering by the probability function for the photon to
be scattered or absorbed, as well for its being scattered
into a certain direction. This process is tracked until the
photon is finally absorbed or scattered toward the
receiver. Variance reduction techniques are introduced
to reduce the computation time required for acceptable
ensemble averages of the backscattering cross section.
Ellipsoidal dielectric scatterers are used to model
circular disk-shaped and needle-shaped leaves [7]
which are randomly distributed in a layer (see Fig l).

The advantage of this statistical approach is that
multiple scattering can be treated in a straightforward
way, since only a single scattering probability function
is required.

~ ' Backscattering

Transmission ~

Fig I: Canopy model for backscattering and
transmission calculations

Formulation
At each scattering event, we account for the probability
for:

1- the photon to be scattered or absorbed,

2- the scatterer to be described by a certain
orientation with given Eulerian angles
(a,~.'(),

3- the photon incident from direction r' to be
scattered into a new direction r.

The intensity I after one interaction is then obtained
from the incident intensity I' by

I= PW!' (1)

where I and I' are the modified Stoke's vector, P the
phase matrix of the scatterer encountered, and W the
weight matrix as biasing function of variance reduction
technique. W takes into account the extinction
coefficient of the medium since the distance travelled
by the photon is deduced from the mean free path
length. This last parameter depends on the
concentration of the scatterers and on extinction
coefficient calculated by averaging over orientation
distribution. Detailed description of this method is
given in [3]. For multiple scattering, the process
described by equation (1) is repeated to give

In (r) = [P(rn-I •r.)WJ[P(rn-Z, rn-I )Wn_J
....[P(tj, 1:Jw;,]10

(2)

where 10is the Stoke's vector of a particular photon that
has reached the receiver in the r direction after
undergoing n collisions. Finally the Stocke's vector of
the scattered wave is given by

(3)

where k is the number of photons trajectories.

Application to a vegetative medium
The vegetation medium is modelled as a layer of
discrete scatterers embedded in a background of air
(see Fig 1). Since leaves constitute the major part of a
vegetation canopy the scatterers used in this article
have been limited to disks and thin needles. Phase
matrices functions are calculated using the generalised
Rayleigh-Gans approximation for disc- or needle
shaped leaves, assuming that one of the dimension of
the scatterer is very small compared to the incident
wavelength. The relative permittivities Er of the
scatterers is estimated with the dual-dispersion model
given by Ulaby and El-Rayes [6]. Preferential
orientation of the leaves can be stressed by simulating
different possible distribution functions of Eulerian
angles.



Backscattering
Relation (3) is used to calculate radar backscattering
cross sections from a canopy layer. It is defined as [3]

a pq (8)= 4n cos(O )Isq (o)
l;p(O) (4)

where p, q are either vertical (V) or horizontal (H)
polarisation state. 0 is the angle of observation, l;p is
the incident intensity with p-polarisation and Isq the
backscattered intensity with q-polarisation.

Attenuation
The effective attenuation coefficient with p
polarisation, Kp, in r direction, can be calculated as
follow [5][4]:

where I;p and I1p are the incident intensity and the
transmitted intensity with p polarisation respectively, h
is the height of the layer and (J the incidence angle.
Penetration depth corresponds to an attenuation of
about lie.

SIMULATIONS

Backscattering
For backscattering, considering only single scattering
of photons we obtain excellent agreement with results
based on the first-order solutions of the radiative
transfer, like Chuah [3]. This confirms the agreement
of the Monte Carlo method compared with the
radiative transfer theory.

Attenuation
It is well known that the transmissivity of a vegetation
layer as a function of incidence angle, depends on
shape, orientation and size of the layer's scattering
elements relative to wavelength [11]. If scatterers are
randomly oriented the transmissivity shows a
decreasing trend in J/cos (J . In general, even though
the individual vegetation element may have
polarisation-dependent transmission and scattering
properties, the transmissivity, i.e. penetration depth, of
a layer may exhibit a weak dependence on polarisation
when the elements are randomly distributed in both
orientation and space within the layer. In contrast, for a
layer consisting of elements with a specific orientation,
such as a layer of vertical stalks or of predominantly
vertical wheat heads, penetration depth may exhibit a
strong angular dependence and a pronounced
polarisation dependence. Penetration depth has been
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computed with the Monte Carlo model on a layer of
disk (see Fig 2a) and needle-shaped (see Fig 2b) leaves
at 5.3 GHz. Note the sensibility of the polarisation with
increasing incidence angle.

We can also have a regard on the dependence of a layer
transmissivity on frequency and on moisture content of
the leaves. Figure 3 shows the penetration results
obtained for different frequencies and moisture
contents. Note the decay of penetration depth with
increasing frequency and moisture.

Effect of multiple scattering on attenuation
coefficient
As frequency increases the effect of multiple scattering
becomes important. It is then necessary to use a
multiple scattering model for better estimate the
canopy attenuation. For this purpose the effective
attenuation coefficient x, and Khhave been calculated
at 8 GHz versus incidence angle (see Fig 4).

The attenuation coefficients calculated from the Monte
Carlo multi-order model (4th order) are smaller
compared to the values estimated for the zero-order
approximation (Fig 5). This is due to the fact that
multiple scattering is no more neglectable and
contributes significantly to the transmitted power.
Figure 5 shows an increase of 30 % of the penetration
depth for incidence angles close to nadir.

111/COHERENT MODEL

This coherent model is derived with the incoherent
model presented above and associates a precise
description of the geometry. Each pixel is a realisation
of the process. For computing its contribution, the
previous approach is kept but the complex echo of each
series of interactions is computed and saved, and at last
summed up coherently.

Then at each scattering event, instead of working with
the 4x4 Phase matrix which represent only magnitude of
the scattering with no phase preserving, we use the
complex scattering coefficients of the 2x2 scattering
matrix [S]. For a given statistical description of the
vegetative medium (density of scatterers, spatial and
orientation distribution, etc.) and for a given radar
parameter system (frequency, incidence angle,
polarisation) the free path length LP calculation in the
canopy is derived [3]. It is initialised from the top of the
vegetation layer in downward incident direction and
represents the distance between the upper limit and the
scattering event occurring inside the medium. It depends
on density N and on the averaged extinction coefficient
CTexr of the scatterer over the orientation distribution:
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-ln(md) (6)
N .aext averaged

where md is a random variable uniformly distributed on
the [O,1] interval. a,xt may differ by changing the
incidence angle. The free path length LP is then
considered in the propagation phase term as it is added
to the distance separating the radar and the top of the
canopy (see Fig 6).

Fig 6 : Free path length modifying propagation phase
term at each scattering event

SIMULATIONS

Let us consider the geometry associated with the
interferometric technique on three resolution cells in the
across-track direction (see Fig 7). For ERS-112satellites
each resolution element is about 20 meters in ground-
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range direction and 5 meters in azimut direction. The
scattering of vegetative medium is related to the active
volume interacting with the incident wave. This active
volume, which is determined by the penetration depth,
introduces volume decorrelation.

··············:::::·:::::::::::::::·....,,,
....

•.•...................

Resolution cells

Fig 7: Geometric configurationfor JNSAR simulation

If the two image acquisitions are separated in time,
which is the case of ERS-112 (repeat pass
interferometry), for shorts times scales, we may add the
temporal decorrelation due to motion of the scatterers
caused by the wind. In the next section simulations
volume and temporal effects on coherency coefficient
are investigated.

Volume decorrelation
We have first considered only volume decorrelation
without temporal changes. The effect of volume
scattering on a distributed scattering layer of thickness h
has been computed when increasing baseline (see Fig
8). The coherence calculation have been done with a
3x15 window as used typically with ERS-1
configuration (5.3 GHz, 0= 23°, VV polarisation, 780
km altitude). Scatterers were uniformly oriented disk
shaped leaves with a moisture content of 50 % and
volume fraction of 0.1 %.

Temporal decorrelation
Temporal decorrelation between two acquisitions on
forested areas is more complex because decorrelation
exists at various time scales. At short time scale motion
due to the effect of wind is the most important, acting
on time scales of few seconds. At longer time scale
dielectrics changes can affect the scatterers due to
seasonal variations. Only effects related to leaves
motion will be shown in the following, as the wind
mostly affects the top of the trees in dense forest. Here
we have limited the motion to a simple rotation. Figure
9 shows decorrelation effect due to rotation as the
number of rotating scatterers increases. The higher is
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the magnitude of the rotation, the faster the decay of
coherency.
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Fig 8 : Volume decorrelation effect on coherency when
increasing baseline
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Fig 9 : Temporal decorrelation between two image
acquisitions as increasing the number of rotating

scatterers (200 m baseline)

DISCUSSION/CONCLUSION

We have described a model for attenuation evaluation
and interferometric observation of forests. With the help
of this model it is possible to simulate extinction effects,
polarisation dependent propagation and coherence.
Temporal and volume decorrelation have been studied
regarding the influence of the physical properties of the
scatterers. Rotational movement was studied also. The

follow-up will concern a systematic parametric study
with this model to investigate which parameter, of the
system as well as of the observed scene, play a
significant role on coherency over forested areas.

REFERENCES

[l] E. Mougin and C. Proisy, "Radar Remote Sensing
of a Mixed Deciduous Temperate forest Results and
Perspectives", Proceedings of the 2nd International
Workshop on Retrieval of Bio- & Geo-physical
Parametersfrom SAR Data for Land Applications, ESA
SP-441, pp. 285-292, 1998.
[2] G. Smith and P. B. G. Dammert, "Biomass Retrieval
in Boreal Forest Using ERS and JERS SAR",
Proceedings of the 2nd International Workshop on
Retrieval of Bio- & Geo-physical Parameters from SAR
Data for Land Applications, ESA SP-441, pp. 293-300,
1998.
[3] H. T. Chuah and H. S. Tan, "A Monte Carlo method
for radar backscatter from a half-space random
medium", IEEE Transactions on Geoscience and
Remote Sensing, vol. 27 (!),pp. 86-93, 1989.
[4] H. T. Chuah and H. S. Tan, "A Multiconstituent and
Multilayer Microwave Backscatter Model for a
Vegetative Medium", IEEE Transactions on Remote
Sensing and Environment, vol. 31, pp.137-153, 1990.
[5] H. T. Chuah and W. L. Kung, "A Microwave
Propagation model for Estimation of Effective
Attenuation Coefficients in a Vegetation Canopy",
IEEE Transactions on Remote Sensing and
Environment, vol. 50, pp. 212-220, 1994.
[6] F. T. Ulaby and M. A. El-Rayes, "Microwave
Dielectric Spectrum of Vegetation - II: Dual-Dispersion
Model", IEEE Transactions on Geoscience and Remote
Sensing, vol. GE, pp. 550-557, 1987.
[7] M. A. Karam and A. K. Fung, "Leaf-Shape Effects
in Electromagnetic Wave Scattering From Vegetation",
IEEE Transactions on Geoscience and Remote Sensing,
vol. 27 (6), pp. 687-697, 1989.
[8] J. I. H. Askne, and P. B. G. Dammert, "C-Band
Repeat-Pass Interferometric SAR Observations of
Forest", IEEE Transactions on Geoscience and Remote
Sensing, vol. 35 (I), pp. 25-35, 1989.
[9] U. Wegmuller and C. L. Werner, "SAR
Interferometric Signatures of Forest", IEEE
Transactions on Geoscience and Remote Sensing, vol.
33 (5), pp. 1153-1161, 1995.
[10] P. B. G. Dammert, L. M. H. Ulander and J. Askne,
"SAR Interferometry for Detecting Forest Stands and
Tree Heights", Proceedings of SPIE - The International
Society for Optical Engineering, vol. 2584, pp. 384-
390,1995.
[11] F. T. Ulaby, R. K. Moore and A. K. Fung,
"Microwave Remote Sensing, Active and Passive",
Textbook, vol. III, pp-1868-1872 Artech House, 1986.



557

The Technology Development of a Spaceborne
On-Board SAR-Processor and Storage Demonstrator

Martin Suess '", Christoph Schaefer (2), Rolf Zahn (3l
Dornier Satellite Systems

88039 Friedrichshafen, Germany
Tel.: ++49-7545-8 3728 (I), ++49-7545-8 5550 m, ++49-7545-8 4959 (3l

e-mail: martin.suess@dss.dornier.dasa.de,
christoph.schaefer@dss.dornier.dasa.de,

rudolf.zahn@dss.dornier.dasa.de

ABSTRACT

SAR instruments in general generate a huge amount of
measured data. This is especially true for missions with a
global coverage at low resolution, and for very high
resolution SAR systems. An efficient SAR data
compression processing on board the satellite is therefore
mandatory for these mission profiles. This paper
describes the newest German efforts in the development
of on-board processing technology for SAR. A Project
for the Technology Development of a Spaceborne On
Board SAR Processor and Storage Demonstrator called
TOPAS was initiated by the German Space Agency,
DLR, in June 1999 and is scheduled for two years. After
the introduction the benefits of on-board processing are
discussed. The important requirements and system
parameters of the reference mission on which the TOPAS
demonstrator is based are presented. The applied generic
and scalable SAR processor architecture and the
underlying processing strategy are shown. Finally the
expected performance are discussed.

INTRODUCTION

In the recent years airborne and space borne Synthetic
Aperture Radars (SAR) have shown their relevance for a
large number of applications. Scientists from various
disciplines as well as ecologists show great interest in
remote sensing data of the earth. Moreover, high
resolution remote sensing data gain more and more
commercial importance as raw material for the upcoming
global information society. In many areas of the globe
only radar instruments can guarantee continuous
observation, since only radar is capable to penetrate
clouds. Other advantages are the day and night

Acknowledgement:
The Technology Development of a Spaceborne On
Board SAR Processor and Storage Demonstrator is
initiated and financed by the German Space Agency,
DLR

capability, and at low frequency bands radar can even
penetrate into the soil.
The image formation from the radar echo of the SAR
instrument involves a highly sophisticated processing
effort. In the early times of SAR imaging, processing was
done by analogue optical focussing of the SAR raw data.
In the early 1970's the digital processing started which
forms the basis of today's highly flexible, accurate and
error compensating SAR image formation. For all
satellite SAR instruments up to now this image
generation takes place off line in a ground based facility.
The SAR raw data are stored on the satellite, transmitted
to the ground station with only low or no compression
and are then transferred to the processing facility. After
processing these data have to be distributed to the
customers and the interpreting organisations. This time
consuming process cannot fulfil the customer's need for
instant and easy information access.
The introduction of SAR image processing on board of
the satellite can bring the earth observation system
operationally closer to the user.

ADVANTAGES OF ON-BOARD PROCESSING

The integration of the processing capability into the SAR
instrument shows a number of advantages discussed in
the following. This is especially true for missions with a
global coverage at low resolution and for very high
resolution SAR systems. In the scope of the TOPAS
project the attention is focused on the high resolution
case.
• In the project, a future spaceborne, high-resolution

SAR instruments with a signal bandwidth of 150
MHz in X-band is taken as reference. This
bandwidth corresponds to a ground range resolution
between 3.0 and l.5 meters depending on the
incidence angle. The SAR generates a huge amount
of data at a very high data rate (-2880 Mbps in the
bursts). The processing can lead to a drastic
reduction of the amount of raw data to be stored in

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000
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the satellite memory and to be transmitted to the
ground.

• Up to now the Block Adaptive Quantiser (BAQ)
algorithm is the state of the art method for SAR raw
data compression on-board. Publications [ I ], [ 2 ]
suggest that this easy-to-implement algorithm can
compress SAR raw data by a factor of 2 (from 8 to 4
bits per real sample) without a significant loss of
data quality. Our preliminary investigation indicates
that by applying a more involved raw data
compression algorithm a compression factor of 4
(effective 2 bit per real sample) and similar data
quality can be achieved.

• The processing of SAR images allows to achieve
much higher compression ratios then with the raw
data compression. From the available image
compression algorithms the wavelet based image
compression shows the most promising results [ 3 ].
It is already being implemented into hardware for
space application [ 4 ]. Additionally, multi-looking
can be applied on image data if needed.

• In the case of the raw data compression as well as
the wavelet based image compression the data
compression ratio can be adapted to the customer's
needs. This allows a trade-off between the costly
system resources and the data quality requirements
of the applications.

• A state of the art SAR instrument can operate in
many different modes. The SAR signal bandwidth is
adapted to provide a constant ground range
resolution over the access region and to provide a
homogeneous SAR data quality. A digital filter
which can be integrated into the raw data
compression always provides the adequate signal
sampling.

• A smaller number of ground stations is required as
more data can be stored in the limited on-board
memory before a transmission to ground is required.
This especially eases the problem of successive blind
orbits without down-link opportunity.

• Easy, direct and fast access to the SAR image data
by the customer becomes possible. They can be
served directly from the satellite as highly
compressed data can be transmitted with less energy
and be received with small antennas without the need
of sophisticated processing afterwards.

• As a long term goal, on-board feature and
information extraction can be envisaged. The highest
data compression can be achieved by transmitting
the information wanted (e.g. position and velocity of
ships on the ocean) rather then the whole image.

The major disadvantages of the introduction of on-board
processing to a spaceborne SAR system are the
additional mass, power dissipation, complexity and cost.
These disadvantages are being more and more reduced

by the ongoing development and the resulting
performance increase of the integrated components for
such a SAR processor. We arc convinced that the
benefits and additional flexibility will win the trade-off
with the listed disadvantages in the future. On-board
SAR processing will then become an important and
integrated part of the future SAR instrument.

THE REFERENCE MISSION

The envisaged concept for the On-Board SAR Processor
and Storage Demonstrator is generic and fully scalable. It
can provide a solution for a large variety of different
SAR systems and performance requirements by adapting
the memory size and the number of processing elements.
The processing software which runs on each processing
element is identical and generic, so that only minor
modifications will be needed when changing the
performance requirements.
For the derivation of the requirements for the
demonstrator project, a reference mission and a reference
instrument are defined. This reference is called
SmartSAR in the following. SmartSAR is a high
resolution SAR system with a modern active phased
array SAR instrument [ 5 ]. A number of reasonable
assumptions of the different SAR system and instrument
parameters are listed. They represent the target system
for the technology development and will be used to
measure the performance of the demonstrator. The results
from the demonstrator performance test will be applied to
develop a performance model of the on-board processor.
With this model the performance of a scaled processor
system and the processor performance for modified SAR
system parameters can be predicted.

REQUIREMENTS FROM THE REFERENCE
MISSION

The requirements for the SmartSAR instrument are
derived from the requirements on the image products.
The key parameters are the geometric resolution, the
radiometric resolution and the scene size.

Range Azimuth Range Azimuth
Resolution Resolution Size Size

Product I 2.6m 2.6m >20km >20km
Product 2 Sm Sm >40km >40km
Product 3 3m .. 1.5m Im »LOkrn >5 km
Tab. I: SmartSAR Image Products

The noise equivalent sigma zero (NESZ) and the
integrated ambiguity ratio shall be better then -21 dB.
The image product I shall be realised as a conventional
strip map SAR, image product 2 shall be realised with a
strip map SAR with 3 look in range and in azimuth, and
the image product 3 shall be realised with a spotlight
mode.



ORBIT PARAMETERS

The system reaction or information access time depends
on the number of satellites, the access area of the SAR
instrument in cross track direction and on the orbit
parameters. Assuming one satellite the preferred orbit
parameters are as follows in Tab. 2.

Parameter Unit Value

Orbit height h km 660
Orbit type polar

Inclination angle degree 98.0
Max. orbit duty cycle % 10
Expected average orbit duty cycle % <5
Tab. 2: Satellite Orbit Parameters for SmartSAR

The parameters of this platform play an important role
for the complexity of the SAR image processing. The
expected average duty cycle for operation of the SAR
instrument is less than 5% of the orbit time. This is an
important fact when determining the actual processing
power which needs to be installed on-board the satellite.

REQUIREMENTS OF THE INSTRUMENT

In order to fulfil the SAR system requirements, the
corresponding requirements for the SAR instrument are
established. They result in a number of parameters
describing the SmartSAR instrument design. In Tab. 3
the mode-independent, key instrument parameters for the
processing are listed.
In some of the instrument modes a constant ground range
resolution is required. In reality the ground range
resolution is a function of the incidence angle as shown
in Fig. I. The dashed curve gives the resolution for a
fixed chirp bandwidth of 150 MHz. The solid line
assumes that the chirp bandwidth is set such that the
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reduction of the bandwidth for larger incidence angles
has two effects. First the noise energy is reduced so that
the sensitivity of the SAR is improved for higher slant
ranges. Secondly the average receive data rate is reduced
with a benefit for the requirements of the mass memory
size and the down link capability, if the receive signal
can be sampled according to its bandwidth. On very
flexible way to realise this is to apply a down-sampling
filter to the raw data.

Parameter Unit Value
Antenna height m l .4
Antenna width m 4.8
Azimuth scan angle range degree +/- 0.4
T/R module duty cycle % IO
Average RF output power w 530
Frequency band X-Band
Max. transmit bandwidth B MHz 150
Max. incidence angle degree 50
Min. incidence angle degree 15
Max. PRF PRF Hz 8000
Tab. 3: General SAR Instrument Parameters

FUNCTIONS OF THE PROCESSING AND STORAGE
SUBSYSTEM

In the following the functions of the on-board processing
and storage subsystem (P&S) are listed.
I. Buffering of the SAR raw data stream in real-lime
2. Off-line image processing and compression of the

buffered SAR data
3. Mass memory data management and organisation
4. Reformatting and output of compressed data at down

link rate

Raw Data Buffering
The digital input data stream from the analogue to digital
converter in the data and control subsystem to the
processing and storage subsystem will have a peak data
rate of 2.88 Gbps for the SmartSAR system with 150
MHz bandwidth. This is the maximum data rate which
must be handled by the input of the subsystem. The input
data come in bursts, which correspond to the receive
echoes of the radar system. The maximum receive duty
cycle of the instrument is required to be up to 70%. The
continuous data stream after the range extension buffer,
which is realised in the data sorter, is up to 2.016 Gbps in
the worse case. This is the rate of data which in required
to be written into the solid state mass memory
continuously. The solid state mass memory is organised
in memory modules. The necessary number of memory
modules is determined by the maximum input data rate of
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each memory module and by the required total mass
memory capacity.

Off-lineSARData Compression
The average orbit duty cycle for the SAR instrument is
specified to be less then 5%. This means that the
instrument is switched off 90% of the time if another
maximum 5% is reserved for the down-link of the data.
The off-line SAR data compression or processing shall
be completed during this time, when the instrument is
switched off. It is required to realise three different types
of data compression.

Data volume reduction of the oversampled data
As described before, the SAR instrument is required
to operate with a bandwidth adjusted to the range
resolution. This compression operates lossless and
reduces the data volume according to the actual
useful data rate.
Raw data compression with a BAQ type algorithm
The total dynamic range of SAR data is target
dependent and very high. Compared to this, the
instantaneous dynamic range is considerably less.
This effect is used for lossy data reduction. If this
technique is used on data in a transform domain, the
properties of the instrument and the SAR processor
can be used to achieve even better compression
ratios. This technique can be combined with the data
volume reduction of the oversampled data.
SAR image processing and compression
The highest compression of SAR data can be
achieved when they are processed to SAR images.
Multi-looking and very efficient conventional image
compression processes (e.g. Wavelet compression)
can be applied.

Mass Memory Data Management and Organisation
The allocation of the SAR data resulting from the
different data takes and the header data for each data set
has to be managed.

Reformatting and Output of Compressed Data at
DownLink Rate
The SAR raw data and the SAR header data have to be
read out from the mass memory, encrypted, packetised
and transferred to the data transmission subsystem.

GENERIC P&S ARCHITECTURE

In this section, the concept of the generic P&S subsystem
architecture realised in TOPAS is presented. This
architecture may be scaled to meet variable processing
requirements. In the following section, a particular
instantiation of the generic architecture is generated
which comply with the SmartSAR requirements. We
shall therefore distinguish between the generic
architecture and the TOPAS architecture.

Fig. 2 depicts a block diagram of a generic P&S
architecture at a coarse level. It will be described briefly
in this section. In the figure, the digitised, raw data enters
the subsystem from the left. The data is assumed to
consist of 16 bit complex samples, sampled at a rate
which is 20% higher than the chirp bandwidth. Hence it
is assumed that basebanding, demodulation, and
digitisation have taken place externally to this subsystem.
(Digital demodulation could also be performed within the
subsystem. In this case, the input would consist of 8 bit
real samples, with twice the sampling rate as before.) In
the figure, the compressed output exits the subsystem at
the right, through a number oft parallel channels (t::;_p).

Architecture scaling parameters:
p= number of input channels
q= number of processing elements in the Ist MPS
r= number of processing elements in the 2m1MPS

output
t01"mane1

r::~~,J" mass mass
II memory \ ;. memory memory Il bank I! bank bank
' "P&SSubsystem '-·,,-~ · ·· ·" ·' '· · ·

·-----------------------'· om>A~1o.;

Fig. 2: Generic architecture for P&S subsystem

At the centre of the diagram is located a switch which
connects either the input data lines or one of the agents,
located above the switch, with one of the mass memory
banks, located below the switch. The agents generally are
multi-processor systems (MPS) whose function is the
execution of compression algorithms. One MPS is
baseline, shown as the left-most agent, additional MPS
are optional. Additional MPS are employed when the
processing power of the subsystem is to be upscaled. One
bank of mass memory is baseline, others are optional.
They may be implemented in the event that the memory
capacity of the system is to be upscaled.
During Input Mode, the input data channel - consisting of
p parallel subchannels - is connected to one of the
memory banks Fig. 3, top left). Each memory bank hasp
input ports which are used simultaneously.
During Processing Mode, each agent is connected to
either one or two memory banks. (Examples are
furnished by Fig. 3, top right and bottom left). More
specifically, an agent can be connected to one memory
bank for data input and to another - or the same - for
(simultaneous) data output. If multiple agents and
multiple mass memories are present, the agents may
process their respective data simultaneously.



During Output Mode, the output formatter is connected
to one of the memory banks (Fig. 3, bottom right). The
function of the output formatter is to read data (which has
been compressed) from memory, to generate source
packets of the required format, and to output these
packets over t parallel lines. If p is a multiple oft, p = kt,
the t channels of the output formatter are reconnected to
the p channels of a memory bank k times. This is done in
such a way that each memory port is connected to one of
the output lines once and only once.

InputMode Processing Mode

ProcessingMode(differentstate) OutputMode

Fig. 3: Switch states corresponding to different
operational modes of P&S architecture

Most of the modules in this architecture are easily
scalable with respect to different values of p, q, r... , i.e. a
new architecture with different values of these parameters
can be built without redesign of these modules. A more
detailed description of this architecture can be found in
[ 6 ].

ARCHITECTURE SCALEDFOR TOPAS

The architecture is scaled for TOPAS for 150MHz chirp
bandwidth as shown in Fig. 4. The following scaling
factors have been used:

• Parallelisation factor p=12
• number of agents =2
• number of memory banks = l
• number of processing elements in MPS q=4
• number of processing elements in CWIC r=1

The second agent is a Constant-rate Wavelet-based
Image Compressor (CWIC). This application specific
hardware unit is employed to compress processed SAR
images at high data rates. The compression ratio is user
specified. Due to the high throughput of this unit, only
one module ofCWIC (rel ) is required.
In a more powerful version of the TOPAS architecture
for a 150 MHz chirp bandwidth, the MPS can be scaled
to include q=6 or q=12 processing elements, increasing
the processing speed of the system accordingly.
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Fig. 4: Architecture Scaled as realised in TOPAS

Each memory module in the demonstrator will have a
capacity of 4 Gbits (as opposed to the 32 Gbits of the
operational architecture). This corresponds to about 24
seconds of raw data intake time which is sufficient for
demonstration purposes.

EXPECTED PROCESSING PERFORMANCE

The processing system performance parameters are the
processor dependent common image quality parameters,
the compression ratio to be achieved and the processing
speed. The expected performance of the different
parameters is listed in the following.

Processor Quality
The quality of a SAR image processor is verified by
analyzing the point target response.
• The deviation of the point target resolution from the

theoretical value shall be < 3%
The integrated sidelobe ratio (ISLR), the peak sidelobe
ratio (PSLR) and the spurious sidelobe ratio (SSLR) are
other parameters commonly used for describing the point
target performance.

Azimuth Range
Resolution 2.6m 2.6m

(single look) (inc. angle> 25°)
ISLR -14.2 dB -15.8 dB
PSLR -18.6dB -21.2 dB
SSLR -32.9 dB -33.9 dB

Tab. 4: Expected Point Target Performance

Compression Ratio
Two types of compression ratios have to be
distinguished. First the compression ratio achieved on
SAR raw data:
• Our preliminary investigation suggests that by

applying a more involved raw data compression
algorithm a compression factor of 4 can be achieved
at similar data quality as with the common BAQ
algorithm.

Second the compression ratio achieved by applying a
wavelet compression on a processed SAR image:
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• It is expected that a compression ratio >40 can be
reached for a wavelet compressed 4 look SAR image
in stripmap mode.

Processing Speed
The system requirements indicate that 90% of the orbit
time are available for processing the SAR data.
• All image processing and compression functions are

realized in less then 18 times the data acquisition
time.

The demonstrator has 4 Processing Elements which work
in parallel. It is expected that 6 or 12 Processing
Elements are required to fulfil the SmartSAR processing
speed requirement.
The determination of the number of Processing Elements
required and the development of a model for the
performance prediction of a scale architecture will be one
very important outcome of the TOP AS project

CONCLUSIONS

In recent years many of the technologically critical
elements, which allow the realisation of such a powerful
computer in space, have been elaborated in various
technology programs of DLR, ESA and the European
Union. The demonstrator will fully benefit from these
technologies like the digital signal processor for space
application (Mosaic020 DSP board with TSC2 l020
[ 7 ]), the very efficient FFT co-processor [ 8 ], the solid
state mass memory [ 9 ] and the wavelet image
compressor [ 4 ] developments. Therefore the
demonstrator developments can concentrate on the
remaining technologically critical elements and on the
overall system.
With this solid foundation the near term goal of
implementing efficient SAR data compression on board
of the satellite can be reached in the framework of
TOP AS project presented in this paper.
The far term goals of direct distribution of the image
products and the automatic classification of SAR images
on-board are beyond the scope of this project and require
further development.
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ABSTRACT

This paper presents an operational and easy-to-use
simulator, developed for the CELAR (French Defence
Electronics Centre). Two Research Laboratories also
participated in this project (IRESTE/Electronic Systems
and Computer Engineering & ECN/Fluids
Mechanisms), each contributing within its specialist
field.
The aim of this simulator is to generate ocean scene
images, illustrating what would be observed by an
airborne or spacebome SAR, within the 1-18 GHz
frequency bandwidth and for spatial resolutions
between l and 10m.
It thus provides a fully controlled and realistic radar
signal enabling the simulation of different sea states,
ships and observation configurations.

1. INTRODUCTION

The principle of SAR imagery requires the received
radar signal to be synthesised during an "integration
period" which increases as resolution is improved.
When observing maritime scenes, the sea surface
changes during this time and ships are affected by
complex motions. This disrupts and complicates the
SAR synthesis and affects image quality [l] [2]. As
with an optical system, a compromise must be sought
between magnification (resolution) and the stability
(integration time) that is needed for the image to be
usable.
To address this problem, the aim of the simulator is to
generate a radar signal (raw radar) that is
representative and fully controlled, derived from:
- sea states (function of wind and swell),
- ships (signatures, associated wake movement),
- observation characteristics (frequency, incidence,
direction).

This therefore provides a tool enabling the study of
various SAR synthesis processes or SAR image
processing algorithms, their analysis, parameterisation
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and adaptation to the specific nature of maritime
scenes.
This simulator was funded by the DGA (French
General Armament Delegation) to meet CELAR
requirements. It is the fruit of collaboration between
CELAR, IRESTE and ECN, each making its
contribution within its specialist field:
- CELAR/GEOS: definition of requirement and
architecture. SAR expertise, co-ordination of activity,

- IRESTE/SEI: development of signal processing
modules. calculation of polarimetric RCS of the sea,
calculation of polarimetric radar signal and SAR
processing,

- ECN/MF: hydrodynamic modelling, hull and inertial
motion modelling, wakes and multi-dimensional sea
spectra, water particle and ship dynamics.

The originality of this work lies in the use of high
levels of synergy to reveal the specificities of the
polarimetric SAR radar and hydrodynamic problems,
and the development of a coherent advanced signal
processing suite able to carry out parametric sweeps.

2. DESCRIPTION OF THE SIMULATOR

Fig. I shows the modular architecture of the simulator.

2.1 MONITORING MODULE

This module controls the entire processing sequence.
The input parameters are high level thereby enabling
operation by a non-specialist.
These parameters are classified under three categories:
scenario, weather and radar. This module generates
about fifty low-level parameters that are used by the
various modules and ensure their coherence. The
specialist can adjust these calculated parameters.

2.2 FREE SURFACE CALCULATION MODULE

This module calculates temporal/spatial examples of
the sea using 3D FFT. The spatial generation is

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000
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obtained by filtering of a Gaussian white noise [3]. The
spectrum used is of the Pierson-Moskowitz type [4] (1)
for gravity values and of the ISSC type for the swell (2).
These two spectra are superimposed and made
directional using a distribution function S, [5] (3). The
temporal evolution of the surface is obtained using a
spectral ergodicity principle [6].

( ) 0.008-g2 [ ( g )41sg m = -exp -0.74· --
m5 m-U

(1)

where: g = 9.81 m/s": U is the wind speed (mis) at
19.5m altitude.

'5 ( )-124.025·H2 [ 496.1 l
' h rn - 4 5 . exp - ( )4

T ·m T·m
(2)

where: H is the significant swell height ; T is the peak
period.

s,.(~)=.:.·cos2(2·~) (3)
7t

where: ~is the wind direction, respecting l~I<n/4.
Fig.2 is an example of superimposition of two spectra
along the principle wind direction (~ = 0) and fig.3 is
an example of the final result.
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Fig.2. Example of sea spectrum: the gravity waves are
obtained for U = 4.9 mis and the swell is defined by

T = 6 sand H = 0.5 m (sea state 2).

Respect of sampling criteria for the spectra used gives
typical resolutions of 1 m in spatial and 0.5 s in
temporal (the maximum pulsation is 6 rad/s for the
lowest sea state). 3D FFT processing enables images
with 512 x 512 points at 128 time points to be obtained
in a few tens of seconds. Spatial sampling is then
carried out as a function of the desired resolutions. The
symmetry properties of the FFT then enable this image
to be used as a pattern and to duplicate it to obtain
images of significantly greater sizes.
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Fig.3. Example surface obtained using the parameters
from fig.2 (X, Y and Zin m).

This module also produces:
- point histories enabling, using filtering, the
calculation of ships' motions (roll, pitch, yaw),

- the velocities of free surface particles (orbital motion)
[7], which cause the Doppler effect which affects the
SAR synthesis [8].

2.3 WAKE CALCULATION MODULE

In this version of the simulator, we have limited
ourselves to generating Kelvin-type wakes [9]. This
type of wake corresponds to that generated by a ship
with a narrow hull. If the ship is affected by uniform
rectilinear motion in a deep sea of infinite extent. it will
therefore generate a wave field which can be defined by
the following expressions [10].

{

x = A . cose .(1- ±.cos2 e) c
4)

Y = .:!_ · sin8 ·cos2 8
2

The properties of this wave field are as follows:
- this field is confined to a part of the free surface such
that the waves are behind the ship and contained
within a semi-angle of approximately 19.5°,

- in this zone, two wave systems can be identified:
transverse waves whose peaks and troughs are
essentially perpendicular to the ship's axis and
divergent waves whose crest lines appear to originate
from the ship, as shown in fig.4.

Using this module [11], the operator may place the ship
at the relevant co-ordinates, with the desired heading
and speed. The image is generated directly at the final
size and at the requested pitches. We have various
standard hulls, ranging from trawlers to aircraft
carriers.
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Fig.4. Representation of Kelvin wake heights forA
varying between 1 and 10. with the ship moving

towards negative values of X.

Fig.5 shows an example of a trawler sailing at 5 mis on
the surface generated at Fig.3.
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Fig.5. Example of scene (Cf fig.3) where a trawler is
sailing at 5 mis {X, Y and Zin m),

2.4 RCS CALCULATIONMODULE

The energy scattered by a sea surface and observed by a
SAR results mainly from capillary waves [12]. For the
development of this module we have therefore applied
the two scale composite model theory [13] [14]. This
enables the estimation of polarimetric backscattering
(c, and covariances), by starting from the principle that
the large scale slopes (induced by gravity waves)
modulate the small scale ones (themselves induced by
the capillary waves).
The effect of the latter is obtained by the small
perturbation method, which enables calculation of the
field diffused by a rough surface whose irregularities
are small compared with the wave length 'A, in other
words which respect: k . o < 0 .3 ; where er is the

standard deviation of wave heights and k = 2 ·n/'A .
The backscatter coefficients for the polarisation pq of a
facet are obtained from: (5)

cr{q = 8cr-k4 -cos4 8 -jaPl ·Sc(2 ·k ·sin8)·Sd (~)

where: {p, q} = {h, v} ; 8 is the local incident angle
expressed in the earth reference frame; the
terms apq are linked to the Fresnel reflection
and transmission coefficients [13]; Sc is the
capillary wave spectrum, as defined by [4]:
0.875 ( 2 ·7t)5-logU'sc(m)=-· -
2 ·7t rn

(6)

where : U' is the friction wind speed (emfs).

s,(~)= _l_+ (1-R)/(1 +R). cos(2. ~)
2·7t 7t

where :R is a function of the wind speed [4].
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Fig.6. Reflectivity for VV and HH polarisation as a
function of incidence 8 and wind speed U.

To obtain reflectivity throughout the scene, integrals
along the slopesPx and Py are applied as follows [4] :

cr;q =ff cr;q ·Pe(px,Py)·dpx ·dpy (8)

where : P8(px, py) is the density probability of the



slopes, a function of the slopes, wind direction
and also wind speed.

Fig.6 shows examples of variations in reflectivity as a
function of incidence 8 and wind speed U, for the
components W and HH. Note in particular:
- the increase in RCS with wind speed,
- the superiority of component W over HH from a
value of 8 = 20°.

At the output from this module, the source image is
calculated in covariance matrices p::].
Fig.7 shows the HV component of the matrix [L)
calculated from the scene slopes in fig.5. This
illustrates the depolarisation resulting from the wake.

dB

.5

-15

-20

-25

-30

-35

-40
20 40 60 100 120Ell

Fig.7. HV component of the matrix [L) calculated from
the scene in fig.5 (8 = 45°, X-band).

2.5 POLARlMETRlC CORRELATION MODULE

This module [15] enables backscatter matrices [S] to be
obtained from matrices [L] to which speckle has been
introduced. This follows a Rayleigh law if the sea is
calm and a more heterogeneous law (type K) if it is
rough. Several other laws are available: lognormal.
Weibull, Khi2, Gamma. Beta.
Fig.8 shows the HV component of the speckled matrix
[S] calculated from the scene in fig.5.

2.6 RADAR ECHO CALCULATION MODULE

This module calculates the raw video [16] taking
account of the Doppler from the sea surface calculated
upstream. Thus, for integration times of less than 0.5 s
(temporal sampling limitations), the gravity waves are
considered as being of constant speed, inducing a
central Doppler frequency and a Doppler slope (first
order). The capillary waves are characterised by a
standard deviation in speed, inducing a second order
Doppler effect, phenomenon that has been ignored in
this first version of the simulator [17]. It must be
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remembered that a Doppler shift primarily induces a
change in position of the synthesised SAR image and
that a change in Doppler slope creates a defocusing.
For integration times greater than 0.5 s, the
computation of the raw video is achieved by summing
the sub-looks with duration of0.5 s.
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Fig.8. HV component of the matrix [S] calculated from
the scene in fig.5.

2.7 SAR SYNTHESISINGMODULE

In this first version, to provide a tool that can be totally
autonomous. the simulator contains a basic SAR
synthesis module that carries out:
- SAR synthesis (strip mode) taking account of several
typical parameters.

- mono or multi-polarimetric processing.
- mono or multilook processing.

This module facilitates validation and offers immediate
image generation. Availability of the raw video signal
enables an interface with CELAR's SIROS simulator
[18] for evaluations of synthetic SAR algorithms or
more advanced image analysis.
Fig.9 shows the HV response of the scene from fig.5
observed by a SAR at lm resolution, in Xsband. with
DCS (ERlM) sensor characteristics [19].

2.8 IMAGE ANALYSIS MODULE

This module analyses the images produced to
characterise the ship/sea and wake/ocean contrasts and
to generate statistics associated with parametric
sweeping. This module could also be used on available
measured images for validation purposes.
This module is limited in this simulator, but will enable
an assessment of analysis algorithms adapted to
different civil or military requirements, such as fishing
activities or the detection of wakes.
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Fig.v. HV SAR Image of the scene from fig.5 (the radar
is moving towards positive values of Y and is

illuminating towards positive values of X). The ship's
echo is not presented here.

3. CONCLUSION AND PROSPECTS

With this simulator. CELAR has a tool with sufficient
capability to enable operation using parametric
sweeping, as the calculation of each image lasts only a
few minutes.
This tool, which is easy to use. enables among other
things. the representation of various intermediate
results, especially the source image. This gives an
..idealised'. image of the scene (radar with an infinite
number of looks, zero integration time, no speckle. etc.)
enabling distortions specific to the radar acquisition
and degradations introduced by the SAR sensor to be
identified.
We are currently working on the finalisation of this
initial version of the simulator, which will include:
- the ship's signature (computer calculation of RCS)
and the taking into account of inertial movements of
the ship on the radar signal [11],

- sea/ship interactions which introduce a bistatic
reflection module on the sea close to the ship [20].
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ABSTRACT

The overall objective of this paper is to investigate the
backscattering from multi-scale soil surfaces. Two
separate aspects are investigated. The first concerns a
comparison between the integral equation model (IEM)
and a novel recently-developed version of the IEM
specifically tailored to deal with backscattering from
multi-scale surfaces (MLS IEM). The aim in this case
is to investigate and assess the sensitivity of the radar
backscatter to the multi-scale roughness properties. In a
second step a comparison is made between the MLS
IEM analytical model predictions and numerical
computations. The results from two Monte Carlo
numerical approaches, namely the Method of Moments
(MoM) and the finite difference time domain (FDTD)
are used in this respect. The numerical results are then
compared to those obtained by using the IEM and the
novel MLS IEM models.

INTRODUCTION

In the context of SAR applications, surface roughness
has been usually modelled as a bidimensional single
scale Gaussian process. The physical assumption
underlying this approach is that, although natural
surfaces clearly show large scale components at
topographic level, at the level of SAR resolution cell
roughness behaviour may be well described as a single
scale stationary Gaussian process. Besides, this
assumption greatly simplify the application of
electromagnetic theory to model the scattering from
rough surfaces.

However, recent experimental studies [l] have shown
that, even within the typical dimension of a SAR
resolution cell, soil roughness is often better described
as a superposition of many scales. Consequently, it is
of interest to investigate the scattering properties of
multi scale surfaces in order to better understand the
electromagnetic scattering from natural bare soils.

Some work has already been done in this respect. In a
previous study [2], surface roughness has been
modelled as a band limited fractal random process and
such a description has been matched to available

asymptotic direct forward scattering models such as the
Integral Equation Method (IEM) [3J. A feature of this
novel multi scale IEM version (MLS IEM) is that it no
longer depends on conventional surface roughness
parameters, namely the profile rms height (s) and the
profile correlation length(/), but instead requires a new
set of parameters which are related to the multi scale
surface properties. Initial results based on the MSL
IEM model, in the case based on experimental data
collected over several smooth soils monitored during
spring 1998 over the Marestaing site located near
Toulouse, France, have shown that the MLS IEM
shows a better agreement with ERS data than IEM [4].
This then motivates a further investigation into the
sensitivity of the model to it's parameters and as well
as it's validation.

The objective of this paper is accordingly, first to
contribute at numerically assessing the scattering
properties of multi-scale rough surfaces and secondly
to validate the MLS IEM by comparing its prediction
with numerical results.

To do so, a numerical study, including both Monte
Carlo MoM and FDTD approaches, has been
conducted in order to obtain reference cr0values for 1-
dimensional (1-D) multi scale surfaces. The MoM
approach has been used to study the backscattering
properties of perfectly conducting I-dim. surfaces for
an incidence angle ranging between 0° and 60° and at
a frequency of 5.3GHz. On the contrary, the FDTD
approach has been applied to investigate, for a given
incident angle, the backscattering response of 1-D
dielectric surfaces for impinging electromagnetic
waves with frequencies within the interval 3.3-6.3
GHz.

In the next section the basic properties of multi-scale
processes are introduced and some experimental results
concerning the analysis of long roughness profiles
recently collected are summarised. Subsequently, the
modified multi-scale IEM version is briefly introduced.
Then the numerical study is presented and its results
are compared to the IEM and MLS IEM predictions.
Finally concluding remarks are given.
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MULTI-SCALE PROCESSES

Landscapes at scales of tens of metres to more than l0
km have been often modelled by self-similar random
processes. i.e. random fractals [5]. The statistical
properties of these processes are invariant to spatial
scale transformations (i.e. multi-scale random
processes) and possess a power spectrum S(f) given by

2exs(fx)=-1'r. (1)

where v is related to the surface fractal dimension by
the simple relationship

v =(5-2D) (2)

Due to eq. (I) random fractals are also called 1!f
random processes.
The most well known example of a 1f process is the
Gaussian fractional Brownian motion (jBm) process
characterised by stationary increments [6].
In Fig. I an example of/Bm with v=2 is shown. As
can be seen. it displays roughness features over
different spatial scales. The fBm profiles have been
simulated by using the Successive Random Addition
algorithm which is an improved version of the
Midpoint Displacement Algorithm suggested by Voss
[7].
For fBm processes traditional roughness parameters,
namely the profile height rms (s) and profile
correlation length (/) are not intrinsic properties of the
surface. but, depend on the bandwidth of the
measurement process. In other words, any
measurement technique is characterised through a
bandwidth smaller than the bandwidth of the fractal
process and, as a consequence, the s. I parameters
depend on the measured profile length L [8]. More
precisely. Church derived the following relationships
between the traditional roughness parameters s, I
estimated over/Bm profiles of length L:

j
tr:'

s2=cv
v-1

I - (v-1)2 L
-2(2v-1)

(3)

The equations in (3) suggest a convenient way for
experimentally assessing whether or not a set of
measured profiles possess multi-scale features. It
consists of estimating the s, I roughness parameters
over increasing profile lengths and then studying the
trend of their mean values. If they show an overall
increasing trend the surfaces should be better described
by multi-scale processes than by single-scale processes.
On the contrary, if s and I estimated over increasing

profile lengths show a converging trend then the
surfaces should be better described by single-scale
processes.

3

2
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-2

10 20 30 40
profile length (m)

Fig. 1 Simulated GaussianjBm process v=2.0.

For instance, Fig. 2 shows I estimated over increasing
portions of simulated JBm roughness profiles with
v=2. More precisely, 10 profiles 40.96m long (spacing
of 0.005m) were simulated and correlation lengths
values over increasing profile lengths were estimated.
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Fig. 2 Simulated Gaussian fBm process with v=2.0. Estimates of the
profile correlation length as a function of profile length

Starting from the above considerations, a set of 25m
long roughness measurements collected over the
agricultural sites of Marestaing, France, and Matera,
located in the south Italy, during Spring and Autumn
1998, respectively, has been analysed in order to
ascertain to what extent the multi-scale statistics can
apply to the case of scales ranging from tens of
millimetres to lOm. The experiment and the complete



data set analysis is reported in [l]. As a main result, the
analysis has shown that ploughed soils, i.e. very rough
surfaces, are usually better represented by single-scale
processes. On the contrary, seed bed soils, i.e. very
smooth surfaces, are often better described by multi
scale processes, whereas, harrowed soils, i.e. smooth
medium rough surfaces, are an intermediate case
probably better described by a superposition of single
and multi scale processes.
In this respect, the assessment of scattering properties
of multi-scale surfaces may play an important role in
order to better understand the scattering from, at least a
certain type of, bare soils.

MLS IEM

In order to investigate the backscattering response of
multi-scale random surfaces, an approach to match the
multi-scale statistics with the requirements of the IEM
surface scattering model was developed in [2]. In that
work, natural roughness is assumed to be a isotropic
multi-scale random process having a power spectrum
S(/)ocJ/.f over a finite range of spatial scales going
from a inner spatial scale (b) of a few millimetres to a
outer spatial scale (B) of several meters. Its one
dimensional expression, obtained by exploiting a
Karhunen-Loeve expansion of I If processes in terms of
orthonormal wavelet bases [9], is:

P +oo

zp(x)= L :Lz:' "I':'(x! B) (4)
m=On=~oo

where z; are a collection of uncorrelated zero mean

Gaussian random variables withvar(z: )= r~2-m",

B =2P b and 'I',:" ( ) are a collection of R-th order
regular orthonormal wavelet basis. It can be easily
shown that z P (x) is a zero mean Gaussian
cyclostationary process with period B.
In other words, z P (x) is a superposition of P
Gaussian random processes each one characterised by
an increasing spatial scale. The resulting process is not
a stationary process, i.e. the ACF associated to (4)

p(x,x')=(zp(x)zp(x')) (5)

depends both on x and on the spatial lag ; = x' - x .
However, the dependence on x is periodic with period
B. As a consequence, it can be shown that the
stationary part associated to (5) is given by:

B

r0(;)= ~J p(x,x+;)dx=
0
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p

=r5:Lrm(v-l)Rm(;)
m~o

(6)

where

is the wavelet mother function ACF. The mean
variance of z P (x) is:

2s =r0(0)=r5 l-z-P(v-1)
1-r!v-i' (8).

The ACF function ro~~)) representing the mean
r0\0

correlation properties of zP (x) will be referred to as
the multi-scale ACF (MLS ACF). According to such a
surface description, relevant roughness parameters are:
b, B, yo, v. The parameters b and e-r» are the inner
and outer spatial scales characterising the surface,
respectively. The Yo parameter is proportional to the
value of the profile height rms and therefore it is
related to the z P (x) vertical roughness properties,
whereas the v parameter is simply related to the fractal
dimension D, see eq. (2).

In Fig. 3a and Fig. 3b, the MLS ACF is displayed in
the case of v=2, b=lcm and for two values of B,
B=256cm (i.e.P=8) and B=l024cm (i.e. P=JO).
Exponential trends are also superposed. As can be
seen, the MLS ACF close to the origin follows an
exponential trend. However, away from the origin, the
two trends are quite different. The MLS ACF
oscillations indicate the presence of more than one
spatial scale interacting over longer distances. The
effect of including two more spatial scales in the
roughness description is to increase the correlation
length value. In fact, it increases linearly with the outer
scale B (see eq. 3). The wavelet basis used is the 4th_

order Daubechies wavelet basis.
In [2], it has been furthermore shown that under
appropriate hypothesis of "smoothness" for the
surfaces, i.e. kro<0.7, the canonical expressions ofIEM
for co-polarised backscattering coefficients apply also
to the case of multi-scale surfaces. In this case, the
roughness spectrum is numerically obtained using the
MLSACF.
In order to better understand under which conditions it
is relevant to take into account the effect of multi-scale
roughness on backscattering coefficients, a comparison
between IEM (using an exponential ACF) and MLS
IEM has been carried out. Since the study is restricted
to studying the effects of surface roughness on co
polarised backscattering coefficients, the comparison
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has been limited to the case of perfectly conducting 1-
dimensional surfaces.

v= 2.0 (D= 1.5)
1.0

0.5

L

~\ b-'6ML.S ACF, b=1<m, p= 10
--- EXPACF, I- 28..cm

'1~'I\>i',
l ·...,,.____ &A~A
~ -·-·-,·--·-·-·-·~
\ ,.
4 4

~~

LL
(.)
<(

0.0

-0.5 0,,,,,,,,,,,,,,,,., ..,,,,,,,, .

0

(a)

100 200 300 400
LAG (cm)

(a)
v= 2.0 (D= 1.5)

1.0

0.5

i
! .•.._...•.MLSACF.t>=l=. P=8
I1 ·····-· E1<PACF",I= U!cm
!
I
i
i
\
\
F.

'·'"•.... -+.
+""····-/----~t-....,..+,...:!:.+·+·'f'·+·•·
l I

I
' .f' ,\-f"

LL
(__>
<

0.0

- 0.5 ,..__,_.._._.._.__._........._,c...J.._,__,_,__L.....l...L_._._.._j]

0
(b)

50 100 150 200
LAG (cm)

( bI

Fig. 3 MLSACF at t'Ml different outer scales: 8=1024 cm (i.e. P=10)
(a) and 8=256 an (i.e. P=8) (b). Exponential trends are also
superposed.

The set of multi-scale parameters investigated includes:
v ranging between 1.3 and 2.2 and the outer spatial
scale B ranging between approximately 45),,and
730),,(corresponding to P ranging between 8 and 12
with the inner spatial scale b constant and equal to
Y5.6). The Yo parameter has been kept constant to
YJO. For each combination of these parameters, the
MLS ACF expression has been used to obtain the
corresponding traditional roughness parameters,
namely s and /. It is worth noting that the estimated
correlation lengths are always found much larger than
the impinging A..
The results for both IEM and MLS IEM models are
summarised in the Fig. 4. For an incidence angle of

30°, the IEM results at V polarisation are plotted versus
those of MLS IEM.
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Fig. 4 IEM vs MLS IEM, 1 dim., V pol., backscattering coefficients.

As can be seen, for v=2, IEM and MLS IEM yield
almost the identical results irrespective of the incidence
angle or the outer spatial scale used. When v is lower
than 2, IEM tends to underestimate the MLS values,
whereas when v is greater than 2 it tends to
overestimate the MLS IEM predictions. Such a
behaviour can be interpreted in terms of the single and
multi -scale roughness spectra [4].
The outer scale parameter also plays an important role
in the comparison. We note that decreasing the outer
scale reduces the differences between IEM and MLS
IEM results. When the number of scales decreases it is
reasonable to have a convergent behaviour between
MLS and SLSmodels.

NUMERICAL STUDY

In order to obtain reference cr0 values to compare with
the MLS IEM predictions, a numerical study has been
conducted. Two numerical approaches have been
applied: the Monte Carlo MoM and the FDTD
methods. In the following the results are summarised,
respectively.

The MoM approach

Four sets of I-dim. jBm surfaces having increasing
values of v, namely v=l.3, 1.8, 2., 2.2, have been
simulated. Each set consisted of 50 profiles.
The Monte Carlo MoM approach has been widely
exploited in literature to compute the backscattering
response of rough surfaces. Here the study has been
conducted over the I-dim. jBm perfectly conducting
surfaces for a range of incidence angles going from 0°



to 60°. Moreover, both 'IE (V) and TM (H) polarisation
have been investigated. The actual ratio between the
impinging wavelength and the profile length L is
L;:.90)., and the profile was generated with a spacing td)
corresponding to Yd~11.
The MoM code has been preliminary tested over
deterministic classical targets and over single-scale
random rough surfaces Gaussian and exponentially
correlated.
A synthetic view of the comparison between IEM and
MoM and between MLS IEM and MoM is shown in
Fig. 5 and Fig. 6, respectively. The incidence angle is
equal to 30°, however, an analogous trend holds over
the entire range of incidence angles [4].
As can be seen, numerical trends confirm the analytical
results illustrated in the previous section. In particular,
surfaces with small v lead to an underestimation of the
true backscattering coefficient by the IEM, whereas
surfaces with large v values produce the opposite
effect. On the contrary, the MLS IEM shows an overall
better agreement with the MoM reference values. The
surface input parameters s and I used to run the IEM
model have been measured over the total profile length
L. The ACF actually used is the exponential ACF.
To run the MLS IEM the Yo parameter has been
estimated using the expression in eq. 8, whereas the
inner and outer spatial scales have been fixed
according to the following considerations. The inner
spatial scale b should be equal to the profile spacing d.
However, it has been set constant to :::::A/6.
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Fig. 5 IEM versus MOM oe, Symbols for the v values are:
ov=2.2;t;. v=2.0;<:>v=1.B;+ v=1.3.

This is because, firstly, the MLS IEM is not critically
sensitive to b (particularly for v~2J and, secondly, a
value for this parameter larger than d significantly
speed up the numerical calculation of the MLS ACF
spectrum which enters the MLS IEM expression.
The outer spatial scale (B) on the other hand is fixed by
the profile length.
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More precisely, if the profile length is L then B=V2
because, when computing the ACF of profiles having a
finite length L, spatial scales up to a maximum of V2
can be displayed, implying that the following
relationship connecting B with L, P and b holds:

(9)

The FDTD approach

The FDTD method is based on a finite difference
approximation of order 2 both in space and time of
Maxwell's equations which are explicitly solved in the
time domain. The FDTD main advantage with respect
to the MoM approach is that the former can be easily
applied to non-homogeneous objects having any
dielectric constant and an arbitrary shape. Moreover,
since the FDTD results are obtained in the time
domain, they can predict both the transient as well as
the steady state. The application of the FDTD
approach to study the scattering from rough surfaces
has been previously described in [10].
In this study, only 1-dim. homogeneous dielectric
surfaces imaged at a constant incident angle of 20° are
considered. Three frequencies have been investigated:
3.3, 5.3 and 6.3 GHz.
In order to estimate the surface backscattering a study
on the convergence rate of cro as a function of the
number of averaged field estimates has been
preliminarily conducted at a frequency of 5.3 GHz.
Overall this part of the study, concerned with the trade
off between accuracy and computation time, led to a
total profile length of L>:>90A.,spacing size d~.V50 and
backscatter coefficients estimated over 5 0 profile
realisations as reference values. In order to compare the
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FDTD results with the MLS IEM predictions, a set of
;o I-dim. jBm profiles with i=2, total length L and
spacing d were generated. Fig. 7 shows a comparison
between the FDTD reference values and the MLS IEM
predictions in the case of two different complex
relative dielectric constant, namely t! =JO+j 3 and
t!=l6+j5.
We can observe that there is a good overall agreement
(within ±1 dB) all over the frequency range for both the
investigated dielectric surfaces.

Multiscale IEMand FDTDComparisor

- Eps=10+j3;M..S
---· Eps=10+J3fDID
- Eps=16+j5U.S
··---· Eps=16+j5fOID

3 7

Fig. 7 FDTD and MLS IEM comparison.

CONCLUSIONS

In this paper, an analytical and numerical study on the
backscattering properties of multi-scale random
surfaces has been carried out. In a first instance this
was done by exploiting the IEM model in it's
conventional single-scale version and in a novel
version (MLS IEM) specifically tailored to tackle with
scattering from fractal surfaces [2]. Significant
differences between the predictions of both models
were observed.

In a second step different sets of I-dim. fractal
surfaces, both perfectly conducting and dielectric, have
been numerically investigated by using Monte Carlo
MoM and FDTD approaches, respectively. The

numerical results have been compared to the IEM
direct forward model. As a general result, multi-scale
fractal surfaces are found to be not well described by
the conventional single-scale IEM. The disagreement is
more important at high incidence angles and at V
polarisation. On the contrary, the MLS IEM has shown
a good overall agreement with numerical data.

The results of this study raise some interesting
questions for remote sensing applications. A number of
studies have shown, for instance, that natural surfaces
are better described by multi-scale processes than by
traditional single-scale processes. In particular, recent
accurate measurements of very long surface profiles
have shown that even within the typical dimension of a
SAR system, surface roughness is often better
represented by fractal processes [1]. Given the
sensitivity of radar backscatter to the multi-scale
roughness characteristics of surfaces, the quantification
of these effects of the radar backscatter signatures is a
prerequisite for the development of physical based
inversion algorithms for an effective use of SAR data.
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ABSTRACT

Examination of extant microwave backscattering
models indicates that one of the critical constraints on
predicting the microwave returns from soils
quantitatively is the measurement of the statistical
roughness characteristics of the surface. This work
examines the capability of a stereo vision system in
determining both the single-scale (correlation length and
rms height) and multi-scale (fractal dimension)
roughness characteristics of a soil surface. The
measured profile of a soil surface derived using the
stereo vision apparatus is first compared with that
produced using a pin-board device to show the validity
of the method. The resultant comparison shows that the
two profiles are in good agreement when experimental
constraints are taken into account. Statistically well
defined simulated surfaces are then used to assess the
likely accuracy of the values, derived by the stereo
vision system, of the correlation length, rms height and
fractal dimension. Initial measurents from the stereo
vision are then qualitatively compared with
measurements of the microwave backscatter from the
prepared surface using the ground-based synthetic
aperture radar (GB-SAR) at Sheffield University.
Finally, the possibilities of using this stereo vision
system in conjunction with the GB-SAR apparatus for
the development of the next generation of models are
discussed

INTRODUCTION

Many studies have suggested that SAR observations are
potentially useful in the remote determination of soil
biophysical variables. One of the restrictions on
understanding the microwave returns from soils
quantitatively is the measurement of the soil surface
roughness. This follows from the fact that the extant
models of microwave backscatter from soil require
detailed information on the statistical characteristics of
the surface [1-6]. The most usual statistical measures of
a soil surface are the rms height and the correlation
length, however recent work has also begun to examine
the utility of multi-scale measures such as the fractal
dimension. Fig. 1 shows the effect on the microwave

backscatter observed when the correlation length and
rms height of a surface are varied by 10% from their
mean values of 4cm and lcm, respectively, these
quantities being representative of these variables. The
values of the parameters used in the IEM model are
shown in Table 1. Examination of Fig. 1 indicates that
the difference between the backscattered power
associated with the changes in rms height and
correlation length is as large as SdB, these differences
being particularly clear at high and low incidence
angles. Therefore to validate microwave backscatter
models precisely it is obviously necessary to determine
the statistical properties of the surface accurately.
Examination of the current literature indicates that
techniques for the measurement of bare soil surfaces
using pin-board devices [7] and laser profilometers are
well-developed [8-9]. However, these systems
measurements are relatively time-consuming for the
amount of data necessary to derive correlation length
and rms height accurately [10-11]. Thus, a stereo vision
system has been developed to measure the structure of
soil surfaces.
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Fig. 1: Derived values of the microwave backscattering
coefficient, using the IEM model (1), atW (upper) and
HH (lower) polarisations. The full line shows the
backscatter for the mean values described in Table 1.
The dotted lines show the maximum and minimum
values derived when the correlation length and rms
height are varied by 10% of the mean value (see Table
1)
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images are then examined to determine the position of
the edges in the two new images using the edge
detection algorithm [13]. The software uses this
information along with the camera parameters
previously derived to rectify the stereo images to a
parallel camera configuration. The edge features in the
rectified images are then correlated to determine the
relative positions of the pixels in each image [15]. The
positions of the correlated pairs of pixels in the rectified
image are then triangulated to determine the position of
particular points on the soil surface with reference to the
position of the left camera. The parameters necessary to
determine the real world co-ordinates of an object are
now all defined, with the addition of user information
on the physical size of each pixel the structure of the
object can be derived.

It was determined that the best way to measure
a soil surface was to take several sets of stereo images
offset by a known amount, a mosaic of these images
could then be used to produce useful measurements of
the soil profile at the required resolution. To aid the
correlation procedure, which can become confused
when noisy images are used, a laser stripe generator (a
laser diode with an elliptical lens attached which forms
a stripe) was used to produce one distinct line in the pair
of images. Because a number of surface profiles need to
be measured to obtain information over the relevant
scales (metres) and these need to be lined up accurately.
The movement of the cameras and the laser line source
should be constrained to one dimension. The simplest
solution to this problem is to mount the CCD cameras
and laser diode on a linear scanner. A mosaic of stereo
images is produced by imaging the laser stripe on the
soil surface, moving the supporting frame a known
amount (this movement being regulated by a computer
controlled stepper motor) then repeating this procedure
over the length of the linear scanner (3m). Information
stored on the relative positions of each image pair can
then be used to correct each component surface profile
in order to produce a composite surface profile over the
length of the linear scanner. The accuracy of the soil
positional information is thus dependent on the
resolution of the CCD camera and the integrity of the
reference and the soil images, and the alignment and the
positional accuracy of the linear scanner. Fig. 2 shows a
diagram of the soil-profiler system used.

Parameter Meanvalue Variation
Wavelength (m) 0.06 0.0
Rmsheight (m) 0.01 ±0.001

Correlationlength(m) 0.04 ±0.004
Volumetricmoisture(mj/mj) 0.3 0.0
Complexdielectricconstant 15.99+ i3.28 O.o+iO.O

Table 1: The values used in the IEM simulations the results of which are shown in Fig. 1.

This paper first describes the stereo vision methods
and the apparatus used. Initial measurements showing
the ability of the system are then discussed. The results
of several sets of Monte-carlo simulations are described
later, these data being produced to examine the ability
of the stereo vision apparatus to determine statistical
parameters associated with the surface roughness
(correlation length, rms height, and fractal dimension).
Comparisons between a radar image produced using the
GB-SAR facility at Sheffield University and stereo
vision measurements are then made. Finally, the
conclusions drawn from this study are described and
possible areas of further work are discussed.

STEREO VISION MEASUREMENTS

The experimental stereo vision system is comprised of
two CCD cameras, a mount, and a frame grabber
connected to a PC. By placing a calibration tile (a small
white board with 16 black squares arranged in a grid) in
the field of view (FOV) of both cameras and then
focusing the cameras on the object it is possible to
measure the structure. It should be noted that at present
this system can only be used under laboratory
conditions. The procedure used is to record the images
from the two cameras simultaneously using the TINA
software tool [12]. The acquired images are then
examined to determine the position of the edges in the
two photographs using an edge detection algorithm
described in Canny [13]. The detected edges in each
image are then examined separately to define the 64
comers of the 16 black squares on the calibration tile.
This information is used in the calibration procedure
described in Tsai [14] which allows each cameras
viewing geometry relative to the calibration tile and its'
focal length to be derived. This calibration process
basically yields 64 constraints on the 7 camera
parameters (translation vector, three angles of rotation
and the focal length) which are used to optimise these
values. The relative geometry of the cameras can then
be derived by using each cameras position relative to
the calibration tile. To ensure that the minimisation
procedure has worked efficiently the parameters are
further optimised by ensuring that the derived co
ordinates of the calibration tile are in a plane.

The calibration tile is replaced by the object of
interest in the FOV of both cameras, the acquired
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Fig. 2: A schematic of the stereo vision soil profile
measurement system. Note that both the CCD cameras
and the laser line generator are mounted on a linear
scanner which is not shown in this diagram.

RESULTS

Initial Measurements

Initial results comparing the measured profile of a soil
surface derived using the stereo vision apparatus with
that produced using a pin-board device are shown in
Fig. 3. The stereo vision measurements are made up ofa
mosaic of several pairs of images. The pairs of images
used were made to overlap significantly in order to
reduce areas of missing data (produced when one or
other of the cameras is occluded) to a minimum. The
difficulty in trying to find the components due to
separate stereo vision pairs in the figure indicates that
the image registration in this experiment was excellent.
The two profiles in Fig. 3 are in relatively good
agreement when experimental constraints are taken into
account. It is likely that a closer connection between the
two sets of data would result if a more accurate
correspondence between the stereo vision apparatus's
co-ordinate system and the pin-board systems co
ordinate system had been made. It should also be noted
that the soil surface was significantly disturbed in the
process of making the pin-board measurements. Indeed
some of the pins were observed to enter the soil surface
by IOmmin places, this large impact on the soil surface
occurred because the soil was dry and inadequately
packed down in the seed tray. Thus, the correspondence
is considered to be excellent under these experimental
conditions. The relatively large variance of the stereo
vision measurements is due to the fact that the edge
detection algorithm finds an edge on both sides of the
laser stripe and thus two separate profiles approximately
2mm apart are actually measured.
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Unfortunately, the very small horizontal
resolution measurements possible with the stereo vision
system (approximately 0.2mm horizontal resolution for
cameras with focal lengths 25mm and CCD chips with
640 by 480 pixel arrays) must be degraded by averaging
to remove the small gaps observed in the stereo vision
data. These gaps occur where the laser stripe on the
surface is not in one camera's field of view because of
obstructions. Therefore to derive the autocorrelation
function of the surface from the stereo vision data,
individual values must be averaged and larger gaps must
be interpolated over using a polynomial interpolation
routine [16]. The autocorrelation function of the soil
surface may then be derived from this processed data
using a fourier method described in Press et al. [16].
Fig. 4 shows the autocorrelation function of a single
profile from a prepared soil surface, the length of profile
used was approximately I .Sm and the horizontal
resolution was reduced to 5mm in this case. The values
of the rms height and correlation length, assuming a
gaussian and an exponential model, derived from this
surface and shown in Fig. 4 are 0.8cm, 4.2cm and
4.Scm, respectively. It is interesting to note that the
autocorrelation function is closer to the exponential
model than the gaussian model. This is particularly
interesting because the vast majority of previous soil
surface measurements made under field conditions
suggest that most surfaces' autocorrelation functions are
modelled more accurately by the exponential model.
Thus, this suggests that the procedure used to simulate a
soil surface in the laboratory has been successful.
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Fig. 3: Comparison of the measurements derived using
the stereo vision technique and those measured using
the pin-board device. It is important to remember at this
point that the stereo vision measurements are made up
of a mosaic of 7 images.



Fig. 6: Histogram of the derived fractal dimension using
a profile length of Sm and a horizontal resolution of
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Monte-carlo Simulations

To examine the abiliity of the stereo vision system
simulations similar to those described in Ogilvy and
Foster [10] and Oh and Kay [11] were performed. In
this study, over 200 random profiles with statistics
represented by the exponential autocorrelation function
model have been synthesised. Each of these surfaces has
been produced to have a correlation length of 4cm and a
rms height of lcm. The histograms below show the
values of the correlation length derived for profiles of
length Sm and horizontal resolutions of Imm. However,
the histogram on the left has been derived by averaging
data and interpolating over large gaps to a horizontal
resolution of 1mm from data with an initial resolution of
0.2mm with a high proportion of missing data (20%),
this being produced to represent the stereo system. A
comparison of the two histograms will allow us to
examine whether any bias or increased error in the data
results from the processing used on the stereo data.

• <.
c 0.8

~
<. 1;l

0.6c . . ·. '," .
.Q

I 0.4
•. '-, __ :"",...0

""<:,;,' ... j8s 0.2"

-0.2 ~--~--~===·-0 10 20 30 40 50 60 70 80 90 100
Displacement (mm)

Fig. 4: Autocorrelation function of a measured soil
surface (dotted line) and the form of the exponential
(dashed line) and gaussian (full line) models fitted to the
measured values.

Simulated Laser Profilometer
18f mean =3.8

std =0.702
18

14

Fig. S: Histograms of the derived correlation length
derived from processed (left) and unprocessed (right)
measurements using a profile length of Sm and a
horizontal resolution of 1mm. Actual value of the
correlation length is 0.04m.

Comparison of these histograms suggests that no
obvious bias has been introduced by the manipulation of
the stereo data, but both derived values are slightly
smaller than expected (0.0383 and 0.0381 for the
averaged and unaveraged data, respectively). It is
suggested that this unexpected bias may be associated
with variations in the simulation of the surface structure
using the procedures described in Oh and Kay [10]. It is
also noticeable that the standard deviation on the stereo
systems simulations have been reduced which suggests
that this system is potentially more accurate than the
laser profilometer system over the same profile length.
Measurements of the rms height derived using the two
different systems showed no significant differences.
Therefore, the stereo system seems to be able to derive
the correlation length and rms height of soil surfaces
well enough to validate single-scale microwave models.

A second set of simulated surfaces based on
fractional brownian motion multi-scale surfaces
described in Falconer [17] have been produced. Over
200 random profiles with statistics represented by the
fractional brownian motion model have been
synthesised, each of these surfaces has been produced to
have a fractal dimension of l.S. The fractal dimension
of each of these surfaces has then been derived by
examining the gradient of the power spectra of these
surfaces. Discussions on the relative merits of different
methods for determining the fractal dimension can be
found in Constantine and Hall [18] and Davies and Hall
[19].

mean=1.45
std =0.238

20

1.1 12 1.3 1.4 1.5 1.6 1.7 1.8 1.9
Deri\ed Fractal Dimension

Initial estimates of the surfaces fractal dimension,
using the power spectrums gradient, proved very poor
and showed a noticeable bias towards very low fractal
dimension (1.0-1.1). After some analysis it became
clear that this was associated with always using the
same range of wavelengths over which the least-squares
fit was made. Thus, after experimentation a number of



least-squares regressions over a number of regions were
performed. The best gradient was then selected by using
the gradient with the smallest uncertainty. Fig. 6
shows the histogram of the fractal dimension derived
from processed measurements using a profile length of
5m and a horizontal resolution of Imm, the actual value
of the fractal dimension in this case being 1.5.

The fractal dimension shows a mean value of 1.45
and a standard deviation of0.23 when a gaussian model
is fit to the data. This result suggests that profiles
lengths of 5m are not long enough to determine the
fractal dimension accurately. Especially, when the fact
that for a profile the range of the fractal dimension is
limited to between 1 and 2. Thus, it seems that a
laboratroy environment is not suitable to examine multi
scale electromagnetic models which incorporate the
fractal dimension. The possibility of examining the
multi-scale model described in Mannien
[4] needs to be examined. This model relies upon
deriving the correlation length at a number of scales to
be able to determine characteristic multi-scale surface
roughness parameters.

Combined SAR and Stereo Vision Measurements

In addition to the system's ability to measure surface
profiles, and thereby the surfaces statistical properties, it
is a relatively simple procedure to measure 2-D areas of
soil surfaces by mounting the cameras and the laser
diode perpendicular to the direction of motion of the
linear scanner. Fig. 6 compares the results of measuring
a section of a soil, using the stereo vision system, with a
SAR image of the entire soil surface using the
microwave system available at the ground-based
Synthetic Aperture Radar (GB-SAR) facility. The
microwave measurements displayed were taken at X
band with a HH polarisation and at an incidence angle
of 55 degrees. Details of the GB-SAR facility and the
SAR imaging procedure used to produce the microwave
image are described in Morrison et al. [20]. Inspection
shows that the three furrows on the soil surface
observed by the stereo vision system correspond to
areas of strong microwave backscatter. Analysis
suggests that these enhancements are likely to be
associated with the back faces of the furrows, where the
local incidence angles relative to the relative to the
tangent of the surface are near normal incidence. The
last area of enhanced backscatter in the diagram (at
""150cm) is associated with the back surface and is thus
likely to be associated with a double bounce scattering
mechanism. Thus, using the stereo vision system in
conjunction with the GB-SAR apparatus may be of
significant use in the testing and development of models
of microwave backscatter from soil surfaces.
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Fig. 7: A comparison of the SAR image of the
microwave backscatter at HH polarisation over the soil
surface (top) and the stereo vision measurement of a
section of the same surface (bottom).

CONCLUSIONS ANDFURTHER WORK

The use of stereo vision techniques in conjunction with
a linear scanner is shown to be capable of measuring
soil surface profiles relatively accurately in a laboratory
environment. Simulations suggest that the correlation
length and rms height can also be precisely determined
using this system, thus, making it possible to truly
validate single-scale soil surface models. Simulations
also suggest that the fractal dimension can not be
adequately determined using short profile lengths. Thus,
the electromagnetic models which use fractal dimension
can not be validated in a laboratory environment for the
condtions specified in the simulations. This analysis
needs be extended to examine whether this system is
capable of measuring other statistical parameters which
characterise multi-scale soil surfaces.For example,
those used in the multi-scale model described in
Mannien [4]. The use of GB-SAR measurements of the
microwave backscatter could then be compared with
models to ascertain whether these simulations are valid.

The stereo vision measurements of a 2-D area
of a surface show a clear correspondence with a SAR
image. This indicates another potential way of utilising
this technique in the testing and development of models
of microwave backscatter from soil surfaces. At present
this system only works in a laboratory environment
because of constraints associated with the portability of
the linear scanner, however the next phase of this work
is to construct a portable field-based system.
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ABSTRACT

Many applications of SAR imaging and in particular
those involving a registration or a geo-coding step.
require an accurate knowledge of the geometry of the
image. Furthermore. in the airborne SAR context.
irregularities in aircraft motion due to air turbulence.
introduce severe distortions in the images.
We have implemented a Geometrical Error Model for
our generic off-line BlD SAR processor. The GEM
provides an image distortion map together with some
derivatives with respect to errors in radar parameters
and errors in aircraft trajectory measurements (velocity.
altitude. oscillations). It allows an efficient estimation
of the errors from distortion measurements (tiepoints).

1.GEOMETRYOFTHE SARPROCESSOR

The geometry of a SAR image depends on the SAR
processor itself. For our BlD SAR processor (imple
mented in the PAMELA software presented on Fig. 9),
the images are calculated with a constant squint angle
with respect to the nominal trajectory. The nominal
trajectory is defined as the linear non-uniform
projection of the trajectory to its chord.
This convention is chosen. quite arbitrarily. in order to
facilitate the projection of an image without model
error. The choice of a constant squint angle versus a
constant Doppler frequency is a less questionable
choice. since otherwise. in case of strong trajectory
non-linearities, a given point on the ground might
appear at several different positions in the image.
The corresponding focusing point on the ground of a
given pixel on the image. is obtained as displayed on
Fig.1. Suppose the pixel lies on the line of which the
integration time is centred at T. Then denote N the
projection of Ton the nominal trajectory. Calculate the
intersection between the cone of angle 5. the sphere of
radius R centred at N and the ground plane.

2.SAR IMAGE DISTORTIONS

Depending on the SAR-processor conventions. a given
pixel of the SAR (slant range. azimuth) image could be
easily mapped to its corresponding point in some

geographic coordinate system. Either the terrain may
be assumed "flat" with height the average flight
altitude. or a Digital Elevation Model (DEM) may be
considered. But the main difficulty is to retrieve the
accurate antenna position during the integration time.
Also. the estimation of the phase of the signal should
be sufficiently precise to avoid ruining the signal
samples addition. If. for example. we assume that the
phase should not vary more than 45°.it means that the
error on antenna position should be below /.../8.

,1
,'!

/!

/
'

-- horninj
'~ --~r"•.kn,.~ {---~,,.------

'

Fig.1 : Geometry of a SAR image for our BlD processor

This results comes from the formula linking the phase
rotation Q in terms of the wavelength A of the radar to
the difference between the assumed antenna range R
and its real value D:

Q = 4n(R-D)J/...

Typically. for S-band or X-band SAR images. the
integration times are approximatively 3seconds and ls
respectively. Knowing that the aircraft speed is about
80m/s. this implies that the aircraft position should be
estimated with an accuracy of 12.5mmalonga trajectory
segment of 240 m for the S-band and 3.75mm along a
path of 80m for the X-band. The relative precision
approximates 1/20000 !
Of course. such a precision on the carrier trajectory is
impossible to achieve. However. remark that a global
translation error on the trajectory results mostly in a
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translation of the image with respect to the ground,
provided focusing is tuned to a "flat" terrain. If the
focusing exploits the DEM. it will obviously be altered
since the elevation is incorrect. That is the reason why
DEM focusing requires a pre-registration, at least to an
accuracy comparable with that of the DEM.

An other difficulty may come from a slight error on the
carrier velocity estimation. At the first order. it leads
to a geometrical distortion of the image. Blurring is in
fact a second order effect.

i
"Oi'•.....

Pf

----~\
------------ ~

z

Fig. 2 : First order effect of an underestimation of
carrier velocity. The phase correction corresponds to a
true point Pr closer to the zero-Doppler direction Z
than the target point Pf we are focusing at.
In order to understand this. assume that we under
estimate the aircraft velocity. When we correct the
phase for a target point (any pixel centre in the image).
we underestimate the phase rotation to compensate,
meaning that we compensate for a point closer to the
sphere centre than the target point "aimed at". This
means that the "effectively compensated" point will
appear in the resulting image at the "target" pixel
position. In other words, the image will be distorted in
such a waythat offset between the instantaneous flight
direction and the direction of the tangent sphere centre
(also called the "zero Doppler" direction since. at first
order. distance is constant there) is amplified.

The geometrical effect of any low frequency trajectory
error can be derived from this principle: The point
effectively focused is the point at the same distance to
the antenna. having the same radial velocity as the
aimpoint was assumed to have with the erroneous
trajectory during the image synthesis.

Notice that geometrical distortions of a SAR image
may also come from errors in the radar parameters
themselves. For example, with the ONERA airborne
radar RAMSES.unmodelled delays in the demodulation
circuits may introduce a bias on the wavelength A..
which would yield the same kind of distortion than a
velocity bias. Clock trigger unmodelled delays may

also introduce a bias in the range measurements.
shifting the whole image along the range axis.

3.GEOMETRICAL ERRORMODEL

A Geometrical Error Model (GEM) is a routine that
establishes both the direct coordinate transform rule
from a geographical referential to the image coordi
nates. and the inverse coordinate transform rule from
the image coordinates to a geographical referential.
Those transforms should involve an error parameter
vector, modelling the low frequencies trajectory errors
and some radar parameters errors.
In order to increase the numerical efficiency of the
routine, the GEM also provides the derivatives of the
transforms as well as their partial derivatives with
respect to error parameters.

4.AN EXAMPLE OFGEMDESIGN

First of all, in order to create a GEM. one must choose
an error parameter vector structure. For the applications
illustrating reference [1], we suggested two radar
parameter errors: a bias on the radar frequency c/A.
and a bias on the near range (range of the first echo
sample). This choice was motivated by the waveform
type (linear chirp with deramp) and the radar elec
tronics. since those errors can originate from unmodel
led time delays in the circuits.
Concerning the trajectory errors. there were used a
bias on the initial position (longitude. latitude and
altitude), a bias on the heading, a bias on velocity along
flight direction. a bias on slope and a set of oscillation
terms along the vertical. longitudinal and transversal
axes. The number of oscillation terms is "user select
able" depending on the required accuracy of the model.
In fact any type of low frequency modelling (such as
polynomial expansion. Chebycheff polynomials.
Fourier terms ...) of the errors could have been used.

Once the error parameters structure is established,
computer subroutines for direct and inverse coordinate
transformations together with their derivatives. must
be provided. It was in fact easier to start with inverse
transforms:
We recall that the designed SAR-processor uses con
stant squint angle with respect to the nominal trajectory,
range also measured with respect to the nominal
trajectory, cross-range axis as time and. optionally,
DEM elevation data. According to those conventions,
for a pixel of given coordinates in the image, the



corresponding focusing point on the ground was
computed as explained in Section 1.With the focusing
point coordinate on the ground and the time from the
cross-range image coordinate, its nominal range and
radial velocity can be calculated. Thus, from the
error-free trajectory, its phase rotation speed is deduced.
Thereafter the range and phase are modified according
to radar parameter error values, in order to obtain
effective range and radial velocity.
Using the corrected trajectory, the point on the ground
at a given elevation is determined that has this range
and radial velocity with respect to the erroneous
trajectory. In fact there are two solutions. one at each
side of the aircraft. but only one is on the "imaging
side''.
Thus at this stage, we have designed the procedure
(inverse transform) which computes latitude and longi
tude as a function of the image coordinates, the altitude
and the error parameters.

It was relatively easy, by formal derivation of each
program line, to get from this procedure another one
giving the derivatives of the inverse transform.

The direct transform is slightly more difficult to
compute, since given geographical coordinates and an
altitude. the erroneous trajectory allows to deduce at
each time, range and radial velocity of the point.
SAR-processor design choices (and parameters such as
the squint angle value of the single-look) allow to find
the time (at mid-integration) when the point was
focused, by means of a bracketing iteration which is
slow.In practice, the iterative search can be initialised
from the solution for a close point. thus accelerating
considerably the process when we call the function
successively for all the pixels of an image.

The formal computation of the derivatives is however
not feasible. The solution was to use the image coor
dinates from the direct transform and invert the
Jacobian matrix of the inverse transform in order to
obtain the derivative of the direct transform. In a
similar manner. the partial derivatives of the direct
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transform are obtained from the partial derivatives of
the inverse transform.

Fig. 3 to 6 show an application example of the GEM.
Two looks had been synthesised in X band with a
trajectory from hybridisation of inertial unit and
differential GPS (Fig3). Their squint angles were
respectively -0.4° and +5.6°.We distorted these looks
with the GEM by adding a longitudinal oscillation of
30 meters amplitude to the trajectory (Fig 4).This error
induces a mismatch between the two looks. clearly
visible on Fig 5 which shows the difference of the two
single looks images. To confirm the validity of the
model, we synthesised the same single looks from the
raw radar signal and the erroneous trajectory of Fig 4.
The resulting difference image (Fig 6) shows the same
positional error. Observe, however. that the focusing of
the image is also impaired, and that the average
illumination level is uneven. The reason of the latter
fact is the miscorrection of the antenna lobe pattern on
the ground, since the true trajectory was that of Fig3.

Fig 3 : Example of a real acquisition trajectory (one
minute). Deviations from the linear uniform trajectory
along the longitudinal axis (amplitude= 6m).

Fig 4 : The trajectory of Fig 3 with a 30-meter wide
longitudinal oscillation added.
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Fig 5 : Misregistration of two single-looks modelled for a 30-meter wide longitudinal oscillation.

Fig 6: Misregistration of the same single-looks synthesised with the altered trajectory of Fig 4.Note the unfocusing
and the uneven illumination due to erroneous antenna lobe positioning.
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Fig 7 : Misregistration of the two original single-looks modelled for a 30-meter wide transversal oscillation.

Fig 8 : Misregistration of the single-looks synthesised from the radar signal, with the trajectory altered by the
transversal oscillation. The unfocusing and the unevenness of the illumination is even worse than on Fig6.



Because of the high resolution of the airborne SAR
images and the irregularities of the aircraft trajectory
which may distort them. a Geometrical Error Model
(GEM)must be defined.
The GEM gives the transformation from image position
to geographical coordinates together with the inverse
transformation and the derivatives with respect to some
error parameters.
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5.CONCLUSION Some illustrations are given in [1].The images were
obtained by the SAR RAMSES designed and operated
at ONERA. Among the studied applications of a GEM,
multi-look processing, elevation dependent motion com
pensation, combination of images, repeat-pass inter
ferometry and change detection have been addressed.

[1]Cantalloube H. Some Applications of an Accurate
Geometrical Error Model for Airborne SAR, CEOS 99

Fig. 9 : General Presentation of the Pamela Interactive Software. This tool developed at ONERA offers several
functions such as Synthesis of SAR images. Hybridisation of trajectories, Visualisation, Quality assessment and
calibration, Autofocusing, Geocoding, Registration and Combination of images. interferometry etc...
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Simulations are achieved using geometrical database
which represents a numerical model of terrain,
relatively undulating, rich in woodlands vegetation,
and separated trees (see figure 1). The database is
composed of a very accurate high-resolution central
area and a surrounding area at a lower resolution.
This central area represents a 5 km x 7 km
rectangular terrain, containing plane surfaces (crop
fields, meadows, forests, lake), linear elements
(roads, river) and punctual items (trees, man-made
constructions, bridge, pylons with electrical wires).
200,000 faces describe it.
The central area is enclosed by a 20 km x 20 km
surrounding domain, which is made up of fields, a
lake and a river. 7,000 faces describe this
environment.
Interesting facetted targets, fixed or in motion, land
or airborne can be positioned in this scene.
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ABSTRACT

This imaging radar simulation concept was
developed as part of a joint project between the
Electromagnetism and Radar Department of ONERA
and the OKTAL Company. This paper sets out a
specification of the principles. Imagery output from
the simulations illustrates the effectiveness of the
tool.

INTRODUCTION

A 3-D realistic radar simulation package applied to
multisensor scenarios was developed as a project
between the Electromagnetism and Radar
Department of ONERA and the OKTAL Company.
This partnership respectively associates the expertise
of ONERA in radar phenomenology, millimetre
wave interaction with targets and clutter, with that of
OKTAL in the generation and management of
realistic scene databases in the infrared and optical
domain using advanced Shooting and Bouncing Rays
(SBR) techniques [l, 2, 3]. The objective of this
program is to develop simulation tools capable to
predict the behaviour of sensors in a realistic
environment. This is achieved by coupling terrain
database completed by multispectral features and a
fast SBR algorithm. For example, a specific purpose
is to simulate the response of airborne multisensor
equipment to determine the operational contribution
of millimetre wave radar coupled with infrared and
optical sensors according to a particular scenario.
Applications include development and evaluation of
new detection and signal processing algorithms and
indeed to carry out ergonomic study. Simulation
parameters take into account equipment
potentialities, the sensitivity to meteorological
effects and moving or non-moving target
discrimination.

31055 Toulouse Cedex France
email: mametsa@onecert.fr

PURPOSE

Multitude of applications could be treated from the
basic principles investigated in this project.
This paper deals with the possibility of calculating a
radar image comparable with the same one obtained
by a specific Synthetic Antenna Radar (SAR)
imaging. This paper sets out a specification of the
airborne imaging radar principles and examines the
results of the first simulations in realistic
environment. Operational simulation of the
millimetre wave sensor permits us to specify, to
evaluate, to qualify and to test the performances and
limits of such future systems. Simulation parameters
take into account the sensitivity to meteorological
effects. To illustrate the effectiveness of the tool for
performing research in this field, imagery output
from the simulations will be shown.

TECHNICAL FEATURES

Geometrical Realistic Database
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Features

Specific features and textures related to infrared,
optics and radar are provided for each face of the
database and the targets. For radar analysis, two
classes of materials can be defined: the metallic
materials and the environmental clutter with
respectively, predominance of specular and
scattering effects. Each category of clutter is
characterised by its backscattering coefficient
average a0, which depends on the incidence angle
and polarisation components (HH, VV, VH, and
HV). Metallic materials (steel, aluminium) follows
the Fresnel reflection coefficients R.L and R11

(respectively equal to -1 and + 1 for the electric
field). The plane wave and clutter or target
(composed essentially of metallic structure)
interaction is specified below.

Shooting and bouncing rays technique

The shooting ray technique is well adapted to our
purpose. A set of rays representing the incident plane
wave is shot toward the observed area composed by
target and clutter. More specifically, from an
emission point, this area is included in a cone in
which elementary tubes of four rays are launched.
Every tube is defined so that their intersection with
the target (respectively the environmental clutter)
constitutes a planar surface (respectively the same
category of clutter). When in [4], a dense grid of
geometrical optics rays (10 rays per wavelength) is
shot; our shooting ray number is improved thanks to
this planar or homogeneous criterion of intercepted
surfaces. A fast Radar Cross Section (RCS) analysis
of complex 3-D perfectly conducting targets was
carried out using this approach [5].

Plane wave and clutter interaction

Each category of clutter is characterised by its
backscattering coefficient average a0, which
depends on the incidence angle and polarisation
components (HH, VV, VH, and HV). But real
simulation values for a are obtained by including
statistical fluctuations (for speckle effects) using an
exponential probability density function coupled
with a uniform probability density function for the
phase of backscattered field . Data on backscattering
coefficients are extracted from (sparse) measurement
campaigns published in literatures and F.T. Ulaby
and M.C. Dobson's works [6].

An important synthesis task was performed in order
to take into account frequency bands diversity and
polarisation information. Contributions from all rays
are summed up at a far-field observation point to
obtain the final backscattered field from a definite
area.

Plane wave and target interaction

High frequency asymptotic techniques and shooting
rays technique were coupled in order to predict the
RCS of complex target [5]. To evaluate the multiple
interactions, each ray is followed from one part of
the target to another one. For large targets (according
to the wavelength), the main contributions come
from specular points at surfaces or edges. Second
order effects are usually ignored. Thus, the RCS of
complex targets can be predicted using the high
frequency asymptotic approximations. Now, for
facetted targets, three principal methods are applied:
Physical Optics (PO) for surface scattering [4, 5, 7]
Method of Equivalent Currents (MEC) for edge of
finite length diffraction [5, 8) and Geometrical
Optics (GO) coupled with both previous methods to
take into account multiple interactions. The shooting
and bouncing rays technique performs very well in
processing these interactions which have not to be
neglected because of their high return in wide aspect
angle. So, the scattering of intercepted surfaces
throughout the multiple bounces, the edge
diffraction, the reflection(s)-diffraction and/or
diffraction-reflection(s) coupling are considered.
Again, contributions from all rays are summed up at
a far-field observation point to calculate the final
backscattered field, eventually leading to the RCS of
the target. We test this method using examples of
complex vehicles such as jeep or tank and then,
illustrate the necessity to take into account the multi
bounce effects in backscattering prediction.

Propagation

Attenuation due to vegetation and meteorological
parameters has been taken into account. Both effects
are predicted by applying the recommendations in
1986 and 1992 of the CCIR (Comite Consultatif
International des Radiotelecommunications) in
Geneva respectively. The vegetation model was
improved after a comparison with a database of
measurements for the cases of vegetation with and
without leaves [10). The atmospheric effects cover
oxygen and water vapour absorption; and clouds,
haze, fog, and different intensities of rain
attenuation.



Radar

The principles used in the radar sensor modelling are
flexible and thus preserve the evolutionary concept.
This modelling transforms the field in front of the
antenna into parameters such as range, radial
velocity and angles. Then, this domain is processed
according to specific procedures and operating
modes. The performed simulation is developed from
the matched filter theory and the associated
ambiguity function. This approach based on
energetic concepts (maximising signal-to-noise ratio
for a known signal) is applied on all standard radar
systems and remains quite general.

Antenna

Various antenna models are under consideration
according to specific objectives, practical
applications and aspect angle coverage requirements.

Exploitation - Utilisation

Generally, imagery sequences generated by the radar
transfer function are visualised using 2-D or 3-D
visualisation tools. The visualised output data are
voxels, which contain information about
backscattering strength and velocity.
In this particular case of SAR simulation, the
illustrated calculations (figures 2 and 3) have been
conducted using the following parameters:

flight altitude of the carrier: 2 000 m
image area: around 2 km x 2 km
synthetic antenna beamwidth: 0.032°
elevation beamwidth: 13°
incidence angle: 63°

1024 range gates of 2 m (i.e. range resolution) were
used to calculate the image on figure 2.
They were chosen in order to achieve the same
resolution both in cross range and along range. For
each resolution cell or pixel, coherent summation of
the different contributions from clutter and targets
were performed according to the principles
described above.

Summary and prospects

The simulation tool provides realistic RCS and 2-D
SAR image calculation for complex geometry or
database. The future prospects intend to take into
account target description by parametric surfaces,
dielectric layers on or material loading in the targets
and roughness of the target surfaces. Moreover
research is ongoing on strong coupling between
target and its immediate environment for other
potential applications on radar imagery.
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Figure 1: part of a scene from the database in optical
domain

Figure 2: specific area from database in optical
domain.

Figure 3: radar imaging simulation of the scene.
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ABSTRACT

Recent developments in interferometric radar technique
largely highlighted potentialities of radar interferometry
for the generation of high resolution DEM (Digital
Elevation Models). Nevertheless, the performances of
this almost automatic process are strongly degraded for
tortured reliefs and for vegetation areas. A research in
progress with the CNES (Centre National d'Etudes
Spatiales), CSSI (Communication & System, group
"Systeme d'Information") and the IRIT (Institut de
Recherche en Informatique de Toulouse) proposes to
approach these phenomena by the means of simulation.
So a new simulator, called 2SIR (Simulateur d'Images
Radar & Simulateur d'Interferogrammes Radar), has
been developed in which complex scenes can be
described. As a first application, this simulator is used
to reproduce and study coherence losses for tortured
reliefs and the appropriateness of classical coherence to
characterize interferograms quality is also discussed.

INTRODUCTION

SAR interferometric techniques have been already used
for several years for the generation of Digital Elevation
Model (DEM) [9][10][... ]. Whereas processes are well
known for ground with small slopes and for
homogeneous or sporadic vegetation; on the other hand,
in urban areas, or in any situations with involved
interactions, these procedures are not adapted or
accurate. In spite of its limitations, simulation is a very
practical tool to approach complex cases, since ground
measurements are not always available or easy to
exploit.

Many simulators already make it possible to generate
interferometric radar images, starting from DEM
[8][11]; however, those are generally not adapted to the
context of the high resolution in urban areas, or in
vegetal domains, but are to the characteristics of bare
soils. Indeed, it is often difficult to take into account the
dielectric specificities of each surface element, to
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modelize vertical planes or overhang, and especially to
simulate volumic interactions.

Therefore, the feature of the new simulator called 2SIR
(Simulateur d'Images Radar & Simulateur
d'Interferogrammes Radar) is to overcome the
deficiencies of DEM by allowing complex situations to
be described with the help of simple models. In this aim,
it exploits 3 data bases which contain the "3D"
information and the dielectric properties of the scene,
and it can produce 4 types of images (see Fig 4). As its
purpose is to simulate a realistic interferogram, it has
been first tested on tortured reliefs to verify its capacity
to reproduce coherence losses.

TECHNICAL FEATURES OF THE SIMULATOR

Data Bases

The Materials Data Base

In this data base, each type of material is characterized
by 8 parameters for each type of polarization. The 3
parameters Ps. K, Po quantify the backscattering
coefficient cr (1), which has two components (2):

• A specular part, characterized by Ps, which specifies
the specular contribution when then local angle of
incidence 0' is null (Fig 3). The coefficient K is a
roughness parameter that reduces the width of the
specular part.

• A scattering component characterized by Po.

c = 10loglp] (1)

These three parameters are computed by fitting data
extracted from the Handbook of F. T. Ulaby and M. C.
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Dobson [I]. An example of such a mcxlelization is given
in Fig. 1.

A fourth parameter defines the density of targets that
will be randomly distributed on a surface or in a volume
and a fifth one characterizes the vanishing coefficient
for volumic interactions. Additional Red, Green and
Blue parameters allow color of the material to be
defined in the optical representation (merely to get a
better representation rather than to simulate the material
response in the optical domain)

An Objects Data Base

In order to describe the scene more easily, a few basic
objects are provided. Examples are given in Fig. 2. The
circles represent randomly distributed targets, which
means that speckle would be modelized by a well
known Rayleigh distribution [2].

A Terrain Object Models Data Base

The scene is described in a Terrain Object Models Data
Base (TOMDB :::> DEM), by basic objects defined in the
Object Data Base (ODB) with some properties specified
in the Materials Data Base (MDB). Each element of the
TOMDB consists also in 2 links with the 2 other
Databases, and an object descriptor that specifies the
localization and the sizes of the object.

Images Generator

The images are computed in 2 steps (Fig. 3). First of all,
targets are randomly distributed within objects, then
returned echoes are added to simulate the radar response
in an intermediate angular image. The aim of this
preprocessing is to manage masked echoes (with the
technique called z-buffering) and transparency, effects
which can't be ignored with tortured reliefs. The second
step consists of a summation of echoes registered at the
same range gate to generate the final radar image. As an
intermediate angular image is computed, it allows an
optical view to be processed (according to geometrical
considerations).

Therefore, this application provides 4 types of images,
such as the bare example of a kind of building as shown
in Fig. 4. Anaglyph grants a quick and practical
perception of puzzling "3D" scenes.
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COHERENCE LOSSES

Theoretical Definition

The classical definition of the coherence y is (3), where
x, and x2 are complex images, the function E( )
represents the expectation function; and the operator* is
the complex conjugate associated to a complex value.

(3)

This function is often used to characterize the quality of
interferograms, however it is a little bit risky to use it.
Indeed, in practice, only (4) can be computed. Signals
are supposed to be ergodic and locally spatially
stationary, thus the expectation function is replaced by a
local mean ( ) .

(4)

Therefore this estimator is maximal when the phase
difference is constant, that is, when there are no fringes.
Therefore, the more fringes there are, the lower y is. In
fact, y evaluates correctly the interferometric noise
only if the phase difference is stationary. Besides, the
window size (within which the mean operator ( ) is
computed) affects the quality of the coherence
estimator. With small sizes, this estimator is biased
[3][7]. With large windows even though the scene is
stationary [4][7], y falls off since the phase difference
turns if there are fringes (and that is what is expected).
Thus the classical coherence as defined in (4) do not
well estimate interferograms quality.

Theoretical Effects of Slope and Baseline

Under certain conditions (simultaneous survey or
negligible terrain decorrelation and atmospheric
effects), the phase difference ~cp between pixels of the
two images correctly coregistered can be approximated
by (5). This function depends on geometrical parameters

described in Fig. 5, and on the wavelength A and the
coefficient k which worths 1 in bistatic case, and 2 in
monostatic case.

~cp= 21t.k.b.sin(9-a)
le

(5)
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a :tilt angle
b : baseline ~ : slope
B : orthogonal baseline 0 : off-nadir angle
d : distance 0 ': incident angle =0 - ~

Fig 5: Geometry of acquisitions.

For a little variation of e, the phase difference o~cp
follows variation of d as (6). This formula is equivalent
to a frequency shift defined in (7) (where fo is the
central frequency) [5].

21t bcos(9-a)&d
&~cp= --:;:-k d tan(9') (6)

B
~!= -k.fo d.tan(8') (7)

Practical Definition

Coherence becomes a good estimator of interferograms
quality if fringes can be subtracted [6]. Nevertheless,
those are usually unknown, since this is what we want
to study. In (8), a phase function <I>has been introduced
to describe fringes that we want to remove [6][7].
Without this knowledge, orbital fringes defined in (9)
can at least be deduced, which are fringes due to the
baseline on a flat ground. In this case, the slope is null,
then 8' equals 8. The coefficient Rd is the slant range
resolution, and n is the index in range of the pixel.
However, if the local slope is known, or a local gradient
of fringes can be computed like in (l 0), it may be
subtracted to improve the accuracy of coherence.

y = (x1.x2'.exp(-i<t>))

~( X1 .x,* )( X2 .X2 *)
(8)

-- 21tkb cos(8-a) Rd.n
<l>orbital - le d tan(8) (9)
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(10)

APPLICATION

Simulation

The simulations have been defined so that the produced
images are representative scenes as we could observe
with the ERS system on soil and rock surfaces. In order
to compute coherence, one or two facets in the case of
layover have been placed according to the geometrical
conditions of acquisition. The specific parameters of
simulations are fixed in Table I.

Parameters: Nominal values
Wavelength A 0.056 meters
Polarization VY
Material type Soil & rock
Slant range resolution Rd 7.9 meters
Azimutal resolution Ra 3.9 meters
Window size in range 4 oixels
Window size in azimut 100 oixels
Mean range of the facet 850 000 meters
Tilt angle a 0 degrees

Local incident angle 0'(for layover only) 23 degrees
Othogonal baseline B (for layover only) 250 meters

Table 1: The default values.

In each case, two interferometric radar images are
generated, then (8) is computed. The function <P can be
(9) or (10) when the slope is known. Each coherence
value is reported in graphs such as in Fig. 6. So as to
give the best general survey, each value appears twice,
first in a surface representation which gives us an idea
of the absolute value, and also in a gray-level image
which provides us with an easy way to examine relative
variations.

Therefore, in each graph 2x100x100 images are
produced. We must notice that when 0' is close to 0
degree or 90 degrees (for a difference lower than
approximately 5 degrees), the simulation may be
corrupted. The waves, which appear on the edges in Fig.
7 are a good example. This is not a serious weakness
because in the cases it happens, the coherence is low.

Simulated Effects of Slope and Baseline

In Fig. 6, we remark the expected coherence losses due
to a large baseline and a slope. The Fig. 7 tends to prove
that coherence loss is almost due to how coherence is
computed. Coherence is much better when the local
phase gradient has been previously subtracted, since it is

nearly constant and it worths I. This means that the
effect of the phase rotation within pixels is negligible,
contrary to the effect of the size of the evaluation
window, which is the main cause of coherence loss.

Fig 6: Effects of slope and baseline in the case (9).

Fig 7: Effects of slope and baseline in the case (10).

Layover

A priori, two types of layover cases can be
distinguished. The case of Fig. 8, in which one facet
faces the other one, has been named the "positive
layover" case. In this occurrence, multi-paths are
allowed, and cases of double or triple bounce may be
likely, however those phenomena are ignored in this
first approach. Moreover, those effects are actually
negligible on natural surfaces, which are too rough to
admit of coherent effects.

The second case, shown in Fig. 9, can be found on the
top of mountains, hills or buildings, and has been called
the "negative layover" case. Obviously, it is hardly to be
expected that it can be observed without a "positive
layover" unless the radar (for example if it is masked)



does not lighten the surface in front of the relief.
However, it is interesting to separate the two effects.

The function <I> used in the computation of the
coherence is (9). Therefore, Fig. IO and Fig. 11 show
that coherence is even better since each facet is
horizontal (i.e. there is no residual fringes due to the
slope); and because one of them is parallel to the
incident wave (i.e. little energy is back scattered by the
surface, thus only the other one contributes to the
signal). On the other hand, coherence is worse when one
of the facets is perpendicular to the incident wave. Since
the slant range resolution is low, it means that the phase
rotation within pixels becomes significant, thus
coherence falls off.

Second angle

First angle

Fig 8: Geometry in the case of the "positive layover".

First angle /
//. .

Fig 9: Geometry in the case of the negative layover
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Fig 10:Coherence in the case of the "positive layover".

Fig 11:Coherence in the case of "negative layover".

CONCLUSION

Therefore, all the tests done so far (a great number of
not yet published tries on fractal relief and other
surfaces, has been made) seem to provide realistic
simulations. Owing to the great number of parameters
available in 2SIR (material, polarization, angles, shape
of the objects, ... ) a perfect validation of the simulator
is difficult moreover this is not required for our future
studies.

However, the next step will be to make tests on the
volumic interactions, then to introduce a management of
multiple bounces particularly in urban areas.
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ABSTRACT

The attitude accuracy of both ERS satellites may
deteriorate due to either the failure of some of
the available on-board gyros, or because of new
AOCS (Attitude and Orbital Control Subsystem)
configurations capable of reducing the number
of simultaneous working gyros, might lead to
inaccurate satellite pointing. This will directly
impact on the quality of the acquired SAR data
as well as its processing. In this paper, the results
of an end-to-end simulation of the ERS SAR
instrument performances which takes into
account the foreseen attitude inaccuracies will be
presented. An analysis on the robustness of the
algorithms implemented in ESA's reference SAR
processors (i.e. VMP and W-K) when dealing
with critical attitude configurations is also
presented in order to ensure their suitability in
generating data of high image quality. Some
examples of scenes acquired during manoeuvres
and some nominal products properly modified to
include the attitude inaccuracies and processed
with the VMP will be analysed in order to verify
the theoretical simulation performed.

INTRODUCTION

A spacecraft is subjected to small but continuous
disturbance torques, which can impact either
cyclically (i.e. as a stationary random process
along the orbit) or secularly (i.e. growing with
time) [13]. The ERS Attitude and Orbital
Control Subsystem (AOCS) tries to stabilise the
vehicle by using spinning bodies called
gyroscopes (momentum wheels). The attitude
reference for a spacecraft is typically obtained
for pitch and roll from infrared sensors pointed
to the Earth horizon, and for yaw from narrow

field sun sensors aligned to the sun as the
satellite crosses the day/night boundary.

Some of the original ERS on-board gyroscopes
are not available anymore, and strategies have
been already presented [12] in order to extend
the lifetime of the remaining ones. Because of
new AOCS configurations or gyroscopes failure,
the ERS attitude accuracy can be expected to
deteriorate.

ERS ATTITUDE ACCURACY

The loss in attitude accuracy suffered by a
spacecraft can be directly modelled [1][2] by
means of a squint angle \j/, defined as the
antenna pointing angle offset from the Zero
Doppler direction. It is usually found in the
literature [1][2] to use instead deviation angles
from each one of the axes that constitute the
satellite's co-ordinates system. In this sense, the
spacecraft may yaw, pitch and/or roll from its
nominal attitude thus inducing an error in the
SAR antenna beam pointing.

To a first approximation roll has no influence on
squint because is similar to an altitude variation,
and thus does not affect the synthetic-aperture
processing. However, this is only true when the
roll is small enough so that the change in
illumination of the imaged points on the ground
can be neglected. For the ERS case, if this error
is of the order of fraction of degree, it can be
easily enclosed in the antenna elevation beam
synthesis. Otherwise, similar techniques as those
used for correcting the earth oblateness (i.e.
steering of the sampling window, or modifying
the PRF if the steering of the sampling window
starts to impact the transmitted pulse position)
could be used. On the other hand, range
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ambiguities are also impacted by relatively large
roll angles; for the SEASAT SAR case a roll
error of 0.5 degree would induce an increase of
the range ambiguity ratio of around 7 dB (at
maximum orbit latitude). An increase of around
3 dB can be thus extrapolated for the ERS SAR,
as the 3 dB elevation beamwidth is halve and the
PRF is similar to the SEASAT SAR.
Nevertheless, even with such a relatively large
deviation, the range ambiguity ratio for SEASAT
in the useful swath would not rise above -20 dB.
For the ERS case, range ambiguities are not
considered of great concern due to the lack of
ambiguities at closer range and large sigma zero
values.

Yaw and pitch errors introduce a squint angle as
given by the following expressions [l]:

tan('I/)= cos(B0)tan(aP) (1)

tan(IJI)= -sin(B0)tan(ay) (2)

where 80 is the elevation angle at mid-swath, ap
is the pitch error angle and ~ is the yaw error
angle. For the ERS case, and in the assumption
of earth rotation compensation, the sensor
attitude is directly related to the Doppler
Centroid frequency foe by the following
relationship [3]:

purpose, it is possible to consider only the yaw
error when performing an analysis of the
consequences of introducing a Doppler offset
into a SAR processor.

The performances of a SAR system relies on
accurate determination of the Doppler Centroid
and the Doppler frequency rate for the matched
filter processing in the azimuth dimension.
Relatively small Doppler Centroid errors will
impact on the signal-to-noise ratio (SNR), the
azimuth ambiguity ratio and the point target
Impulse Response Function (IRF). Moreover,
errors in the Doppler frequency ratefi.u will lead
to significant blurring (i.e. defocusing) of the
processed image because of a high mismatch in
the matched filtering [15]. However, the FM rate
is usually not sensitive to spacecraft attitude, due
to the fact that the FM rate can be approximated
by (3]:

(5)

at a particular range distance R, where Vg is the
observed scatterer velocity, and where the
acceleration term has been neglected. In fact, for
SEASAT, with a FM rate of about -530 Hz/s,
the variation is less than 0.5 Hz for a l deg pitch
and yaw error [9].

foe= -2V, sinljl·Cosa·[l-( wearth J(cos/J·sint; ·tana+cost;)]::::: -2V, sinljl (3)
A {J)satellite A

where V, is the spacecraft velocity, msatellite is the
satellite orbital rotation rate, mearth is the Earth
rotation rate, a is the angle between the range
elevation plane and the spacecraft orbital plane,
fJ is the latitude of the sensor (the angle between
the ascending node and the satellite position
from the centre of the Earth) and t; is the
spacecraft orbit inclination measured from the
Earth spin vector to the orbit rate vector.
Therefore, assuming both pitch and yaw can be
combined linearly we found:

Thus, any pitch or yaw vanation generates a
Doppler Centroid shift from that expected (i.e.
theoretically zero offset for the ERS case if no
relative motion between the target and the
spacecraft is considered). Furthermore, as a pitch
error can be seen as a yaw error for our present

If it is assumed that the SAR processor has a
robust Doppler Centroid estimator then, to first
order, there will be no other impact on the SAR
than the geometrical one due to the different
perspective of the scene seen by the sensor.

However, both the spacecraft and the target seen
on the Earth are in motion. If we take the orbital
plane as fixed in space, the targets on the Earth's
surface move with respect to the orbit plane with
a linear velocity dependant on their latitude fJ as
V:::::460 cos(/3) [11]; this means that the velocity
is maximum at equator (since fJ = 0) and
minimum at the poles. The consequence of this
motion is very similar to a yaw angle: to add an
additional Doppler shift. This effect is partially
corrected in ERS (usually about an 80%) by
means of the yaw steering, which tries to
compensate the yaw error by adjusting the
sensor's yaw in the opposite direction. Another
possible way to achieve the same result is by
means of modifying the local oscillator
frequency or addressing the problem directly in



the SAR processing. If yaw steering is used, the
angle p needed to correct this effect is given by
[3]:

p =atan((0satellite - cos()/(cos /Jsin<;)) (6)
(!)earth

Thus, yaw compensation is obviously dependant
on the spacecraft latitude f3. However, because
of orbit perturbations, there is a further Doppler
offset which cannot be removed by the yaw
steering and that cannot be always neglected, as
it can be as high as 4 KHz (worst case), which
clearly can result in the Doppler Centroid being
in the second azimuth ambiguity window. One
consequence of this is that the Doppler Centroid
has always had relatively large offsets (although
not as large as those of SIR-C, for which up to 8
ambiguities could be expected in the worst case,
or up to 15 ambiguities for X-SAR [14)). This
situation has forced the ERS SAR processors to
always perform an azimuth ambiguity removal
before fine estimating the Doppler Centroid.

Some ERS data has been already acquired
during critical attitude configurations; for
instance, data acquired during out-of-plane
manoeuvres, as in the example presented in Fig
1, where the Doppler Centroid is located up to
the second azimuth ambiguity. It is possible to
determine the platform attitude for this
manoeuvre by using expression (4) and taking a
measurement of the Doppler centre frequency at
the near and far ranges of the swath. Thus, we
obtain a linear system of equations that we can
solve for the yaw and pitch angles [2]:

A.
Y = . (f DC2 COS (}near - f DCl COS(} far ) (7a)

2V, sm.;

p = A. (f DC2 sin (}near - f DCl sin (}far) (7b)
2V, sm.;

where .; is the range beamwidth and ()near and Otar
are the near and far swath look angle,
respectively. This gives for frame 2709, with a
Doppler Centroid of 3399 Hz, a pitch error of -
0.994 degree and a yaw error of 0.468 degree.
For this scene, processed with the VMP ESA
ERS SAR processor, the Doppler Centroid has
been correctly estimated resulting in a scene of
good image quality, as shown in Fig 2. ESA's
reference ERS SAR processors robustness to
perform the fine Doppler Centroid estimation
and azimuth ambiguity removal will be
addressed shortly.
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1. ERS END-TO-END ANALYSIS

Two different situations have been taken into
account for the ERS End-To-End analysis
performed in order to foresee the impact of
critical attitude configurations into the acquired
data as well as into the processing and the
resulting image quality of the processed
products:

1. The simulation of introducing different small
yaw angles in the spacecraft which, as
explained above, lead to a Doppler frequency
offset. In this part of the analysis, the yaw
angles introduced are small enough so that
the Doppler offset is kept within the
baseband (i.e. Doppler offsets less than half
the PRF). The important quality parameters
of the processed scene have been obtained as
if these offsets were not correctly estimated



600

(i.e. the SAR processor assumes that the
Doppler Centroid is located under a 50 Hz
window).

ii. The simulation of relatively large yaw angles
(compared to the 3 dB antenna azimuth
beamwidth, which is around 0.32 degree for
the ERS case), which forces the Doppler
Centroid to fall either into the first or the
second azimuth ambiguity. In this situation it
is clear that the problem can arise because of
a failure in the processor's azimuth ambiguity
removal algorithm. If the estimation is
correct, and the fine Doppler Centroid
estimation is also successfully performed, no
impact on the image quality should appear. It
is precisely the purpose of this analysis to
tackle the case in which the wrong ambiguity

is selected to process the data, i.e. the case in
which the scene is focused in the wrong PRF
alias tone. The essential quality parameters
have also been derived under this
circumstance.

Wrong estimation of the Doppler Centroid

The tolerance of a SAR to attitude errors is
primarily determined by the azimuth antenna
beamwidth (and, therefore, by the radar
wavelength and the azimuth antenna length); for
a given aperture size, the antenna pattern
beamwidth decreases linearly with the
wavelength; for example SEASAT, had an
antenna azimuth 3 dB beamwidth of around 1.26
degree, which made it not very sensitive to yaw
variations of the order of 0.2 degree (which

Fig. 2: ERS-2 orbit 10483 frame 2709 processed into PRI with the VMP ESA reference SAR
processor. The acquired zone, located at Besseges (France) and acquired during out-of-plane
manoeuvres, exhibits a Doppler Centroid of 3399 Hz, which corresponds to a yaw error of 0.468
degree and a pitch error of 0.994 degree.



would have introduced a 200 Hz Doppler offset
and would have worsen the azimuth ambiguity
ratio by about 5 dB [9]). For ERS the same yaw
error would introduce a Doppler offset of about
900 Hz and would worse the azimuth ambiguity
ratio by more than 20 dB (always assuming the
Doppler Centroid is never correctly estimated).
For the Shuttle, the Attitude Control System
allows a variation of the pitch, roll and yaw up to
1.5 degree. Thus, because the azimuth
beam width for X-SAR is around 0 .15 degree
(i.e. ten times smaller than the allowed attitude
variation), robust techniques need to be applied
when performing the Doppler Centroid
estimation.

In this first part of the simulation the final goal is
to retrieve the main azimuth Impulse Response
Function parameters (i.e. azimuth spatial
resolution and the peak sidelobe ratio (PSLR)),
radiometric parameters such as the radiometric
stability, the radiometric resolution, the Noise
Equivalent Sigma Zero (NEcr0), and the
distributed-target azimuth ambiguity ratio for
yaw errors ranging from 0 degree (the perfect
side-looking situation) up to 0.15 degree (which
corresponds to half the 3 dB azimuth antenna
beamwidth). A PRF of 1700 Hz and a flat sigma
zero curve of -18 dB have been used for the
present purpose. The results are presented in
Table 1.
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Fig. 3: Distrib. target azimuth ambiguity ratio
(in dB), Noise Equivalent Sigma Zero (in dB),
azimuth spatial resolution (in m) and PSLR (in
dB) deterioration as yaw error increases.

Fig 3 presents the losses in distributed target
azimuth ambiguity, NEcr0, spatial resolution and
PSLR as the yaw error increases. This is to be
expected as ambiguity noise leaks into the
processed useful bandwidth every time the yaw
error increases. Of particular concern is the
situation above 0.07 degree from which the
azimuth ambiguity becomes worse than -20 dB.
On the other hand, the image quality is not
noticeably deteriorated when the Doppler tracker
has accuracy better than 50 Hz.

Under critical attitude configurations, an
increase of the PRF would provide a slight
improvement; if the PRF were increased to 1900
Hz, the NEcr0would improve by 0.75 dB and the
azimuth ambiguity ratio would improve by more
than 5 dB in the 0 .15 degree yaw error case. The
range ambiguities would not suffer from this
increase in PRF as they remain always below -50
dB.

YAW error (degree) 0 0.01 0.02 0.03
Doppler offset (Hz) 0 43.87 87.74 131.6
Spatial resolution (m) 5.07 5.16 5.28 5.41
PSLR (dB) 21.35 20.67 19.73 18.81
Rad. Stability (dB) 0.24 0.24 0.24 0.26
Rad. Resolution (dB) 3.36 3.36 3.36 3.38
NEcro -25.04 -25.02 -24.97 -24.76
Azimuth ambiguity (dB) -28.05 -28.17 -27.22 -26.08
YAW error (degree) 0.04 0.05 0.06 0.07
Doppler offset (Hz) 175.5 219.4 263.2 307.1
Spatial resolution (m) 5.52 5.63 5.88 6.25
PSLR (dB) 18.01 17.34 16.93 16.41
Rad. Stability (dB) 0.26 0.28 0.32 0.39
Rad. Resolution (dB) 3.38 3.39 3.41 3.43
NEcro -24.76 -24.61 -24.42 -24.20
Azimuth ambiguity (dB) -24.78 -23.34 -21.82 -20.23
YAW error (degree) 0.08 0.09 0.1 0.11
Doppler offset (Hz) 351.0 394.8 438.7 482.6
Spatial resolution (m) 6.53 6.85 7.39 7.83
PSLR (dB) 16.01 15.67 15.28 14.95
Rad. Stability (dB) 0.47 0.58 0.71 0.86
Rad. Resolution (dB) 3.46 3.49 3.53 3.58
NEcro -23.95 -23.64 -23.31 -22.93
Azimuth ambiguity (dB) -18.6 -16.95 -15.29 -13.63
YAW error (degree) 0.12 0.13 0.14 0.15
Doppler offset (Hz) 526.4 570.3 614.2 658.1
Spatial resolution (m) 8.16 8.47 9.01 9.48
PSLR (dB) 14.67 14.34 14.02 13.64
Rad. Stability (dB) 1.05 1.26 1.51 1.80
Rad. Resolution (dB) 3.64 3.71 3.79 3.89
NEcro -22.53 -22.08 -21.6 -21.08
Azimuth ambiguity (dB) -11.97 -10.33 -8.685 -7.06

Table 1. Resulting ERS performances for yaw
errors ranging from 0 to 0.15 degree.
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Wrong estimation of the azimuth ambiguity
number

When the attitude error introduces a yaw angle
greater than the 3 dB antenna azimuth
bearnwidth, the Doppler frequency rate remains
almost the same because the slant range is the
same, but the Doppler Centroid will differ by a
multiple of the PRF, leading to a Doppler
ambiguity that must be resolved by the SAR
processor. In case the processor fails to match
the correct baseband Doppler window (and
under the assumption of correct Doppler
Centroid estimation), the consequences are:

i. The acquired image will be displaced from its
true location [6], due to the Doppler Centroid
offset of the order of n PRFs (see table 2).

ii.There will be an additional range migration [6]
due to the change in the phase history of every
target which will lead to a broadening of the
impulse response and, consequently, to a
dispersion of the target (see table 2).

Azimuth ambiguity number 1 2
Range displacement (m) 41 82
Azimuth displacement (m) 5862 11724
Additional range dispersion (m) 33 66
Additional range dispersion 1.14 2.28(range cells)

Table 2. Displacements and additional range
migration when focusing at the wrong PRF

alias tone.

Because the radar wavelength is relatively small,
the influence of choosing the wrong ambiguity
can seem to be less problematic when compared
to other SARs (as JERS or SEASAT, which are
L-Band radars), where the displacement can be
of the order of 23 Km. However, because the
azimuth ambiguity number estimation is usually
performed upon the estimation of the range
migration, there is a real problem for the case of
low additional range dispersion (compared to the
more than 10 range cells of additional range
dispersion with SEASAT), which can make
difficult to resolve the PRF alias tone. In the
ERS case, the dispersion of the ambiguity would
also imply a decrease in peak signal of 0.57 dB
for the first ambiguity case and 3.58 dB when
wrongly processing in the second ambiguity.

2. IMPACT ON ESA's REFERENCE ERS
SAR PROCESSORS

As already demonstrated, it is of fundamental
importance to perform a very accurate estimation
of the Doppler Centroid. The attitude control of
a spacecraft allows residual attitude errors that
the usual techniques to perform the estimation
(namely, Clutter Locking or Doppler Tracking)
[8][9] must be based on the raw data provided
that the Doppler bandwidth shape coincides with
the 3 dB azimuth antenna pattern and its
maximum corresponds to the Doppler Centroid.
Due to the fact that this technique has difficulties
when processing scenes with large variations in
sigma zero (e.g., a land-water boundary), a usual
modification is to average two or more
spectrums shifted in time. This method provides
mean accuracy of the order of 5 Hz in the best
case (uniformity) and of 30 Hz with large
variation in sigma zero.

From the previous analysis, it is evident that a
first estimation of the azimuth ambiguity number
is strictly necessary with ERS SAR data. Many
SAR processors use range cell migration (RCM)
techniques because the amount of RCM is
directly related to the ambiguity number (as
discussed above). This is the approach followed
by the VMP, which measures the range walk
between two outer looks. However, because this
method operates with detected data, it requires
image contrast, and may fail only when this
requirement is not satisfied in the imaged scene
[4][5]. Moreover, this technique provides better
results with low frequency SARs (such as L
band) because the registration error is of the
order of several pixels. Another technique [5],
which works by means of the linear dependence
between the Doppler Centroid and the
transmitted radar frequency for a given antenna
squint angle, allows to obtain the necessary
accuracy on low-contrast data.

The W-K SAR processor, on the other hand,
computes the Doppler ambiguity number just by
obtaining the Doppler Centroid from ephemeris
data, which is not accurate enough to obtain fine
Doppler Centroid estimate but it is capable to
solve the ambiguity number under nominal
attitude conditions. However, this technique can
be much less robust under the described severe
attitude conditions. Once the azimuth ambiguity
has been estimated, the fine Doppler Centroid
estimation is performed. The VMP uses
spectrum estimation techniques, which are
always very sensitive to the available SNR, but
will often provide the accuracy needed (less that



50 Hz). The W-K has two different methods to
estimate the Doppler Centroid: either by
Clutterlock or in time domain with the Sign
Doppler Estimator algorithm. The last one is
more robust and is the one used by default for
the standard production of ERS products.

Even if a precise enough Doppler centroid as
well as ambiguity estimation is most important
for the processing of data acquired under
deteriorated attitude situations, the correct
focussing capability of a SAR processor in high
Doppler frequency situations is also
indispensable. Approximations of the azimuth
matched filter function (either in the time or in
the frequency domain) used in a SAR processor
might be limited in their accuracy to low
Doppler frequency offsets. Furthermore,
Doppler frequency variations over range
exceeding one PRF band (variations of about 1
kHz are observed in SAR data acquired in ERS
manoeuvre situations) must be handled properly.

Therefore, a variety of ERS raw data products
containing point targets for different Doppler
situations are simulated and processed with the
VMP and - for cross-comparison reasons - with
the DLR BSAR processor [17]. The processing
of 3 different scenes showing a constant Doppler
frequency offset for all point targets of 0 Hz, 4
kHz and 8 kHz shows, that the VMP azimuth
resolution suffers an increasing azimuth
broadening with increasing Doppler frequency
offset, whereas the BSAR maintains the same
good image quality under all tested Doppler
conditions [16].

Fig 4 shows the azimuth cut through the VMP
point target impulse response function. The first
sidelobes start to 'migrate' into the main lobe for
the 4 kHz case and are part of the mainlobe in
the 8 kHz case. Even if the VMP azimuth
broadening is clearly to be seen in the plots, it is
only measured to be about 2.2 % in the 8 kHz
case. Nevertheless, it is assumed that a more
careful azimuth matched filter generation
(involving higher order terms) inside the VMP
would suppress this artifact completely.

The BSAR proves to be very robust with respect
to high Doppler frequency offsets and shows no
artefact at all (Fig 5). Note that BSAR is a multi
sensor SAR processor being especially the basis
for the operational DLR SRTM/X-SAR
processor and thus necessarily has to
accommodate large Doppler offsets and
variations.
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Fig. 4: Azimuth cut through of the VMP
point target IRF for a constant Doppler
frequency offset of: (a) 0 Hz, (b) 4 KHz and
(c) 8 KHz.

In a next test series, different Doppler variations
over range (up to 2 kHz, including especially
PRF boundary crossings) are simulated. The
azimuth spectrum of the processed point targets
are checked for their correct location with
respect to the under-lying Doppler frequency to
test if the processors follow the Doppler
behaviour correctly. No artefacts are observed
under the test conditions.
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Fig. 5: Azimuth cut through of the BSAR
point target IRF for a constant Doppler
frequency offset of: (a) 0 Hz, (b) 4 KHz and
(c) 8 KHz.

It is also worth to note that applications such as
interferometry would suffer rather seriously, not
only because of. possible errors in the SAR
processing, but directly by the attitude situation.
This is due to the fact that the illuminated area of
interest in the along track direction may not have
enough overlapping bandwidth between the
passes, thus directly impacting on the coherence.
The worst case is given by a total loss of
coherence, just as the case of two azimuth looks
(as a rule of thumb, at least one third of the
bandwidth should overlap to allow enough SIN
and averaging, although this depends on the
scene decorrelation). Thus, as the processed

azimuth beamwidth is around 0.2 degree, it is
evident that the critical attitude situations will
deteriorate the coherence. On the other hand, in
range direction there will also be a coherence
loss due to speckle decorrelation, but this is a
second order issue when compared to the
azimuth impact previously described.

3. CONCLUSIONS

This paper has shown how ERS attitude errors
impact on the quality of the acquired SAR data
through an End-To-End simulation of the ERS
SAR performances, as well as its processing with
ESA's reference SAR processors. The analysis
show that the basic quality parameters can be
very impacted even with relatively small attitude
errors above 0.07 degrees provided the SAR
processor cannot correctly estimate the Doppler
Centroid; much more greater attitude errors
force the SAR processor to perform a correct
estimation of the azimuth ambiguity number.
With respect to the Doppler Centroid estimation,
the VMP and W-K SAR processors can provide
the necessary accuracy. The VMP's ambiguity
removal algorithm is robust in front of scenes
provided a certain image contrast; W-K's
ambiguity removal has been proven to be less
robust under severe attitude conditions.
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ABSTRACT

This paper gives detail of how mosaics using ERS SAR
have been generated for the British Isles, Iceland and
Denmark. For the latter two regions, multi-temporal
mosaics have been created. These mosaics enable large
scale land features and temporal change to be visualised
and show potential for land use monitoring on a Europe
wide scale.

INTRODUCTION

The ERS-1 and ERS-2 Synthetic Aperture Radars
(SARs) have been acquiring calibrated imagery since
September 1991 and July 1995 respectively. During
that time, both SARs have acquired large quantities of
data (1] over large areas of the Earth's surface. Indeed
many areas have been imaged al frequent intervals and
some even once per repeat period 1• With such large
quantities of acquired data, there are opportunities for
SAR images over large areas covering short periods of
time to be available.

ERS SAR swaths are IOOkmwide, which limits the
coverage of large scale land features. In addition, the
orientation of SAR swaths is determined by instrument
and orbit factors. The generation of SAR mosaics
serves two purposes: to convert the location of images lo
a common map projection and to combine images from
different swaths. With the ERS 35 day repeat period,
adjacent swaths can, at mid latitudes, be acquired only 3
days apart. At higher latitudes the time separation is
shorter.

ERS SAR data has also been used lo generate mosaics
of French Guyana [2], Germany [3] and Central Africa
[4].

MOSAICGENERATION

1 During 1991 and the first 3 months of 1993, ERS-1
was placed in a 3 day repeal period; during the 12
months from April 1994 it was in a 168 day repeat
period while at all other times it has been in a 35 day
repeat period. ERS-2 has always been in a 35 day
repeat period.

To generate a mosaic using ERS SAR PRI imagery
several problems have to be overcome. These include
the removal of across-track image intensity variations
due to the changing radar cross-section of land surfaces
across the SAR swath and the masking out of ocean
regions. The various steps to generate a SAR mosaic
are now described:

• Image selection. Images used for a mosaic should be
selected so that the time interval to cover a particular
region is as short as possible. In addition, all images
should be from either ascending or descending
passes - this simplifies the procedure of combining
images to form the mosaic. As more descending
ERS SAR data has been acquired than ascending
data, all three mosaics presented here were generated
using descending pass data. For the multi-temporal
mosaics, it is necessary to ensure that the time span
between the individual mosaics is sufficient to show
changes in radar backscatter.

• Image spatial averaging. In order to reduce the
computational time plus disk space required to
generate the mosaic, individual ERS PRI images are
spatially averaged. A root mean square (RMS) pixel
block averaging is carried out. The PRI images used
for the all the mosaics presented here were averaged
to give 100mpixels (i.e. using 8 by 8 pixel blocks).

• Geocoding. The geocoding process converts the
spatially averaged PRI image, which is supplied in
instrument coordinates, into a suitable map
projection - here the Universal Transverse Mercator
(UTM) map projection has been used. The image
latitude and longitude information within the ERS
SAR PRI products was found to be adequate for
registration of images within the mosaic. The PRI
image corner latitude and longitudes were used for
the transformation into the UTM map projection. For
simplicity ellipsoid geocoding (i.e. with no terrain
correction) has been used. The mosaics have an
output pixel size of 500m, 300m and 200m for the
British Isles, Iceland and Denmark respectively.
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• Across-track radar cross-section variation removal.
ERS SAR scenes exhibit a variation in radar cross
section from near to far across-track positions. This
variation needs to be removed to avoid any
discontinuity between adjacent swaths. This has
been carried out by fitting a straight line to the
average range profile of several sample images from
the mosaic (those that do not contain any ocean).
The fitting uses a least squares technique and was
applied to the amplitude version of the PRI imagery.
Once an across-track profile was derived, it was
removed from all the PRI images prior to geocoding.
Where there were significant changes in terrain,
another range profile was derived.

• Swath overlaps. Adjacent swaths of the mosaic
overlap. Where possible, the swaths are selected to
ensure a small as possible overlap; this requires that
all swaths are either ascending or descending. Two
approaches were used for overlapping swaths:
intensity averaging of the overlap and using the most
recent image. The first of these calculates the
intensity average of the pixels in the overlap while
the second places the image most recently geocoded
on top of an earlier geocoded image. In
mountainous regions, the second of these methods is
preferable. This is because the location of a
mountain top is a function of range position and so
any averaging will lead to a blurring of the
mountains. The first approach was used for the
British Isles mosaic while the second approach was
used for the Iceland and Denmark mosaics.

• Coastline mask. The visual appearance of a mosaic
with any coastal regions is spoiled by the changing
radar cross-section of the ocean (not only across
track but also from swath to swath). This can be
avoided by the generation of a coastline mask. The
mask relies on having suitable coastline data
available. This data needs to have a spatial accuracy
similar to or better than the mosaic. To generate the
mask, the coastline data are geocoded and an ocean
mask produced where the ocean is assigned a value
of zero and the land is assigned a value of one.

• Multi-temporal mosaic generation. As the three
mosaics used to produce a multi-temporal mosaic
have been generated in exactly the same way, the
only task to be performed is to assign the red, green
and blue colours to each mosaic. This assignment is
selected to give a visually satisfying image.

THE MOSAICS

Fig 1 shows a mosaic of the British Isles. This was
generated using 95 ERS-2 PRI images. The majority of
these were acquired between October 1996 and January
1997. The mosaic shows significant radar cross-section
differences between, for example, the mainly
agricultural regions of England and the more
mountainous regions of Wales and Scotland. Within
Scotland, there are differences in radar cross-section
between the lowland where Edinburgh and Glasgow are
located and the adjacent highlands. In Ireland, a high
backscatter region can be seen in the west. The major
cities such as London, Birmingham, Glasgow and
Dublin are clearly seen.

Fig 2 shows three mosaics of Iceland while Fig 3 shows
these combined into a multi-temporal mosaic. Each
mosaic was acquired during a period of only 34 days
and used 36 ERS-2 PRI images. Fig 2 (left) was
acquired during late winter. Figs 2 (middle) and (right)
were both acquired during mid summer and are just one
repeat period apart. The dominant features in these
mosaics are the glaciers. In the winter mosaic they have
a high radar cross-section while in the summer they have
a very low radar cross-section. Changes in these regions
can even be seen between the two summer mosaics
whereby the size of low backscatter regions have
reduced slightly in the later of the summer mosaics.
More details of the changes in radar backscatter can be
found in [5].

Fig 4 shows the multi-temporal mosaic of Denmark and
surrounding countries - Norway to the upper left,
Sweden to the upper right, and Germany at the bottom.
Each of the three mosaics comprised 32 ERS-2 PRI
images. Each mosaic was acquired over a period of 15
days in April 1997, July/August 1997 and November
1997 (i.e. in spring, summer and early winter). The
combination of colours for the three mosaics was chosen
to give a pseudo true colour image where agricultural
areas are mainly green. As with the British Isles mosaic,
the major cities are clearly visible: Copenhagen,
Denmark, Hamburg, Germany and Gothenburg, Sweden
as well as many towns. The majority of Sweden and the
part of Norway shown in the mosaic had a similar radar
backscatter over the three mosaics as indicated by the
grey/purple colour - this is for forested regions. The
southern coastal region of Sweden shows much greater
change in backscatter as indicated by the green/blue
colours - for agricultural regions. The majority of
Denmark and Germany is also green/blue indicating
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Fig 1: British Isles mosaic generated from ERS-2.SAR.PRis acquired between October 1996 and January 1997.
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Fig 2: Iceland Mosaic generated from ERS-2.SAR.PRI images acquired between I" February and 6thMarch 1996 (left),
5th June and 9th July 1997 (middle) and 101hJuly and 13thAugust 1997 (right).

Fig 3: ERS-2 SARmulti-temporal mosaic of Iceland.



611

Fig 4: ERS-2 SARmulti-temporalmosaic of Denmark.
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Fig 5: Denmark Mosaic generated from ERS-2.SAR.PRI images acquired between 10thApril and 25t
24thJuly and gthAugust 1997 (middle) and 6thNovember and 21stNovember 1997 (right).

agricultural regions. Many lakes within Sweden and
eastern Germany are clearly visible - fortuitously the
majority of these have appeared blue. Fig 5 shows the
three individual Denmark mosaics. The change in radar
backscatter between these three mosaics is much smaller
than for the Iceland mosaics. Nevertheless changes can
be seen, especially between the November mosaic and
the others - the agricultural regions have a higher radar
backscatter. There are also obvious changes in the north
eastern part of Sweden and for the part of Norway
shown in the mosaics.

CONCLUSIONS

The mosaics of the British Isles, Iceland and Denmark
presented in this paper clearly show that large area land
features can be visualised using this technique. As the
mosaics are presented in a standard map projection,
additional data from other sources can be used to
complement the SAR data. The British Isles mosaic
shows differences in radar backscatter over large areas
while the Iceland mosaics show that large area changes
in radar backscatter occur as a function of season. As
the three mosaics used to generate the Denmark mosaic
were acquired over three seasons, there are sufficient
changes in radar backscatter for agricultural regions to
clearly show distinction with the forested regions of
Sweden and Norway.

Wide swath products from the forthcoming ENVISAT
ASAR instrument will enable mosaics, including multi
temporal mosaics, to be generated more easily than has
been possible with ERS SAR products.
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ABSTRACT

We here study the spatial accuracy of well-known
edge detectors for Synthetic Aperture Radar (SAR)
images. The likelihood ratio (LR) edge detector is
first considered. We show that this detector pro
vides biased location of the edge, if it is not a perfect
step edge of known orientation or if the speckle is
correlated. A simple model enables us to interpret
this observation and to evaluate the bias. Finally, a
similar study is adressed for the maximum likelihood
(ML) estimation of the edge position.

I. INTRODUCTION

Segmentation of SAR images has been a subject
of intensive research, leading, in particular to vari
ous speckle-dedicated edge detectors [1]-[4]. In 1995,
Oliver et al. proposed a two-stage algorithm which
first detects edges optimally using the LR operator
and then determines more accurately the edge posi
tion with ML estimation [3]. Actually, both stages
use the same radiometric criterion but with different
analyzing window configuration. This algorithm was
designed for ideal, straight, step edges, of known ori
entation. We first show that the location of non per
fect edges (like sinuous edge, edge corrupted by cor
related speckle or with an orientation different from
the assumed one) with the LR method is systemati
cally biased. A simple model enables one to interpret
this observation and yields an approximated expres
sion of the bias. We then study the location of non
perfect edges with the ML method.

II. EDGE DETECTION METHODS

In this section, we present more precisely the two
edge detectors, namely the LR and the ML meth
ods [3]. The LR method uses a Scanning-Window
Central-Edge (SWCE) configuration (cf. fig. 1). The
image is thus scanned with a window split in two
equal parts. For each position of the window in the
image, the presence of an edge is tested using the
Neyman-Pearson strategy. For this purpose, one es
timates the log-ratio of the likelihoods of two hypoth-

FWSE SWCE

Fig. 1. Two differentwindowconfigurationsfor edge detec
tion. Fixed-WindowScanning-Edgeis used for the ML algo
rithm while Scanning-WindowCentral-Edge corresponds to
the LR algorithm.

esis (1i1: an edge is present, 1i0: no edge is present).
Assuming a white gamma model for the speckled im
age intensity distribution finally yields the following
expression:

D _ ( m1 +m2 _ log rn, + logm2)- n log
2 2

,

where m1 and m2 are the empirical means estimated
in the two sub-regions and n is the total size of the
window. The window position that maximizes Dis
then the LR estimate of the edge position. The LR
detector is optimal for edge detection since it gives
the best trade-off between probability of detection
and probability of false alarm. Edge location is a dif
ferent issue, related to estimation and not decision.
However, the LR filter is practically used to perform
edge location when edges are extracted as maxima
of the edge strength map. This latter image V(x, y),
is obtained by computing D for each position (x,y)
of the SWCE (see [5] for example).
The ML method relies on a Fixed-Window

Scanning-Edge (FWSE) configuration (cf. fig. 1).
Here, an edge is assumed to be present in the fixed
window and the aim is to determine its most proba
ble location. For that purpose, we assume that the
window is composed of two sub-windows in which,
the intensities follow white gamma laws of different
means. We test for each possible position of the edge
within the window and retain the one that maximizes
the likelihood of the scene, relatively to this model.
The ML estimation of the edge position is the one
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that minimizes the followingexpression:

where m1 and m2 are the empirical means estimated
in the two sub-regions and n1 and n2 are the size of
the two sub-regions.

Ill. EDGE LOCATION WITH THE LR DETECTOR

A. Experimental observation of the bias

In this section, we provide examples which reveal
that edge location with the LR filter is biased in some
situations. For this purpose, we synthetized speckled
edge images and processed them with the LR filter,
using a vertical, 10 x 10 window (fig. 5). Edges were
extracted with a constrained watershed algorithm.
When the edge is an "ideal" step (fig. 5, line 1),

the LR filter yields a correct location. On the other
hand, for different types of "non-ideal" edges, we ob
serve a bias towards the darker side. In the first
example, the step edge was tilted so that the ori
entation of the window is no longer adapted (fig. 5,
line 2). This case was already studied in [6]. In the
second example, the edge is not a straight line but
a sinuous frontier (fig. 5, line 3). The third exam
ple (fig. 5, line 4) shows the location bias when the
ideal reflectivity image is blurred by the point spread
function (psf) of the instrument, thus leading to cor
related speckle.
One can notice that the occurence of the bias de

pends on wether the edge is "ideal" (the edge is a
step, vertically oriented) or not. We conjecture that
when a "non ideal" edge is filtered, the estimation of
the means nearby the frontier is somehowdegraded,
yielding a false location of the edge. We explore more
precisely this conjecture in the next section.

B. A phenomenological model to evaluate the bias

We propose a simple phenomenological model to
interpret the results observed in the previous section
and to give an approximated expression of the bias.
If the window is shifted along the X axis (axis

of equation y = 0) across the edge, then the edge
position estimate x is the one that maximizes the
LR response along this axis:

x = argmax 'D(x, 0).
x

The bias 8 is then defined as the expectation of the
difference between the estimated edge position and
the real edge position (say x = 0): 8 = (x). In our
phenomenological model, we consider that the bias
can be approximated by applying the LR filter on the

speckle-free image, that is to say an image made of
two domains of constant intensities µ1 and µ2. Let
M1(x) and M2(x) be the means estimated on the
speckle-free image, within the two regions when the
window is at the position x on the X axis. We then
propose to do the followingapproximation :

8 :::: argmax </>(x) , with :
x

Let us analyse the behaviour of the plots M1(x) and
M2(x) with the help of figures 2 and 3. On these

x x

lR..i{x) t y

-a x a x

Fig. 2. Top: "Ideal" edge. Bottom: "Non ideal" edgewith
a "mixture zone"of length 2a.

(3)

figures, we have set µ2 > µ1and we have introduced
a phenomenological positive parameter a that gives
the size of the "mixture zone". In the case of an
"ideal" edge, M1(x) is constant (M1(x) = µ1) for any
x :::;0 and increases linearly with x (until it reaches
µ2). Similarly,M2(x) is constant (M2(x) = µ2) for
any x 2:: 0 and decreases linearly (until it reaches
µ1) when x decreases. Things are slightly differ
ent for a "non ideal" edge. M1(x) remains constant
(M1(x) = µi) as long as 'R.1(x) does not enter the
zone containing a mixture of the two intensities µ1

and µ2, i.e. for x:::;-a. Then M1(x) increases with
x towards µ2 but not in a linear manner. Similarly,
M2(x) remains constant (M2(x) = µ2) as long as
x 2:: a and non-linearly decreases towards µi when
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Fig. 3. Typical variation of the estimated means as the win
dowis shifted acrossthe edge. (a) M2(x) for an "ideal" edge.
(b) M2(x) for a "non ideal" edge. (c) Mi(x) for a "non
ideal" edge. (d) Mi(x) for an "ideal" edge. The means are
computed on the speckle-freeimages.

x decreases. We propose to model the behaviour of
M1(x) and M2(x) in the interval x E [-a,a). As
mentionned above, this behaviour is not necessarily
linear and we therefore use quadratic expansions:

~ µi + k(x +a)2 0(x +a),
~ µ2 - k(x - a)2 0(-x +a).

(5)

where k is a positive constant and 0 is the Heav
iside function. Combining equations 4 and 5 and
expanding the calculation to the second order, one
can obtain the followingexpression:

1-p
b=al+p (6)

which does not depend on k. Although it is very
simple, this model permits to describe three main
facts:

• the bias is towards the darker side (see the sign
of 6),

• the absolute value of the bias incre3fes:;iriththe
edge contrast p, (approximatelyas j~j),

• the asymptotic value of the bias (as p ---+ oo) is
givenby a phenomenologicalparameter awhich
is related to the size of the mixture zonewithin
the slidingwindow.

The relevanceof this modelalso lies in its generality:
it allowsthe description of severaldifferentcasesfor
whichbiased location occurs. One only needs to de
termine the size of the mixture zone. Thus, in the
caseof blurred edge (fig.5, line 4), the mixture zone
size is equal to the psf width d: 2a = d. If the edge
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is tilted by an angle a with respect to the window
(fig.5, line2), then it can easilybe seenthat the mix
ture zone has a size: 2a = Ly tan a, where Ly is the
height of the window.For a sinuousedge (fig.5, line
3), a is related to the varianceof the edge position.
We performed simulations to test the reliability

of this model. For that purpose, we used speckled
edges, blurred with a circular kernel of diameter d.
(likethe one presented on fig. 5, line 4). For a given
set (p, d), 1000 realizationsof the edgeimageare gen
erated to estimate the bias. This estimation is com
pared to the biasmeasuredon the speckle-freeimage
and to the value given by expression6. The results
are shownon figure 6. Please note that no scaling
or freeparameter havebeen adjusted to obtain these
plots. There is rather good agreement between the
estimation of the true valueof the bias and the mea
surement on the speckle-freeimage: this showsthat
the phenomenologicalmodelweconsideredis a good
way of evaluating the bias. On the other hand, the
expression6 does not fit very wellwith the estima
tions, especially for large d and small values of p.
This is due to the fact that this expressionhas been
obtained with a second-orderexpansion. However,
the general behaviour of the curve remains well de
scribed and the asymptotic values of the bias are
correctlydetermined.

IV. ML EDGE LOCATION

On fig. 4, we have measured the bias of the edge
positionML estimate, as a function of the real po
sition of the edge in the fixedwindow(which is as
sessedby the differenceof the sizes of each region :
n1 - n2). The simulationswere performedfor white
and correlated speckle(the psf is a circular kernel of
2 pixel diameter), for variousedge contrasts and for
differentwindowsizes. The darker side of the edge
is on the right (µ1 > µ2)·
In all cases,we observea drastical increase of the

biaswhenthe edgeto be located is not correctlycen
tered in the fixedwindow(i.e. n1 -:/= n2). Basically,if
the real edge is positionnedon the extreme left hand
side of the window (n1 - n2 < 0), it is very likely
that spurious location occurs on the right of the real
edge and therefore a positive bias appears. In the
same way,when the edge is positionned on the ex
treme right hand side, a negative bias is measured.
The absolute value of this bias increaseswhen the
edge contrast decreasesbecause spurious location is
likelier at low edge contrast. Obviously,this bias
is introduced by the limited size of the window. If
the length of the windowis doubled, then the bias is
reduced (comparefig. 4b and fig. 4c) since the real
edge position no longer corresponds to windowex-
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tremities.
Let us now consider the bias measuredwhen the

real edgeis centered in the window(n1 = n2). When
the speckle is uncorrelated (fig. 4a), the ML edge
location is unbiased. When the speckleis correlated
(fig. 4b and 4c), the location is biased towards the
darker side. We also note that the bias increases
with the contrast. The same qualitative behavior is
therefore observed for the bias in ML and LR edge
location.
This observationledus to comparethe valueof the

bias for each method. We have therefore estimated
the bias in edge location for ML and LR strategies.
The edges are corrupted by correlated speckleand
both windows (FWSE and SWCE) are 128 x 128.
The results are presented on tab. I. Once again, we
note that the behaviour of the bias is analogousfor
both methods: the bias is towards the darker side,
increases with the contrast and is bounded by an
asymptotic value (d/2 in this case) when p -+ oo.
We note that that the improvementobtained using
the ML approach in comparison with LR is more
important at low contrast values. Nevertheless,the
bias is still important for high contrast valuesand in
this case, both techniquesyield approximativelythe
same bias.

V. CONCLUSION

In this paper, we pointed out a particular prop
erty of the LR edge detector: it givesa biased loca
tion of an edge when it is not an "ideal" step edge
of knownorientation or when the speckle is corre
lated. We proposed a phenomenologicalmodel that
is general and allowsone to interpret the results for
variouscaseswhere the bias is observed. It has then
been shown that the bias is towards the darker side
of the edge, increaseswith the edge contrast and is
limited by an asymptotic value, related to a certain
phenomenologicalparameter a.
Abiaswasalsoobservedforedgelocationwith the

ML estimate, when the speckle is correlated. The
bias is also towards the darker side and increases
with the contrast. Find out a model which would
interpret the bias in ML location of non ideal edges
is presently an open question.
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p=2 p=lO I µ=103"p=4

d = 10 ML 0.4 1.5 2.5 4.5
LR 1.4 2.3 3.3 5.0

d = 20 ML 0.3 2.8 4.9 9.8
LR 1.8 4.4 6.7 10.0

d = 30 ML 0.5 3.6 7.0 14.1
LR 3.0 6.0 9.7 14.7

d = 40 ML 0.4 4.4 8.6 19.1
LR 3.8 7.7 12.4 19.4

TABLE I
Bias in edge location with ML and LR methoda, performed for

different contrasts p and different psf (which are circular kernels of
diameter d). Both windows (FWSE and SWCE) are 128 X 128.
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Fig. 4. Bias of the ML estimate of the edge position as a
functionof the real edgeposition in the fixedwindowand for
different edge contrasts. (a) Uncorrelatedspeckle,window
7 x 8 (b) Correlated speckle,window7 x 8 (c) Correlated
speckle,window7 X 16.
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Fig. 5. Edge location for different situations. In all cases, the contrast is p = 4. First line: Specklededges. Second line:
Edgelocationperformedby LR filtering(10x 10verticalwindow)followedby an edgeextractionstep (watershedalgorithm). The
result is shownon the speckle-freeedge. First column: Ideal, straight, step edge. Second column: Edge tilted by 35°. Third
column: Sinuousedge. Fourth column: Edgecorrupted by correlatedspeckle(the psf is a circular kernelof diameter d = 5).
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ABSTRACT

In this paper two format of the complex SAR raw data
are applied for compression: representation with real
and imaginary parts and polar format with magnitude
and phase. In both formats the phase information of the
compressed data is preserved to a great extent. A block
adaptive Max quantizer was used with 1-5 bit
quantization of components. The quality of the
reconstructed data is compared in terms of compression
ratio and quality parameters: signal to noise ratio,
standard deviation of the phase and mean phase error.
The parameters are calculated for SAR raw data,
complex image data and 8-bit gray scale image. Finally,
original and reconstructed gray scale images are
presented.

1. INTRODUCTION

Transmission and storage of synthetic aperture radar
(SAR) data is often possible using data compression
only. SAR raw data can be used for various applications
including interferometry. In this case, it is necessary to
deal with the complex format data and images.

Primarily requirement to compression ratio (CR) based
on quality gray scale SAR images. While compressing
data for interferometry, high phase preservation is
required to prevent large errors. Therefore, complex
SAR raw data compression makes greater demands on
the reconstruction accuracy than in most other
compression applications.

Up to now, many algorithms for SAR raw data
compression used the block adaptive quantizer (BAQ)
or Max quantizer. The BAQ algorithm consists basically
of quantizing the raw data with a fewer bits (usually
from I up to 5 bits). Main procedures of the BAQ are:
dividing the SAR raw data into blocks; evaluation of the
standard deviation in each block; optimal nonuniform
quantizing of data blocks in accordance with statistic
distribution. The standard deviation is transmitted as a
single value for each data block. During decompression
the proper output levels of Max quantizer are multiplied
by the block's standard deviation.

In this paper the property of BAQ are studied for the
complex SAR raw data compression. Two format of the
complex raw data are used for compression:
I. Representation data with real and imaginary parts

or inphase and quadrature (I and Q) components.
Max quantizer is optimized for normal distribution.

2. Polar format with magnitude and phase. The BAQ
is optimized for Relay distribution for magnitude
and phase is quantized uniformly.

After defining the SAR data quality parameters (section
2) and considering of the algorithm for transforming the
SAR raw data to an image (section 3) in section 4 are
presented the results of experiments with data
compression.

L SAR DATA QUALITY PARAMETERS

The SAR data quality parameters are used to compare
various methods of data compression,
The efficacy of compression procedure is defined by
compression ratio (CR) or by coding rates in bits per
sample (bps).

The most commonly used quality parameter for data
compression is the signal to noise ratio (SNR). It is
defined as the ratio of signal power original data to the
difference signal power original and reconstructed data
after compression I decompression procedure in dB:

SNR = lO·lgrIIs,;,,, / II(sm~ -um.J2],
lm=On=O I m=On~O

(1)

with ""'·"- input (original) data; Um,n - reconstructed
data. The SNR is global parameter and allows the
comparison of different compression methods. For gray
scale SAR images problem is finding the best
compromise between SNR and CR. Interferometry
applications require more reconstruction accuracy,
because the phase information is important. There are
used the standard deviation of the phase (PSD)
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PSD= (2)
l M-IN-1 2

• LL(¢m,n -QJm,J
m=On=O

and the mean phase error

with t/Jm.n - original phase; <fJm.n- reconstructed phase
after compression and decompression procedure.
All quality parameters can be applied both on SAR raw
data and SAR images.

3. SAR IMAGE PROCESSING

The complex SAR data set was taken in X-band by the
air-borne SAR "Compact"[ 1] of SRIPI (Moscow,
Russia). The input SAR data are represented with 8-bit
for each channel: inphase and quadrature (I and Q). This
data set is used for studying all compression methods.

There are following processing steps for transforming
SAR raw data to SAR image:
• the matched filtering of chirp signals (range

transform) and transposing of matrix complex
samples; this range transformed data (RTD) are in
floating point format;

• the aperture synthesis (azimuth transform), where
output samples (I and Q) are the complex image
data in floating point format;

• the forming output elements (pixels) of SAR
image w;J; that include: the evaluation of absolute
value input samples for each image pixel and the
normalization samples v;.1for deriving a gray scale
image with 256 gray levels; it is calculated by

with parameters k and p, which allows to control
image histogram for the best reproduction of all
scale intensity.

After the above procedures were fulfilled, we obtain the
fragment of the original detail image of countryside near
St. Petersburg, shown in a fig. I (see end of paper). For
the best comparison of the results of the compression
and decompression SAR raw data we used BAQ on the
same image fragment. Also all algorithms of the image
processing and its parameters were the same. Quality
parameters were evaluated for SAR raw data set,
complex image and gray scale image.

4. COMPLEX DATA COMPRESSION

Histograms

The histograms of experimental SAR complex samples
were estimated. The histograms I and Q components of
experimental data shown the good accordance to the
normal distribution. So BAQ method optimized for
normal distribution was used.
After transformation of complex data in a polar format
the statistical properties of amplitude and phase were
estimated. The histogram of magnitude shown the very
good accordance to the Relay distribution, and the phase
was distributed approximately uniform.

Data Compression for I and Q Format

The BAQ procedure was used for compression and
decompression of complex data with coding rate from
I bps to 4 bps for each I and Q component.
The quality parameters (1) - (3) were evaluated for raw
data, complex image and 8-bit gray scale image for all
coding rates. The visual monitoring of gray scale image
was carried out also. The results of experiments are
given in table I .

Table 1:Data quality parameters for format with real
and imaginary parts

BAQ(bitper sample) 4 3 2 I

Calculatedfor: SNR,dB
- SARrawdata 20.5 14.9 9.5 4.4
- compleximagedata 22.5 16.9 11.3 5.7
- grayscaleimage 22.3 16.8 11.8 7.7

Calculatedfor: PSIJ(AfPE:),degrees
- SARrawdata 7.0° 12° 19° 26°

(4.5°) (8.40) (14°) (23°)
- compleximagedata 15° 26° 41° 60°

(7.6°) (14°) (25°) (43°)

The evaluations of SNR carried out on SAR raw data
(table l, line l) are similar to well-known results, for
example [2]. For complex image and gray scale image
SNR values were more approximately on 2 dB. The
phase errors PSD and MPE show good results only for 4
bps quantization (CR = 2). After range and azimuth
transform (for complex SAR image) phase errors were
increased.
The visual monitoring of 256 gray scale image shows,
that BAQ with 4 and 3 bps have no difference from
original image (fig. I). The quantization with 2 bps
gives weak noise on dark sites (radar shadows) of an



image. At last quantization with 1 bps for each channel
noticeable increase the noise over all image (fig. 2).

Data Compression for Polar Format

After transformation complex SAR data to a polar
format the magnitude and phase are quantized with
different coding rate: magnitudes with 1-4 bps and
phases with 2-5 bps. The quality parameters SNR, PSD
and MPE were evaluated for the SAR raw data and are
given in table 2. It must be noted, that phase errors PSD,
obtained in these experiments, are equal its theoretical
values, which defined as [360° I (2k · 12112)], where k -
number of bits for uniform quantization.

Table 2: Data quality parameters for polar format
calculated for SAR raw data

PSD SNR,dB

(MPE), Phase, Magnitude, bps

degrees bps 4 3 2 1 0
3.3° (2.8°) 5 23.2 20.4 16.2 11.4 6.5

6.5° (5.7°) 4 18.4 17.3 14.8 10.9 6.3

13° (11°) 3 12.8 12.5 11.5 9.3 5.7

26° (23°) 2 7.0 6.9 6.6 5.9 4.0

The comparison SNR of two different formats for
complex SAR data: I and Q (table I) and polar (table 2),
shows that if the same coding rates are used in each
channel (4+4 bps, 3+3 bps etc.), the polar format gets
worse values of SNR. But in a polar format there are
variants of unequal quanti:z.ation (magnitude + phase):
3+5 bps, 2+4 bps, 1+3 bits, which for identical CR have
the same SNR as I and Q format. Moreover, these
variants enable phase errors twice less due to 1 bit
greater for a phase coding.
As well as for I and Q format, SNR evaluated for
complex image in polar format (table 3), has values
approximately on 2 dB larger, than for SAR raw data.
The phase errors PSD and MPE are increased after a
data conversion to complex image. SNR evaluated for 8-
bit gray scale image is given in table 4. The visual
monitoring of gray scale image shows good quality of
polar format data compression. For example fig. 3
illustrate BAQ with I+ 3 bps.

Phase Data Compression

The importance of a phase information for SAR is well
known. Therefore attempts of data compression with
phase information only [3] are very interesting. We used
the following scheme: the phases are coded uniformly
(2-5 bps) and the magnitudes are transmitted as single
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value for each block. This value is square root from
mean power and is constant inside each block during the
decompression. SNR for phase coding are given in table
2 and 4 (right column).

The visual comparison between a gray scale image with
2 bps phases quantization (fig. 4) and I and Q format
compression with I bps for each channel (fig. 2) shows,
that distribution of brightness on these images
noticeably differs. It confirms by difference of their
histograms and shows presence of the significant non
linearity, when only phase information is in use. In spite
of both variants provide CR = 8, its comparison in term
of SNR (table I, 2 and 4) is not correct, since SNR in
fig. 4 is modified both by compression I decompression
and by non-linearity.

Table 3: Quality parameters for polar format calculated
for complex image data

SNR,dB

Phase, Magnitude, bps
-

bps 4 3 2 I------ --·
5 25.3 22.5 18.3 13.3-· ----- -·
4 20.4 19.3 16.8 12.8-·
3 14.8 14.5 13.5 11.2-· ·-
2 8.9 8.8 8.6 7.8

PSD (MPE), degrees
---..,..-·---·-------

Ph?-':C, Magnitude, bps
-·---N- -----•"••·-~---·

bps 4 3 2 1
'--·-·--- -·--·- ~·----. ·-

5
1 l.8° !5.5'' 12.5° 34.7°

Lo-.----- ..(5.6°) (7.6~1 (12.0°\ (20.7°)

4
18.5° 20.7° 25.8° 36.3°
(9.6°) (l Q.90) ( 14.3°) (21.9°)

3
30.9° 31.6° 34.2° 41.2°
(17.8°) 08.4°) (20.3°) (25.9°)

2 49.1° 49.5° 50.3" 53.4°
(32.5°) (32.7°) (JJ.5°) (36.3°)---......--·---""' ---

Table 4: SNR for polar format compression calculated
for 256 gray scale image

SNR,dB

Phase, Magnitude, bps~.
l Ibps 4 3 2 1 0

~-~~- 25.0i 22.~-i--~. l 13.6 9.1

,___..±___ ._~(}_3 17 ]__~__!!~1 13.1 9.0

'l~t l l.7 8.5j .\) . ·-' ~·-• ~!------~ -
2 9.6 9.5 9.3 8.8 7.1·--
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Compression of Range Transform Data

An analog-to-digital converter on SAR output quantized
the signals with sampling rate Fq and transformed to
complex data with 2 ·mq bit per sample. The data rate is
2·mqFq bit per second. At presence of the buffer RAM
the digital samples are writing during time tc. and are
reading during a pulse repetition period T. The time
interval tc consist of two components: one is depended
on swath width L and average incidence angle E, and
another is transmit pulse rate r. Then output data rate W
defined as:

W~2mqFq(2Lsine/c+r)/T s (5)

The large transmit pulse rate 't is usually used in modem
SAR. After range data transform in (5) t: is 0, then the
data rate W is reduced. For example, parameters SAR
"Severyanin" [4] is: L = 50 km, E = 45°, r == 60 µsec.
The relative reduction of the data rate is about I .25
without any losses of information. Therefore total
compress ratio may be slightly increased using
compression of range transform data. Taking this into
account, it is offered to implement the compression of
range transformed data for their archival storage.

To confirm a possibility and expediency of such
approach, block adaptive quantization on range
transformed data in floating point format was carried
out. The evaluations for all variants of compression are
obtained:
., at a compression in I and Q format the SNR

parameter decreased on 0, 1-0,8 dB relative to table
l data. The phase errors are slightly decreased
(exception makes variant of Ibps quantization,
where degradation of all parameters was very
significant);

• at a compression in a polar format the SNR
parameter decreased on 0, 1-1,5 dB relative to table
2 and 4 data (large values concern to a complex
image). The phase errors practically were the same.

The visual monitoring shows, that low-rate quantization
of range transformed data causes noticeably spreading
of marks from the brightest objects by azimuth on
images. With identical CR this spreading is more for I
and Q format. For example RTD BAQ with 2+2 bps is
shown on fig. 5. However after increasing of coding rate
this effect disappears.

For problems of the remote sensing that need good
phase information, it is possible to recommend the
following quantization parameters: 3 bits for magnitude
and 5 bits for a phase. It provides CR > 2 and
SNR == 20,4 dB with very good visual quality of
reconstructed image (fig. 6).

5. CONCLUSION

It is possible to use a polar format for complex data
compression using BAQ method. This format gives
large number of coding variants and permits to discover
the acceptable compromises. For problems requiring
better knowledge of phase more bits is selected for
phase coding.
In special cases, the quantization of phase information
only is possible.
All considered methods of compression are effective for
SAR raw data and for range transformed data.
For increasing overall data compression BAQ algorithm
can be used in a combination with other methods of data
compression.
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Fig. I: Original image (8+8 bps) Fig. 2: BAQ (I+ I bps): CR= 8

Fig.3:Polarformat(l+3bps); CR= 4 Fig. 4: Only phase coding (2 bps): CR= 8

Fig. 5: BAQ for RTD (2+2 bps); CR= 4 Fig. 6: BAQ for RTD (3+5 bps); CR= 2
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ABSTRACT

Classical high resolution (HR) methods become
unrealisable when applied to large SAR image, due to
memory size and computational time requirements. In
this paper, a 2D version of beamspace MUSIC
algorithm, called « imagespace MUSIC », is proposed
for large image SAR processing. Simulations and real
data processing results are provided, and demonstrate
resolution improvement as well as « good » behaviour
on clutter.

1. INTRODUCTION

Spatial resolution of radar images given by synthetic
aperture radar (SAR) is typically bounded by both the
bandwidth of the emitted signal and the observation time
duration. Results in image interpretation (detection,
classification) are directly connected with spatial
resolution that has a major influence on the cost of the
satellite.
Hence, implementation of high resolution (HR) spectral
analysis methods, that could be carried out on ground, is
of great interest, to reach a given level of performances
at lower system cost, or to increase performances of
already existing systems

In this paper, a 2D version of beamspace MUSIC
algorithm [I], called « imagespace MUSIC », is
proposed for large image SAR processing.
In a first section, a parametric signal model will be
assumed, well suited to SAR image of human made
targets imbedded in clutter and thermal noise.
In a second section, the well known MUSIC spectral
analysis will then be reminded. This method works in
the wavenumber space (radial frequency, azimut
frequency), also called data space. In practice this
method becomes unrealisable when applied to SAR
image larger than 32x32, due to memory size and
computational time requirements.

In a third section, the paper will then present a 2D HR
method, derived form MUSIC algorithm, but which
works directly in image space (radial range, azimut
range), also called in [I] beamspace. This method is
computationally efficient, as well as adaptative to clutter
heterogeneity's, since it works sequentially on small
parts of the global image. It also offers amenability to
parallel implementation.
In a fourth section, performances in resolution and
results on real Radarsat data will then be exposed.

2. SIGNAL MODEL IN WAVENUMBER SPACE

Single look complex (SLC) SAR image (IsLc) are
composed of point like echoes, clutter, and noise. We
are interested in HR analysis of point like echoes, which
come essentially from human made targets.
So , the signal in the wavenumber space (inverse FFT of
Isi.c) is supposed to satisfy the following equation :

K-1l-1 . (kJ . (IJ
x(m,n)= L L,a(k,/)-e'2m'1 meil1rr2 n +b(m,n) (1)

k=O 1=0

x(m,n) : SLC SAR data in wavenumber domain
(0$.m$.M-1, 05.n5.N-l)

: complex amplitude of point target echo (k,l)
: clutter + thermal noise

a(k,/)
b(m,n)

r/J

: normalized radial range of point echo (k,l)

0$rf k) s:
: normalized azimut range of point echo (k.l)
0$rJ1)$]

If Ori, or2 are respectively the pixel spacing in radial and
azimut range of the SLC SAR image Isic- (IsLc is the
Fourier Transform of the data x(m,n)), then the real
radial and azimut range of echo (k,l) are respectively
R1<k>=r1<k>Mori.R2°>=r2°>Norz.
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In vector notation, this becomes :

x=Ea + b (2)

E=[e(0,0),e(l,0), ""'e(K-1,0), -,e(O,L-1), "" ,e(K-1,L-J)l

a=[a(0,0),a(l,O), _,a(K-1,0), •••,a(O,L-1),_ ,a(K-1,L-lJl
T T T Te(k,l)=[eo ••• en ••• eN-Jl

., (I) ., (II ? t k } ? tt ) ., (k} T
e =[e'-;rr2 n e'-;rr2 ne1_;rr, m e'-llr2 n t inr] (M-1Jln ,._, ,._, e

b={bb, ...,b"fv._1lT bn=fb(O,n), ....,b(M-1,nJlT
T T TX=[xo , ...,XN-Jl Xn=f X(O,n),....,X(M-1,nJlT

Vector xis the concatenation of all the lines of x.
Vector b represent clutter plus noise. It is non white in
the general case (clutter can be viewed as a coloured
noise). As explained in section (3), this property can
lead to spurious peaks when applying classical MUSIC
algorithm on non locally white clutter.

As for the one dimension case, we call signal subspace
in the following the space spanned by the vectors e(k,l),
columns of matrix E.

3. MUSIC ANALYSIS IN WAVENUMBERSPACE

MUSIC analysis in wavenumberspace is classical
MUSIC spectral analysis. Its principle is briefly
reminded in this section. It relies on Singular Value
Decomposition (SYD) of the signal autocorrelation
matrix R:

For K.L source (K.L complex exponential), the
subspace spanned by the K.L eigenvectors associated to
the K.L strongest eigenvalues is merged with the signal
subspace. This properties holds only with vector b(m,n)
being white noise. As R is an autocorrelation matrix, all
the eigenvectors are orthogonal.
Let us note rrb the orthogonal projector into the noise

subspace. Columns of rrb are composed of the (M.N -
K.L) eigenvectors associated to the (M.N - K.L)
smallest eigenvalues.The MUSIC 20 spectral density
estimate or pseudo 20 MUSIC spectrum, that is to say
the HR image, is obtained by plotting :

(4)

with

a2: white noise power. a2=E{lb(m,nf}

s( r1,r2): 2D signal replica for a point like echo
T T T Ts(r1,12)=[so "' Sn ••• sN-11

sn=[ei2w2n.J ...ei2w2n·ei2;rr1m...ei2w2n·ei2;rri(M-1) l T

I"]: normalized radial range Osr1sl
r2:normalized azimut range Osr2sl

While directly applying MUSIC algorithm to SAR
image, the first limitation come from the computation of
the SYD of matrix R which is typically I024x I024 for a
32x32 points image. The second limitation comes from
the computation of the pseudo MUSIC spectrum which
needs over sampling in r., r2, because of high resolution
properties of MUSIC algorithm. The last limitation, but
not the least, comes fom the necessity for noise b(m,n)
to be white. For SAR images, b(m,n) represents clutter+
thermal noise, and clutter is of course non white. The
signal subspace is then not merged with the eigenvectors
associated to the strongest eigenvalues, which results in
spurious peaks.

To overcome this three limitations, a 20 version of
beamspace MUSIC algorithm [1], called imagespace
MUSIC has been defined, and is presented in the next
section.

4. MUSIC SPECTRAL ANALYSIS IN
IMAGESPACE (BEAMSPACE MUSIC)

4.1 Theory
The major idea to overcome the limitations due to SAR
image size is to work directly and locally in image space
(that is to say on the Fourier transform of x(m,n)), in the
same way proposed for MUSIC algorithm for antenna
processing [I ],[3]. More precisely, the Fourier transform
of the data x from the wavenumber domain to the image
domain can be formalised as :

H~µv) is a 20 OFT transformation matrix. Only BxB

frequencies around the l:.,_!:'._ reference frequencies are
MN

computed (Osµs M-1, OsvsN-1). Size of H~µv) is

B2x(MN). Typically, B is less than 5 or 7, which results
in less computational complexity, and local processing
(subimages of size 5x5 or 7x7).



xb(i+(j-l)B) is the DFf of x(m,n) at the frequencies
k-(B-l)/2+i l-(B-1)/2+ j

M N

a unitary transform,As OFT is

H (µv)H(µv)H -Id
b b - B2xB2 (white noise is still white

noise after DFf), the MUSIC spectral analysis,
transposed to imagespace can be written following the
same ideas as in section (3). We consider now the
autocorrelation matrix Rb :

Rb=E{xbx£1}=n~µvJ RH~µvJH (6)

Rb is small size, B2xB2•

The SYD of Rb gives in a similar way as in section (3)

the orthogonal projector J'[b into the noise subspace.
The HR 20 spectral estimate with imagespace MUSIC
algorithm is then :

- a2
IMUS(!'],!']) -H ~ -H . (7)

sb (r1,1'])1fbsb (l'J,r2)
- (µv)
Sb (I'],!'] )=H b sir, ,I))
(note that sb is a 2D sine like function centered in r1/))

4.2 Estimation of the noise subspace

To estimate the noise subspace, one have first to
compute an estimation of the autocorrelation matrix
Rb, without using Equation (6) very time and memory
consuming.

The first step is then to break the SAR SLC data in the
wavenumberspace x(m,n) into subblocks, each of size
M/2xN/2 (this size has appeared to be the best
compromise between resolution improvement and
quality of estimation of Rb). In order to perform a good
estimation, the subblocks have to overlap. To get an
insight into the necessary value of the overlapping factor
it is worth noting that changes on the spectrum of a
signal inside a subband L'iBcan come only from samples
with 1/1'.'iBspacing on the signal. We guess then, with the
notations of section (4.1) that the overlapping factor
should be more than 1-1/B in each dimension. In
practice, good results were obtained by choosing an
overlapping factor of 1- l/2B (increasing more the
overlapping factor induces no change onto the
estimation of Rb). This choice leads to 2Bx2B
overlapping subblocks.
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The second step is now to take the 20 fourier transform
on each blocks. This is a fast computation of Equation
(5) for all (u,v), From the results for block (t) it is easy

to extract the vector x~t). In a similar way as described

in section (4.1), x~tJ(i+(j-l)B)is the DFf ofxr'1(m,n)
(subblock (t) of the data x(m,n) ) at the frequencies
k-( B-1)/2+i /-( B-1)12+j

M/2 N/2

Rb is then computed by :

The estimated matrix

.: ] 2B
Rb=-~ x(t)-(t)H

28~ b Xb
t=I

(8)

The third step is now to estimate the noise subspace. We
proceed here as described in [4] pp. 193 to 198.

Montecarlo simulations on the SYD of Rb were
performed to get the statistics of the noise subspace
eigenvalues for all possible dimension of the noise
subspace. Relatively to a given level of false alarm on
the size of the noise subspace, thresholds are defined on
the eigenvalues. An iterative threshold detection
procedure can then be applied to the eigenvalues to
determine the noise subspace dimension.

Once we get the noise subspace dimension, the
estimated pseudo MUSIC spectrum is computed using
Equation (7). The noise variance cr2 is simply estimated
by averaging all the eigenvalues of the noise subspace.

The whole image can be processed sequentially by
computing Equation (7) for all (u,v).

5. PERFORMANCES
5.1 Synthetic data

Synthetic data composed of two points echoes were used
to compute the probability of resolution versus the
relative position of the two echoes (measured in DFf
bins of the whole image) of the method proposed in
section (4). Results for various SNR (on the whole
classical FFT image) are plotted on figure (I) and
compared to classical FFT Hamming 0.58 weighting
image analysis (PSLR= -34d8 ). Imagespace MUSIC
algorithm allows a resolution improvement by a factor
greater than 2 for SNR greater than 25d8 and a
probability of resolution of 0.9. Other simulations have
shown that the imagespace MUSIC algorithm already
exhibits the same performances in resolution as the
wavenumberspace MUSIC algorithm.
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RESOLUTlON PERFORMANCES
~~tj c~---+; ~~. -'f _,

I
.- - 1

I
- I

0.9

0.8
,i',

§ 0.7
'S
~ 0.6
a:
~OST
'g 0.4 I
.0eu, 0.3

0.2

i ·-
•

.::... -=... .::... !I
FFT Hamming 0.58 ,
SNR=15dB I I
SNR=20dB ' :
SNR=25dB I

+- SNR=30dB-~-~- j
I

.:::--~·-~1--4 -

e" [] -

0.1 ~
~·
~ 8-
0.5 1.5

o..___ - l - _. ____l__

Relatiw position of echoes (DFT bins)

figure 1

5.2 Real data

We also applied imagespace MUSIC analysis to real
Radarsat image of the bay of Toulon (France). Figure
(2) shows the whole image with Hamming 0.58
weighting. Figures (3.1),(4.1), (5.1) are zoom of figure
(2) on three ships. Figure (3.2), (4.2), (5.2), show the
same ships processed with the imagespace MUSIC
algorithm. Clearly, resolution is improved, without
spurious peaks on sea clutter. Scatters are more
resolved, which should be useful to help classification
for example.

6. CONCLUSION

The paper has presented a 2D version of beamspace
MUSIC algorithm, called « imagespace MUSIC », able
to process large SAR image with « well » behaviour on
clutter (no spurious peaks on clutter). This is because
the proposed method works locally and directly in the
image domain.
Simulations on synthetic data shows a factor greater than
2 in resolution improvement for SNR greater than 25
dB, compared to Hamming 0.58 weighting.
The proposed method also exhibits « well » behaviour
and resolution improvement on real Radarsat data.
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ABSTRACT

SAR imaging systems produce by themselves a great
amount of raw data, still further increased when
multipolarization is considered. As a result, on-board
image reconstruction is usually impossible and raw
signal must be transmitted to the ground station before
processing. Before that, compression of polarimetric
SAR raw data becomes necessary, in order to reduce the
bit rate for transmission purpose. With the aim of
improving compression performances, it is essential to
exploit statistical properties of the signal, not only
inside every polarized component, but between these
different components. The compression in the data
representation is based on vector quantization
techniques. We present results obtained with different
vector organizations. In each case, we compute the data
volume expansion due to the use of a full
multipolarimetric SAR imaging system compared to the
use of a non polarimetric one.

I. INTRODUCTION

SAR imaging systems require extensive computation of
a great amount of collected data in order to produce
images with high spatial resolution. As a result, on
board image reconstruction is usually impossible and
raw signal must be transmitted to the ground station
before processing. This huge quantity of data is still
further increased when multipolarization is considered.
Polarimetric radar sensors produce distinct two
dimensional data in up to four channels. Usually, only
three channels are considered (HH, VV, HV), consisting
in an increase of the number of data by a factor 3.
Therefore, it becomes necessary to compress
polarimetric SAR data in order to reduce bandwidth
requirements of transrrussion channels, while
maintaining an acceptable quality. In order to improve
compression performances, we can take into account
different statistical properties of the signal. After
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presentation of the statistical analysis of the raw SAR
signal (section 2) and of the compression algorithm we
use (section 3), we compare in section 4 compression
results between multi- and mono- polarized data.

2. STATISTICAL ANALYSIS OF RAW SIGNAL

A polarimetric radar transmits two orthogonal waves, in
either horizontal (H) or vertical (V) polarization, and
receive backscattered waves in either H or V
polarization, yielding four resultant combinations of
complex signals, HH, VV, HV and VH. Polarimetric
SAR systems are coherent systems and return complex
signals, represented in either cartesian format (with real
and imaginary parts) or in polar one (with magnitude
and phase). Signal in each polarization channel has two
dimensions : radar position, in the azimutal direction,
and emitted signal frequency, in the range direction
which is orthogonal to the motion of the radar.

The data we use within this study are recorded in real
experiments and supplied by the CELAR organization
(Centre Electronique de I'Armement). Two systems
(STRADI and SARAPE) are considered, both systems
are with lateral sighting and synthetic antenna, quasi
monostatic, multifrequency, multipolarization and high
resolution :

STRADI system [ 1] consists in a moving gantry
with antennas 30 m height and a displacement length
of 200 m. Recorded data are responses of 50 I
discrete frequencies of emitted signal and for every
one out of 111 positions. Artificial targets are added
for calibration purpose ; their radar level of
backscattering is higher than the one of surrounding
scene and influences noticeably statistical properties
of received signals.

SARAPE[2] is a similar system but with lower
geometry (3 m height and 3.5 m displacement). Data
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correspond to 500 frequencies out of 120 or 130
positions. No artificial targets are present, but only
natural scenes of homogeneous zones, mainly fields,
meadows, wasteland.

phase, or real and imaginary parts. Correlation is
calculated in two directions, frequency or displacement,
and between the 3 polarization components, HH, VV
and HV. In each cell of these tables, values of
normalized intercorrelations are given with the same
frequency (or position) sample of data (d = 0, for
instance HH 11 and W11 ) and with the next frequency

(or position) sample (d = 1, for instance HHfl and

W11+1 ). In these tables, the values correspond to the

average computed on five SAR different records, but
correlations are computed independently on each signal.

Statistical dependancy (in term of correlation) between
components of the signal can be exploited to increase
compression algorithm performances. These
correlations are therefore calculated as a function of
polarimetric dimension as well as in the frequency or
lateral displacement range.

Tables I to 4 show the different intercorrelations for the
complex data represented in either magnitude and

Table I :Intercorrelations for STRADI data, between polarization components for magnitude and phase, as a function
of frequency or displacement (average on 5 experiments) - in percentage -
magnitude (displacement)

HH VY HY
HH d=O 100 -46 13

d=l 78 -51 13
VY d=O 100 16

d=l 81 14
HY d=O 100

d=l 76

magnitude (frequency)
HH VY HY

HH d=O 100 -46 13
d=l 36 18 9

VY d=O 100 16
d=l 35 17

HY d=O 100
d=l 87

phase (displacement)
HH VY HY

IIH d=O 100 -30 16
d=l 60 -33 16

VY d=O 100 -2
d=l 63 0

HY d=O 100
d=l 72

phase (frequency)
HH VY HY

HH d=O 100 -30 16
d=l 11 7 -9

VY d=O 100 -2
d=l 11 -6

HY d=O 100
d=l 5

Table 2 : Intercorrelations for STRADI data, between polarization components for real and imaginary parts, as a
function of frequency or displacement (average on 5 experiments) - in percentage -

real part (displacement)
HH VY HY

HH d=O 100 -54 15
d=I 81 -62 13

VY d=O 100 -J7
d=l 83 -9

HY d=O JOO
d=l 89

real part (freeuency)
HH VY HY

HH d=O JOO -54 J5
d=l 38 21 0

VY d=O 100 -J7
d=l 36 -2

HY d=O 100
d=I 32

imazin. part (displacement)
HH VY HY

HH d=O 100 -55 J5
d=l 8J -63 13

VY d=O 100 -17
cl=I 83 -JO

HY d=O 100
d=l 89

imagin. part (frequency)
HH VY HY

HH d=O JOO -55 J5
d=l 38 20 0

VY d=O 100 -J7
d=l 36 -I

HY d=O JOO
d=l 32

Table 3 : Intercorrelations for SARAPE data, between polarization components for magnitude and phase, as a function
of frequency or displacement (average on 5 experiments) - in percentage -

magnitude (displacement)
HH VY HY

HH d=O JOO 24 6
d=l 38 10 5

VY d=O 100 6
d=l 40 4

HY d=O JOO
d=l 33

magnitude (frequency)
HH VY HY

HH d=O JOO 24 6
d=l 66 22 8

VY d=O 100 6
d=l 69 4

HY d=O 100
d=l 44

phase (displacement)
HH VY HY

HH d=O 100 26 -J
d=l 33 13 0

VY d=O 100 -I
d=l 36 0

HY d=O 100
d=l 34

phase (frequency)
HH VY HY

HH d=O 100 26 -I
d=l 51 25 -3

VY d=O JOO -J
d=l 5J -J

HY d=O 100
d = l 33

Table 4 : Intercorrelations for SARAPE data, between polarization components for real and imaginary parts, as a
function of frequency or displacement (average on 5 experiments) - in percentage -

real part (displacement)
HH VY HY

HH cl=0 JOO 46 -2
d=l 57 24 -2

VY d=O JOO -2
d=l 61 -1

HY cl=0 JOO
d=l 57

real part (frequency)
HH VY HY

HH d=O JOO 46 -2
d=l 78 45 -6

VY d=O -2
d=l -2

HY d=O JOO
d=l 5J

imazin. part (displacement)
HH VY HY

HH d=O 100 46 -1
d=l 57 25 -1

VY d=O 100 -I
d=l 62 -1

HY d=O 100
d=l 57

irnagin. part (frequency)
HH VY HY

HH d=O 100 46 -J
d=I 78 45 -6

VY d=O 100 -1
d=l 79 -J

HY d=O JOO
d=l 5J



These tables show that the correlation is higher in the
frequency direction than in the azimutal direction. In the
SARAPE system, correlation of real and imaginary
parts are very similar and higher than those of
magnitude and phase. Intercorrelations are relatively
high between direct polarization channels HH and VV,
but almost zero between crossed channels, HH-HV or
VV-HV. In the STRADI system, intercorrelation exists
between crossed channels, mainly because of artificial
reflectors.

This statistical analysis will allow us to choose the most
suitable way to group the data for vector quantization : 3
polarimetric channels with contiguous samples in
frequency direction. For STRADI, complex data will be
separated in magnitude and phase, whereas SARAPE
data will be divided in real and imaginary parts.

3. VECTOR QUANTIZATION

In scalar quantization, each signal sample is represented
by the closest value chosen out of a finite set of values.
Vector quantization is a generalization of scalar
quantization, where several signal samples are grouped
together to form blocks of data : the vectors. Due to its
ability to take advantage of data redundancy, it has
proven its efficiency for data compression [3].
Basically, we use the LBG algorithm [4], which requires
to build a dictionary before compression process. So,
the algorithm is divided into two steps :

the design of the dictionary, called "codebook",
constituted of a finite set of vector prototypes, the
"code-vectors". They are the most representative of
the data vectors to encode. This step is performed
off-line ;

The quantization step consists, for each input vector,
in searching through the codebook for the best
matching code-vector and encoding this input vector
by the index of this closest vector. Measure of
distance between the input vectors to encode and
their corresponding code-vectors is often chosen to
be the mean square error and has to be minimized.
Only the index of the closest code-vector need to be
transmitted for each data vector (its index code in
fact).

The code-vector dimension is dependant of the extent of
correlations, but it cannot be too large for computation
purposes. On the same side, the codebook size is
selected in order to have the right trade-off between bit
rate and compression quality.

In the codebook design and encoding steps, searching
for the closest code-vector is a highly computational
process, especially for high dimensional vectors.
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Nevertheless, we have shown [5] that this method gives
the best performances for polarimetric SAR type data,
even at the price of higher complexity.

The process of quantization is applied separately on
either magnitude and phase or real and imaginary parts,
the choice depending on the statistical properties of the
signal, as discussed in section 2.

4. RESULTS AND DISCUSSION

As a measure of the extra-cost brought by the full
multipolarimetric information to transmit, we calculate
the bit rate increasing between the first case of a non
polarimetric SAR system (i.e. solely HH channel) and
the second one with 3 polarimetric components (HH,
VV, HV). Without any specific compression, the
polarimetric bit rate will be at a maximum of 3 times the
non-polarimetric bit rate. Therefore, the objective of
vector quantization is to lower this factor and decrease
the extra-cost due to the polarization.

In other words, we compare vector quantization, noted
VQ, with vectors having 6 components, corresponding
to the 3 polarimetric channels, every one with 2
consecutive samples along the frequency direction

(HH Ji HH fi+I W fl Wfi+I HV1; HV1;+i ) t , to
scalar quantization, noted SQ, with a single channel of
polarization coding each sample of frequency separately
(HH1; ).

Bit rate is close to entropy, therefore we perform
calculation of entropy as a measure of bit rate. The
polarimetric cost, C , is the ratio of entropy
corresponding to VQ to entropy correponding to SQ :

Ev (Ev.1+Ev,2)
C=-=-----

Es 2(Es.1 +Es.2)

Ev.1 and Ev,2 (respectively £5,1 and £5.2) being the
entropies obtained after VQ (respectively SQ), for the
two components magnitude and phase, or real and
imaginary parts, of the complex signal. The factor 2 in
the denominator proceeds from the fact that vector
quantization groups two consecutive frequency samples
in the same vector, as opposed to scalar quantization
where each sample is coded individually.

Table 5 (for STRADI) and table 6 (for SARAPE) give
the polarimetric extra-cost, C, corresponding to several
experiments, for a given signal to noise ratio ( 10 dB),
where the considered noise is the quantization noise.
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Table 5 : Entropy and polarimetric cost, C, in STRADI
(forSNR= IOdB)
data file Es.1 Es.2 Ev,1 Ev,2 c
305 1.55 1.65 4.9 4.25 1.43
friche 1.48 1.86 5.3 3.5 1.32
parcelle 1.4 2 5 3.6 1.26
sable 1.26 1.68 4.75 2.8 1.28
to it 1.76 1.89 4.72 3.3 I. I

Es.I ( E s.2) : entropy of SQ for magnitude (phase) of signal

Ev .I (Ev .2) : entropy of VQ for magnitude (phase) of signal

Table 6 : Entropy and polarimetric cost, C, in
SARAPE (for SNR =IO dB)
data file Es.1 Es.2 Ev,1 Ev,2 c
08298_05 1.63 1.72 6.5 6.55 1.95
26297 06 1.7 1.41 7.85 7.9 2.53
26297_14 1.8 1.56 8.45 8.45 2.51
29697 08 1.52 1.7 8.4 8.3 2.59
30097_24 1.63 1.55 7.7 7.7 2.42

Es.I ( E.u): entropy of SQ for real (imaginary) part

Ev .I (Ev .2) : entropy of VQ for real (imaginary) part

Results depend on the signal considered : they are much
better for STRADI, because the presence of artificial
targets increase noticeably the correlations between
polarization channels. For SARAPE, if we look at
tables 3 and 4, we see that normalized correlations
between cross-channels, i.e. HH-HV or VV-HV, are
very low and, consequently, do not participate to the
advantage potentially brought by the grouping of
elements in vectors of vector quantization.

This study reveals the difficulty to test the validity of a
method on experimental data representing so extreme
situations. We plan now to use simulated data
illustrating ocean scenes in various configurations,
generated by a simulator of polarimetric SAR [6], in
order to be able to tailor existing correlations inside the
signals.
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ABSTRACT

Multi-look processing is known to improve SAR image
quality because it reduces the speckle. We develop in
this paper the exact linear combination of looks. which
provides a least square optimum estimation for the
retro-diffusion of a pixel. The algorithm we implement
is iterative.
The results are analysed and compared with classical
multi-look procesing, with some SAR images obtained
by the airborne SARRAMSES.

1.MULTI-LOOKPROCESSING

Due to the low directivity of the radar antenna inboard
the aircraft, one given point on the ground can be
illuminated by the radar during a much longer time
than the integration time.
On Fig. l, the point is illuminated from the time it
appears under squint 1 (on the forward side of the
antenna lobe) to the time it appears under squint 2 (on
the rear side of the antenna lobe). SAR images can be
computed for a same point with different integration
intervals as represented on Fig. 2 (the two image rows
containing the target point for each integration interval.
are depicted). Clearly, since the direction of observation
is different, the "range axis" in the two images (so
called "single-look") do not match as displayed on Fig. 3.

Fig 1 : Principle of multi-look processing.
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Fig 2 : The same point on the ground may be imaged
from separated integration intervals (synthetic antennae).

Fig 3 : The corresponding single-look images have their
range axis oriented along different squint angles.

The accurate matching of the single-look images require
a good geometrical model, especially if the aircraft
trajectory is far from linear (in case the trajectory is
linear uniform. a simple skewing maps one single-look
to the other).
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As it is well known, a multi-look combination has the
advantage of reducing the speckle of the diffuse
reflections on rough surfaces. This graininess is inhe
rent to coherent imaging: holograms obtained by
coherent visible light (from a laser) are also "grainy".
One of the property of the speckle is that grain
locations are independent for single-look images calcu
lated from disjoint integration time intervals, thus
averaging several single look images (after co-registra
tion in the same coordinate system) will provide a
smoother multi-look image.
This result on "real" rough textures is empirical. In fact.
it is related to the statistical characteristics of the
texture: Theoretically. a texture with fractal surface
(fortunately. unlike any real surface is) would remain
grainy whatever the number of looks combined!

2.OPTIMAL COMBINATIONOF LOOKS

Assume that the exact back-scatter value of a given
pixel in the SAR image is x. On the look number n, the
measured value is Yn· This value Yn and x are related by
the following equality. where b; stands for the thermal
noise amplitude and in the illumination (antenna lobe.
propagation...).

The vn.< denote independant gaussian noises of mean
zero and unit variance.
When performing a linear intensity combination of N
looks. the intensity value of the result pixel becomes:

n=l

Our aim is to determine the coefficients A for obtaining
an estimate of x2 with minimum variance. The Aoterm
is intended to substract the average value of the additive
noise. This term is optional since it is sometimes
unadvisable to have negatives estimates for r.
Expanding (2)provides for the mean of xi:

N N

r(l)i~An)+ L,2~An - Ao
n=l n=l

and for the variance of xi:

N N N

x\L,21~A~)+ -o;4i~b~A~)+ L,2b~A~
n=l N n:o::.J n=l

= 2L,A(ti~+~ )2 <4>
n=l

The problem is hence to minimise the variance (4)of xi
under the constraint that (3) equals r. The easiest
solution comes from a geometrical viewpoint. Let us
rescale the unknown weights An as:

(5)

The variance (4) becomes the distance to the origine
squared. The constraint on x2 in (3) becomes the equation
of a straight line:

± 2i~ <l>n = 1
n=I(x2i~+~)

Of which the point nearest to origine is:

(6)

<l>n = (ii~+~) (7)
N ·4

L,~
p=l(ri~+b2pJ2

Thus yielding:

-zIn

An = (ii~+~)2 (8)

(1)
N ·4

L,~
p=l(ii~+b2p)2

And the optional noise bias removal term comes from
(3) as:

(9)
n=l

(2) Remark that in (9).the weights An are functions of xi
the value we want to estimate. Which means that the
optimal linear combination weights depend on the signal
to noise ratio. Wehence have to implement an iterative
process in order to get the result. starting with an initial
guess of xi (using the "negligible noise" limit case
below). In practice. it seems that four iterations are
sufficient and lead to a satisfactory result. This fact will
be discussed in the next section where some illustrations
are displayed.

(3)
The limit cases are interesting: When the amplitude b,
of the thermal noise becomes negligible with respect to
x. the weights do not depend on the signal level itself.

(10)



Since lyl.1i~is the intensity for the mono-look of which
the illumination has been compensated, (10) correspond
to the common way of computing a multi-look image.

The opposit limit case, when i-x « b.; is the case the
thermal noise is dominant and the weights become:

·2
ln

(ll)

A
If we denote by Yn the illumination compensated
amplitude lyl.Jin,their weights in the optimal linear
combination are expressed in terms of the signal-to-noise
ratio (S/B)n=inlbn:

Nx2 = ~ sin:, A
.i-1 -Y•
n=l N

L,s1BJ,
p=l

(12)

3.ILLUSTRATIONS
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The SAR images displayed in this paper, were obtained
from acquisitions of the ONERA airborne SAR
RAMSES with linear-chirp deramped-on-receive wave
forms in S-band. Images are synthesised with the BlD
SAR-processor,with flat-terrain focusing.Their
slant-range resolution is 0.7m, mid-swath depression is
35° and mid-swath range is 4 km. Trajectories are
estimated by an inertial navigation unit with an error of
the order of one nautical mile per hour, corrected by
frame drift autofocus and registred to a scanned IGN
paper map.

Note that (8) and (10) differ only when both the
illumination t, varies with n and the thermal noise
contribution b; is significant with respect to the image
levely. (hence to x2i~).The average energy of single-look
images from the same signal acquisition varies little
with most commonly used RAMSES waveforms (up to
3dB) because of the steep edges of the pre-summing
filter applied onboard before digitising. Therefore for
illustration purposes, we combined six single-looks
images from three separated acquisitions on the same
area.

Fig 4 : Six single-look band-S images from three acquisition fights (left to righttop), for two squint angles (backwards
on the top, forewards on the bottom)
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Fig S: Multilook image according to optimal or negligible noise laws (left). Corresponding radar illumination (right).

Fig 6: Multilook image according to dominant noise law.

Fig 7 : Multilook image processed as optical image compositing (left) corresponding summed amplitude (right).
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single-look Imulti-look
TableI: comparison of the composition laws on the images of Fig 4
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Fig 8 : multi-look images from images of fig 4 with strong noise (signal) injection. multi-look (top left), with negligible
noise approximation (top right). dominant noise approximation (bottom left), optical image compositing (bottom right).
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Difference between the multi-look composition law and
the limit-cases approximations are minute for the images
acquired by the RAMSES radar since the thermal noise
level is low compared to the image levels (NEa0 ranges
from 20 to 30dB depending on the squint angle). To
emphasize on the difference we should add considerable
noise. as we did on fig 9 by letting signal leak inside the
image for half the energy. Even there. most of the
dfference is confined to the range extreme edges of the
single-look images where the signal-to-noise ratio varies
most between the images.

4.CONCLUSION

Wehave implemented the optimal multi-look processing
and compared the result with the classical version. The
comparison shows a difference only if signal-to-noise
ratio is lowand signal levels varies significantly between
the looks. Since generally SAR image noise is dominated
by speckle. and the single looks corresponding to a
single signal acquisition vary of only a few dB. the
quadratic means of the illumination compensated ampli
tude is practically the optimal linear composition.

Optimal linear combination is only relevant for multi
look images from signal acquisition from different
trajectories. in case of high NEcro-
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ABSTRACT

Remote sensing data storage is coming through its
evolution/revolution.

Where yesterday's means of managing archives were
quite enough for the then current requirements, today's
requirements are quite different.

The purpose of this paper is to show what's new in the
domain of remote sensing data and how a storage pro
vider company like StorageTek is offering an answer.

1. STORAGETEK

StorageTek is a worldwide company, present within the
main countries through subsidiaries, and through distri
butors for other smaller markets. It has been created 30
years ago, and is headquartered in Boulder, CO.

StorageTek is a worldwide leader for storage solutions,
originating from the 'IBM' world, with manufacturing
capabilities for disk, tape and network products.

StorageTek is the leader in tape business with around
80% market share in the Plug Comptible Manufacturer
(aka PCM) world, and with currently 60% shipment
share in the 'open system' world (Unix, NT, and now
Linux).

StorageTek is the leader in virtualization (disk, tape)
that brings total benefits from their investments to the
customers.

And to come with the use of these storage devices,
StorageTek is heavily engaged into the move to fiber
channel. As an example, StorageTek will be, with its
9840 tape device, the first vendor to market a tape
device with native FC attachment.

StorageTek is used to become a new leader in every
market it enters: open system libraries, then digital
media, then medical. StorageTek is now entering the
GIS market with the same ambitions.

Through the Solutions Business Group, based in
Toulouse for its EAME operations, StorageTek intent is

to provide business solutions for vertical markets, and
functional solutions for horizontal markets.

With its tape library systems, its offer starts with less
than 1 TB for small needs and ends with up to 7.5 PB
for very large needs.

StorageTek is a company that masters its business with
research and development capabilities and manufac
turing plants in the US and in Europe.

When it is needed, it partners with leaders to provide
complete solutions.

n

Move
lnformati~R 'lill

Collect
lnformatio,. - r

StorageTek business focuses on the data. From its
Collection, through its Moving, up to its Storing,
allowing to be Shared, and Protected against loss or
illegal access.

Typically a data management project should look at all
these aspects.

2. WHAT DOES CHARACTERIZE DATA WITHIN
THE GIS ENVIRONMENT?

We have seen an ever-increasing resolution from
satellites.

The unit of capture for satellite images is the pixel. One
pixel is the size of the very small square that is seen on
the PC screen but that may correspond to something
very much larger on the earth. It is called the resolution.
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The resolution in the early 70's used
to be 30m. It was the time of the
Landsat satellite. But there still may
exist, for more global needs, larger
resolution. I should say that it's only
with the 30m resolution that problems
begin to appear on the storage side!
With a 30m resolution, users can start
seeing small rivers and lakes, and
distinguish urban areas.

The following resolution is the
IOm one. It is the current
resolution for Spot Image pictures.
Streams and ponds can be
distinguished. And on the building
site, one could distinguish between
residential and industrial areas.

The following major step is the Im
resolution. It is currently the finest
resolution that can be purchased for
commercial use. Satellites bringing
such a resolution are for the most of
them still to be launched. But they
are there waiting on the pads. With
lm resolutions, streets can be
detailed, parking lots can be
identified, airplane models can be
distinguished, and one can see
windshields on cars.

The next resolution that can be
achieved, and today available
only for military and intelligence
purposes, is the .3 meter one.
With such a resolution, lines can
be seen on a tennis court, people
can be counted.

This increase in resolution goes with an ever-increasing
quality. Where many years ago, only black and white
pictures were taken with a limited gray scale, today
color is required, and with more information also in the
non-visible range. That will translate into the pixel size,
as we' II see later.

Another increase that concurs to increase in data storage
is the number of satellites. Even is today tens of
satellites are already circling the earth, much more are
still to come. And the launch planning that can be seen
under http://www.itc.nl/-bakker/launch-table.html can
just confirm this. And that's only the public launches.

Another characteristics for satellite imaging is that, like
many other imaging industries (TV medias, medical), it
is going from analog to digital. And digital data bring
some characteristics of its own: it's never destructed (at

most it is archived) because it may be used or analyzed
later, and it is so easily replicated and transported.

An another characteristic for the GIS world is that it is
using more and more several types of data. It's quite
common now to mix and marry vectors, raster data and
images.

And finally, being so easily transportable and so easy to
process, there is an ever-increasing need for access.

3. HOW DOES THIS TRANSLATE INTO DATA
CHARACTERISTICS WITHIN THE GIS ?

As mentioned before a pixel is more and more 'heavy'.
Where it was a 8 to I0-bits pixel for black and white
pictures, it is now a 24-bits pixel for panchromatic

Image size is with regards to the matrix that can be put
on board of the satellites. The most common size is
6000x6000 pixels. This translates into pictures of 60x60
kms for !Om resolution, and 6x6 kms for I-meter
resolution. Each pixel weighting 24-bits, i.e. 3 bytes,
that's already more than I00 MB per picture.

Another parameter is the transfer rate that can be
obtained from the satellites. Currently it's in the 70
Mb/s range. And this can translates into nothing but
nearly I0 GB/day. For one satellite only!

Hopefully, once the data is received it can be
compressed. And using the MrSID algorithm, which is
very efficient, the storage size can be reduced by a
factor of around 30.

4. WHICH EVOLUTION HAVE WE SEEN IN THE
GIS WORLD?

On the Collection side, as mentioned before, there has
been a move from analog to digital.

Another evolution there is that due to the high-speed
process that is collection of this data, the storage tends
to be 'on site'. Before anything else is done on the data.

On the Move side, higher speed transmission is required
due to the higher 'quality' of the data. This very often
requires also a higher speed for the backbone, and
obviously for the networks.

As noticed above, the collection point is also a storage
point. It is now common to speak of something like a
terabyte of storage there. And it's just enough to handle
a few weeks of collection.

The phenomena is just more amplified at the central
archival (and it often exists) where the units maybe
hundreds ofterabytes, and even petabytes.



As points of collections are spread around the world, the
data is also spread around the world. And as users that
require these data are not at all near these points, there is
a need to move this data as quickly as possible.
Moreover, some users need to get the freshest data that
is surely not nearby them.

These data are of a commercial value. And its access
through the web does require more security. A web
access may be the best but also the worse! And this
same commercial value requires more protection against
either loss, or non-accessibility.

5. HOW TO GET DATA.... INTO THE BLACK
BOX

As mentioned before, it is now necessary to put data
capture as close to the antenna as possible.

For current installations this is done through a multi
pass equipment, that prevents from modifying anything
in the existing flow.

I

Through this multi-pass system, a copy of the received
data is sent to a Direct Ingest System (DIS).

The role of the DIS is to acquire data, format images for
the archives, record data on a temporary file, and
provide metadata and quicklooks.

This is really an ingestion system, which includes
dedicated software, that is suited to the data flow
characteristics of the satellite for which it is working.

The DIS is running continuously, as an autonomous
process.

Data comes out of the DIS into the Local Catalog and
Archive System (LCAS).

The role of the LCAS is to have an automated ingest of
image, metadata and population of index. Then through
a hierarchical storage management system (HSM), it
optimizes the utilization of storage, that is split between
a RAID disk configuration and a tape library. The
purpose of this HSM function is to put the most recent
data on RAID, and the older data on tape.

Due to the relative limitation in size for this LCAS
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(although it is in the terabyte range, it doesn't allow
permanent storage for more than a few weeks of ingest),
the role of the LCAS is also to create a copy of the data
for the Central Archiving System (CAS).

It will not be said more about the CAS, as it is just a
bigger and larger LCAS unit, with the same architecture
and the same functions.

That ends the process that put data into the black box.

6. HOW TO GET DATA .... OUT OF THE BLACK
BOX

The LCAS/CAS is also designed to facilitate access to
the data.

It is architectured so as to provide a global view of the
storage, wherever it is.~~~~~~~~~~~~~~~

Customer
Network---

All the LCASs and the CAS create a really distributed
system, seen by the customer as if it were a unique
central large system.

An LCAS system provides customers with a web-based
interface to get access into the archives.

This web based interface:
• Allows to get to the desired location, wherever it is in
the world, within a few mouse clicks;
• Allows to select the source of the desired data (the
many different resolutions that have been mentioned
above just reflect the many different level
requirements from different users populations);
• Allows to get the desired time of capture (it's obvious
to say that that the pictures taken for the Alps aren't
quite always revealing the same features);
• Permits a pre-viewing through the use of quicklooks.

Thus, it facilitates identification of data sets and easy
ordering through the use of maps and footprint results.
Then during this shopping, customer can put orders into
a shopping cart.

And finally, distribution of the orders is done overnight.
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7. A COMPLETE OPERATIONAL RUNNING
SYSTEM: GEOSPATIAL KNOWLEDGE

SYSTEM, FROM STORAGETEK

Following the architecture that has been described
above, StorageTek has created a complete system that is
ready to be used. It has been called the Geospatial
Knowledge System, or GKS.

GKS unit for JTB of managed storage

This system is built from 'over the shelf components.

This approach brings the following advantages:
• Lower cost of acquisition
• Easy use of up to date technology
• Minimal learning for use and maintenance

Following these rules, GKS is built using:
• A Sun platform (the minimal configuration is an E450
for the LCAS's) running Solaris
• OpenSystem RAIDS disk and Timberwolf/ Powder
Horn tape libraries from StorageTek, providing from
less than 1TB, and up to 7.5 PB
• An Oracle relational data base (optionnal, for very
large needs), complemented by its Spatial Data
Cartridge
• The ASM hierarchical storage management soft-ware
from StorageTek
• The TerraSoar software from Core Software Tech
nology
• Apache as web server
• ImageNet as web distribution vector
and is delivered and put into production with some
additional services for StorageTek SBG and/or Core
Software Technology.

8. CONCLUSIONS

With GKS StorageTek is bringing to the market a
solution, not one solution.

The architecture of GKS should allow it to fulfill many
other requirements in the domain of geographical
information storage.

With some minor modifications that don't apply to its
architecture, it could be used to store satellite telemetry,
SAR datas ...
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The MIMOSA radar is a spaceborne unfocused nadir
looking synthetic aperture radar designed to penetrate
the Earth superficial layers and proposed in the frame of
the Earth Explorer Opportunity Missions (ESA).
This paper reviews all the mission aspects. The
scientific objectives are presented: 3D mapping of
Antarctic ice sheet, biomass monitoring, and prospective
objectives.
The instrument concept is developed. The physics of the
measurement is analyzed to show that the expected
signal is a mixture of deep echoes and surface clutter. A
clutter rejection processing is proposed. Some results of
signal simulation are given for typical ice surfaces.
A preliminary instrument design is described, based on
the physics analysis and simulations results.

INTRODUCTION

The MIMOSA radar has been proposed to the European
Space Agency in the framework of the Earth Explorer
Opportunity Missions.
Remote sensing over continents is generally limited to
the thin surface layer, while many issues related to
climate or Earth resources require information at some
depth. The scientific objectives of the MIMOSA
mission are to improve our understanding of the Earth
processes involving global scale monitoring of
continental ice, vegetation and soil surfaces.
The proposed instrument is a nadir looking P-band
Synthetic Aperture Radar to observe the Earth surface at
depths beyond the superficial layers, with horizontal
resolutions from lkm to few tens of km and monthy
temporal coverage. This radar will be complementary to
existing and forthcoming spaceborne optical and radar
observation systems, which are limited to observations
of superficial surfaces.
This exploratory mission should have a two-year
duration. The frequency will be -300 MHz, with a 10
MHz bandwidth. It will be implemented on a small size
satellite launched in a true polar orbit at an altitude of
500 km. The temporal repeat cycle is designed to
provide a total coverage of Antarctica and Greenland
over the two-year mission.

645

MIMOSA OBJECTIVES

The main objective of the MIMOSA mission is to map
the thickness of the Antarctic ice sheet. The secondary
objectives are more prospective : Permafrost mapping,
biomass monitoring of forested areas; Hydrogeological
surveys.

Antarctic Ice Sheet

The Antarctic ice sheet with a volume of 30 million km'
is the result of the balance between accumulation of
snow and losses through, melt and iceberg calving. It
constitutes a memory of the few last 100 000 years
history of the Earth climate. The exploitation of these
archives and the prediction of future evolution requires
three-dimensional numerical models, based on
observational data, in order to describe the entire regime
of the ice sheets.

The existing space borne instruments : microwave radar,
altimeter, scatterometer provide information on the
surface state. Several airborne ground penetrating radar
missions have been performed since the seventy's ([ I ],
[ 2 ]): a limited part of the Antarctic has been sounded
with a horizontal sampling step of about hundreds
kilometers, the largest part is unknown.

Only a spaceborne radar can provide a global coverage
with a good spatial resolution of the whole Antarctic
continent. It is the aim of the MIMOSA proposal to
compile the following physical parameters over the
entire Antarctic ice sheet with a kilometric horizontal
resolution and a IO-metervertical resolution :
- ice thickness (up to 4500m),
- bedrock topography,
- internal layers (up to -60dB reflection coefficient) and
- ice dielectric properties estimation [ 3 ].

These measurements associated with measurements of
the surface parameters will provide an essential
information for the knowledge of the ice sheet dynamic
and a crucial input for the numerical modeling:

Proceedings of the-CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000



646

- total ice sheet volume given by the ice thickness,
- estimation of ice flow velocity and direction related to
the ice thickness, the bedrock and the internal layers
topography (isochrone layers due to volcanic activities)
- history of the ice flow related to the local disruption in
layering
- ice physical evolution related to the estimation of the
ice dielectric losses.

Secondary objectives

The other MIMOSA scientific objectives are
prospective: the goal is to cover a large field of
application in order to demonstrate the interest and the
performances of a P-band spaceborne radar. These
applications are related not only to the properties of
penetrating waves but also to the compatibility with the
instrument design given by the ice mode, in particular
the nadir looking configuration.

Biomass The interest of the low frequency observation
for vegetation monitoring has been demonstrated in the
past few years by several airborne missions.
The correlation between radar backscattering coefficient
and forest biomass increases significantly as the radar
frequency decreases [ 4 ]: the P-band allows to monitor
over 200 tons per hectare at oblique incidence versus
100 tons/ha for the L-band.
The Nadir looking measurement associated with a 15-m
resolution allows to penetrate into the vegetation layers
and to obtain a vertical structure of the forest [ 5 ].

The measurement of biomass and forest structure
provides the global monitoring of natural and
anthropogenic evolution of the forest and its impact on
the carbon and water cycles.

Other applications The P-Band allows to monitor the
dielectric properties of such soil in the nadir looking
geometry. This technique makes possible the mapping
of large areas and the monitoring of ground properties
evolution.

The prospective fields of applications are huge and
concern:
- the permafrost mapping and monitoring which are
related to the carbon cycle and the climate evolution,
- the desert areas sounding which is related to their
evolution modeling,
- the water and water table monitoring in semi-arid
regions which is related to the natural resources
management,
- the water saturation study which is related to the
infiltration and water movement comprehension and to
the flood risk management.

PHYSICS OF THE MEASUREMENT AND
INSTRUMENT CONCEPTS

The Mimosa instrument is a spaceborne ground
penetrating radar primary designed to sound the
Antarctic ice. This radar is a unfocused nadir-looking
synthetic aperture altimeter : the design and the nominal
operating mode, optimized for this primary objective
(ice), are also compatible with all the other scientific
objectives.

Wave propagation in ice

The propagation of electromagnetic waves m tee ts
determined by its complex permittivity E=E'-jE".The
loss tangent, tg o, is given by tg o = E"/E'.

The real. part of the permittivity is essentially constant
and equal to 3.2 for the ice in the VHF/UHF band. This
real permittivity gives the radiowave velocity
v = c I JC where c is the speed of light in vacuum (v
::: 1.7 10·8 m.s"). This wave velocity is larger in the
upper part of the ice sheet of snow which density
increases with depth. In the upper 200 m, the
permittivity of the ice/air mixture increases from 1.5 at
the top to 3.2 [ 1 ],[ 3 ].

In contrast, the loss tangent, from which the dielectric
absorption is calculated, depends upon the
electromagnetic wave frequency and the ice
temperature. Figure 1 shows the dielectric absorption
versus frequency and temperature. It clearly exhibits a
low absorption coefficient, nearly constant with
frequency up to about 300 MHz and strongly
temperature dependent. This fact justifies the choice of
the baseline frequency: a frequency sufficiently high, so
as to limit the physical size of the aerials, but still
located in the low attenuation band. For the Antarctic
case, the expected mean attenuation is 3 dB per
kilometers.
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Figure 1 : Dielectric loss coefficient as a function of radar
frequency (in dB/lOOm)at different temperatures [ 6]



The mission is faced with a frequency allocation
problem: there is, as yet, no allocation in the P-Band for
active remote sensing of the Earth. Considering that the
primary objective of MIMOSA is the observation of ice
caps and other non-populated areas, the possibility of
granting a secondary allocation, as is the case for radar
altimeters, is regarded as quite feasible. While a
frequency of 300 MHz is preferred, the band between
430 and 440 MHz is still acceptable and has been
requested by the Space Frequency Co-ordination Group
for the purpose of active remote sensing from space.

Physics of the measurement

Due to the low frequency, the Mimosa radar is a new
class of instrument in terms of physics of the
measurement itself. The radar return is a mixture of deep
echoes and surface echoes (figure 2):

- The first type of echoes gives (for the case of the ice)
the signal of interest. These coherent echoes correspond
to a nadir specular reflection (geometrical optics).
At each interface (surface, ice layer or bedrock) the
wave is partially reflected by the first Fresnel zone. The
first Fresnel zone has, in the present case, a I-km radius
around the nadir direction which defines the spatial
resolution of the Antarctic sounding mode.
The reflected power is given by the Fresnel reflection
coefficient (Snell law) which is a function of the
permittivity contrast at a given interface. For a realistic
physical interface, this power is modified by the surface
roughness : the specular reflected power approaches
zero when typical height of the random surface
approaches the magnitude of the wavelength.

~/\
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(Roughness)
V=1.7108m.s·1 --------,,.-"

Alt= 3dB/km
Zmax= 4.5 km

Internal layers

Bedrock

Surface
echoes

Deep
echoe Surface

clutter

time
Figure 2: Wave propagation in ice

Specular reflection and incoherent scattering
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- The second type of echoes corresponds to unwanted
incoherent echoes coming from surface scattering.
This clutter comes from the whole surface illuminated
by the antenna. Due to this phenomenon, ambiguities
will arise between expected in-depth echoes and
unwanted lateral clutter echoes: indeed, side
incoherently backscattered echoes could reach the
detector at the same time as wanted coherent echoes
coming from a deep interface and, thus, could mask the
signal of interest (figure 2).
The power of the clutter echoes is a function of the
incoherent backscattering coefficient which depends
upon the statistical properties of the surface roughness :
the scattering increases with the roughness. The angular
distribution of the scattered signals depends upon the
horizontal correlation length of the roughness.

Clutter rejection

The instrument and the processing are designed to
maximize the coherent to clutter power ratio and to limit
the " blind depth ".

In the across track direction, the clutter is only limited
by the antenna pattern. This has an impact on the
antenna pattern specification and, therefore, on the size
of the antenna.

In the along track direction, the clutter is reduced by the
processing: to achieve this, a very low antenna
directivity is sufficient in the along direction.
The processing is an unfocused synthetic aperture near
the vertical based on the localization in the Doppler
domain of the signal of interest:
- The signal of interest originates from the direction
perpendicular to the imaged interface. It is preserved by
Low Pass Doppler filter.
- The clutter, on the contrary, which comes from all
directions illuminated by the antenna is eliminated in
this process.

Simulations show that this Doppler filtering process is
required in order to image -60 dB internals layers. As a
consequence, the operating modes and the synthetic
aperture length have to be compatible with this filtering
constraint.

Ionospheric effect

At the proposed operating frequency, the main
propagation effects are introduced by the presence of the
ionospheric layers between the satellite and the ground.
These effects are the faraday rotation and the absolute
phase variation. In order to cope with Faraday rotation
effects, a circular polarization in transmission and
reception has been chosen.
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The variation of the phase with respect to propagation in
vacuum introduced by the presence of the ionosphere is

6cp= [2 7t I fc] J fp2 (z) dz
where fp(z) is the plasma frequency and f / = Kn, (n,
electron concentration). The phase 6cp appears to be
proportional to the ionospheric total electron content
TEC = J n, (z) dz which varies along the satellite track.

For 300Mhz and 10 MHz bandwidths, the effect of the
constant TEC(x0) which produces a about constant time
delay in the radar pulse group propagation time, is to
introduce a bias in the altimetric measurement but no
distortion on the relative positioning of the intermediate
layers and of the bedrock with respect to the Antarctic
surface.

The horizontal gradient in TEC, however, produces a
bending of the radio ray at essentially all points of the
orbit. The impact on the SAR imaging resolution is
characterized by the following relation:

( )

2

Ls _I_ oTEC(x) < 0.44 ~ .L. .L
TEC ox H1 Heq fpav

where L, is the synthetic antenna length, R is the satellite
altitude, H1 is the average altitude of the ionospheric
layer, Heqis an equivalent thickness of the ionosphere,
and fpavis an average r.m.s. plasma frequency over this
thickness. In practice, this places an upper limit on L,
for a given ionospheric gradient. The ionospheric total
electron content must not change by more than 3.2 %
over L, where one used the typical values: Heq= 100
km, H1 = 250 km, fpav= 5 MHz. In general the
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variability of the electron content in the ionosphere is at
least one order of magnitude less than this value.
However in the auroral zone strong irregularities can
exist especially during the auroral arcs when the
variability of electron content can increase above the
indicated limit.

INSTRUMENT SPECIFICATION

A simulation of the wave propagation has been
developed in order to demonstrate the experiment
feasibility, to specify the instrument and to guide its
design. This simulation has been done by the
Laboratoire de Planetologie de Grenoble and by Alcatel
Space Industries, Toulouse.

Measurement simulation

Figure 3 shows the expected power of coherent and
incoherent components versus depth or equivalent
propagation time. The measurement is simulated for a
rough interface modeled by a random Gaussian
distribution of heights defined by its height standard
deviation (crh) and its slope rms (s). The two ice sheet
surface statistics correspond to the central part and the
coastal zones of the Antarctic.

The simulation includes a complete link budget, the
antenna gain and the signal processing (i.e. clutter
reduction). All the field components are estimated as a
function of time using different theoretical or empirical
approaches.
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Figure 3 : MIMOSA simulations for surface roughness corresponding
to the Antarctic central part (left) and coastal zone (right)
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The surface echo coming from the Fresnel zone is the
first received signal corresponding to the star at the null
depth. It is incoming from the nadir direction which
corresponds to maximum antenna gain. This power
depends on the Fresnel reflection coefficient modified
by the roughness attenuation X (0< X < l ). This one is
estimated using the classical Kirchoff approximation:

x=exp(-2crh2 k2)
where k is the wave number in vacuum.

The surface backscattering coming from the whole
antenna pattern is spread in time and corresponds to the
two curved lines in the figure. The backscatter
coefficient is estimated for a given surface statistic using
two methods:

The lower graph is based on theory [ 7 ]. The
backscattering coefficient is then the sum of the Small
Perturbation Model and of the Kirchoff First Order
Model:
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where R is the reflection coefficient. The Small
Perturbation Model is given by an electromagnetic field
development at large incidence angles and tends to
underestimate the component near nadir. The Kirchoff
First Order Model is a classical approximation in the
geometrical optics for rough enough surfaces at low
incidence angles.

The higher graph is based on an observational law: the
backscattering coefficient is given by the semi-empirical
Hagfors law [ 8 ]:

1 -~
cr(8)=2Rc(cos48+Csin2e) 2

with the following height characteristic function:
1

C=-----
4 k2 crh2 s2

The deep echoes coming from internal layers or from
the bedrock correspond to the three parallel straight
lines. The graphs show the expected power versus depth
for three kinds of deep interfaces: an ice I liquid water
transition for a bottom lake (reflection coefficient = - 3
dB), an ice I rock transition for the bedrock (-11 dB) and
a very low internal transition with a -60dB reflection
coefficient.
The estimate of the power includes the roughness effect
on both interfaces (in transmission for the surface, in
reflection from the deep interface), and the dielectric
absorption due to the ice propagation (3dB/km).
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The ice I water interface echoes are more powerful than
the specular echo coming from the surface. This is due
to a low reflection coefficient at the air/ice interface
(-lOdB).

Simulations show the feasibility of the experiment and
the expected performances. For depth larger than 300 m,
the radar sensitivity after Doppler processing is larger
than -60 dB inside the continent and about -35 dB near
the coast. These performances could be increased by an
antenna optimization.

Other simulations show that the bedrock is nearly
detectable directly from the raw data in the whole range
of depths in the central part of the ice sheet.

Instrument specifications and performances

Mission requirements
Duration
Orbit
Altitude
Stabilization
Altitude knowledge
Antenna pointing

2 years in orbit
polar
500-600 km
3 axes
100 m on board
Nadir

Radar system requirement
Carrier frequency
Bandwidth
Instantaneous Rx Dyn.
radiometric accuracy
radiometric stability
antenna aperture

Across track
Along track antenna

300 MHz P band
lOMHz
>60dB
3dB
ldB

50
Large

Ice mode performances
Fresnel zone diameter
Vertical range resolution
sensitivity
Ice sheet. thickness
Max. integration time

1km
8.4 m (ice)
-60 dB (at bedrock level)
0-4 km
0.5 s

PROPOSED IMPLEMENTATION

Figure 4 shows the proposed implementation in flight
configuration based on a Proteus platform and Table 1
summarizes the mass and power budgets.

Subsystem weight averaze power
Antenna 2x20 kg -
Radar Electronic 12 kg lOW
Data Handling system 13 kg 20W
Platform 350 kg 300W
TOTAL 415 kg 330W

Table I : Mimosa power and mass budget
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Figure 4: Mimosa flight configuration

Payload The MIMOSA payload consists of a radar
operating at 300 MHz (P Band) and designed to sound
the Antarctic ice. This radar functions as an altimeter
with a large receive dynamic range and with an
unfocused synthetic aperture which requires pulse to
pulse phase coherence. The payload is made up of three
parts: the radar antenna, the radar electronics and the
payload telemetry (including mass memory).

The antenna directivity requirements induce a large
array antenna in the across track direction. The
spatialization and deployment of large structures is a
problem studied for several projects. The antenna design
constitutes a main point of the mission complexity and
cost reduction.

The baseline concept is based on two arrays of cross
half length dipoles distributed along two deployable
masts. The electromagnetic accommodation of the
antenna shall be specially studied using the background
from the space electronic warfare including VHF/UHF
coupling simulations and measurements facilities.

The MIMOSA radar electronic and data handling subs
systems do not require particular complexity. They are
comparable to SAR and altimeter systems.

Spacecraft The proposed mission is compatible with a
Proteus platform developed by CNES and Alcatel.
Matching a wide range of LEO orbits, the Proteus
platform design allows to define the mechanical and
thermal environments of the payload, provides the
power supply, attitude and orbit control, and the
command and control capabilities. Based on a mature
concept, this platform enables a cost effective access to
space for scientific missions such as MIMOSA.

The preliminary system analysis for the adaptation of the
payload on the platform shows that the specifications of
the mission fit in the flight envelope of the platform,
yielding a robust satellite based on a recurrent design. In
particular, the following points have required a
particular attention:
- The solar panel orientation cannot be optimized during

all the orbits due to the polar orbit requirements and the
antenna across track orientation. This constraint reduces
the average power but a large margin has been
preserved.
- The attitude and orbit control is a mission difficulty
due to the size of the antenna masts and their inertia
momentum. The 3D attitude control requires minor
modifications of the platform.

Ground Segment The proposed system makes great use
of existing elements such as the PROTEUS satellite
control center and the ENVISAT Payload Data Segment
which have been designed to be reused thus allowing for
cost reduction, delay minimization and risk reduction
mainly at integration and validation levels.

CONCLUSION

The MIMOSA P-Band radar is a new class of scientific
spaceborne radar. It constitutes a major opportunity not
only for understanding of the Antarctic ice sheet past
and future evolution but also for several prospective
applications like biomass and geophysical monitoring.

From the technical point of view, this mission combines
technological innovations and heritage of previous
missions.
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ABSTRACT

This paper deals with synthetic aperture radar interfer
ometry. Our approach is based on gradient components
estimation. Indeed we proposed to compute the ground
slopes, because there are the gradient components of the
observed interferogram without fringe lines due to
wrapping. Because of the gradient components high
sensitivity to noise level, we propose a three-step phase
unwrapping approach. The purpose of preprocessing is
to organize the phase in order to improve the estimation
of ground slopes. The main process smoothes the phase
gradient components while edge preserving. The gradi
ent components are integrated with a locally adapted
two-dimensional integrator. We present experimental
results for real ERS I data.

INTRODUCTION

Synthetic aperture radar (SAR) interferometry is a pow
erful technique allowing the generation of digital
ground models (DGM). In order to get a high quality
DGM, we must have a low-noise interferometric image.
To unwrap the phase, it is thus necessary to combine
two single complex views, obtained from different ob
servation angles, of the same scene. In a low-noise case
the unwrapping would be easy; however, local errors
due to noise result in global errors due to causal nature
of unwrapping. Several methods exist [3] [4] to avoid
the propagation of local errors; for example [2], detects
fringe lines with edge enhancing and then adds 2rt
whenever the path crosses a fringe line. Efficient Meth
ods are recently developed, which are based on Green's
integral formulation [5][6]. These methods lead to
heavy algorithms. Our approach consists in a preproc
essing that organize data in order to improve the esti
mation of ground slopes, followed by the main algo
rithm, which estimates the ground slopes of the un
wrapped phase from the gradient components of the
wrapped phase. Then, these ground slopes are integrated
to obtain the unwrapped phase.

STATEMENT OF THE PROBLEM

The problem can be defined as following:

'\Jf = e + 21m +n (I)

Where 'I' represents the unwrapped phase, 0 the ob
served wrapped noisy phase, k an integer for unwrap
ping, and TJ uniform noise.

The solution, we propose, is based on the slopes of the
signal. Indeed, we make the strong assumption that the
ground slopes are smooth with ground irregularities.
Our unwrapping algorithm works in three steps:

)lo The first step (preprocessing), is used to get a better
estimation of the gradient of the signal i.e. the
ground slopes. This algorithm is very simple and
fast, it directly works on observed signal e .

)lo The second step (main processing), and the original
contribution of this paper, is to use ground slopes to
unwrap and smooth the phase.

)lo The third step is the two-dimensional integrator that
is locally adapted to choose the best integration path
in order to avoid global errors.

MAIN PROCESSING

The main idea is to smooth the ground slopes while pre
serving edges [5] due to wrapping. We use the assump
tion that the ground slopes are very smooth.
Mathematically, we define:
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(2)

with Zx and Z Y the components of the ground slope

vector, or first order derivative of 'If.

Removing the Peaks Due to Wrapping

The removing of the peaks, due to wrapping, consists to
minimize the absolute difference between the observed
phase and the observed phase with shifted fringe lines.
To shift the fringe lines we add rt to the observed inter
ferogram and wrap the result.
So 0+it is the observed interferogram with shifted

fringe lines, and Zy+n are the components of its gradi

ent vector.

To unwrap the phase we estimate four gradient compo

nents: Zx, Zy and Zx+n' Zy+n· So we need four cri
teria but these criteria are the same so we will explain
only one of these.

Ground slopes estimation:

In order to estimate Zx from 0 while taking into ac
count the assumption of homogeneous ground slopes,
we minimize a criterion of the form:

J(zx) = f(zx -Dx(0+2k1t))2 dQ
Q

+A•!<P(lv:,l}n (3)

Where Q is an open bound of IR 2, IVz, I is the

modulus of the gradient of Zx and A<p represents a

regularization parameter that controls the relative
weighting between the data term and the regularization
term. The potential function <p that is applied on the
gradient of the slopes is chosen in such a way to pre
serve edges [5] and peaks due to wrapping, to low
coherence or due to low-sampling. Consequently, we
introduce the program parameter ii as a threshold level

from which we decide to preserve or smooth the dis
continuities. In order to preserve discontinuities, the <p
functions must satisfy several properties [I].

Euler-Lagrange's Equation

We use a derivative method to minimize the criterion

(3). Consequently, the minimum of J( z.) if its exists,

satisfies the following Euler-Lagrange's discrete equa
tion:

With ~pond as a discrete approximation of weighted

laplacian. Indeed, the coefficients of ~pond mapped at

location (i.j) are given by:

[bx~,
b

b~,]
xi-Lj

-S
bx,,i

(5)

with S == bx + bx +2 bx
1-l,.J 1 • .1-I i,j

bx,,j (6)

The variable bis then a map of the edges locations.

TWO DIMENSIONAL INTEGRATOR

We locally define the integration paths (PTH I, PTH2,
PTH3 and PTH4) and the local components around

'If i.] as following:



'l'1-l.1-I \jl 1-l.1 \jl, I.pl

88
\jl 1.J-I

\jl I. I
'l'1.11I

88
\jl i+ l.J-I \jl i+ I./ \jl H L/+I

The components of the integration paths are:
z z
~xi-·1.1 _ x, 1,.1

2_v;_j-1

2_v;+1.1-1
z

Yi+ Li

So the value of '\jf i,J depends of the chosen path; the

possible values are:

If PTHI is chosen:

1
'If i,J = V ('If ;-11-1+ Z; . + Zy' 1-\,_1 l,j

+'If i-l,j-1 + ZYi,j-1 + zx,,J (7)

+'If i,j-1 + zx,,, +'If i-1,j + ZY1,j)

If PTH2 is chosen:

1
'If = - ('If I . I - Z + Z1,J V 1- ,J+ x,_1.j+I Y,,1

+'If I · I + Z - Z (8)t-: ,J+ Y1.1+1 x,,,+1

+'If I .+ Z + ur . . I - Z )1- ,J Y1.1 't' 1,J+ x,,1+1
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If PTH3 is chosen:

1
'lf;.J = V ('lf;+l.J-t +Zx . -ZY1+LJ i+I, I

+'\jf I . I - Z + Zi+ .J- Y1+1.1-1 x,_, (9)

+'\jf .. I + Z + ur . I - Z )1,)- x,,, 't' 1+ -J Y1+I, /

If PTH4 is chosen:

ur - _!_ (11r . . - Z - Z
't' i,j - v 't' l+l,j+I Xi+l.1+\ Y1+l.1

+11r +Z -Z
't' i+l,j+I Y1+1.1+1 x,,,+1

( 10)

+11r .. I- Z + ur . I - Z )'t' 1,J+ x1.1+1 't' I+ ,J Y1+1,1

V the normalization coefficient depends on the number
of '\jfvalues known along the integration path.

The choice of the integration path depends of the edge
map b. Indeed we integrate first the homogeneous areas
in order to avoid the global errors due to low-coherence.
So we integrate first the areas without sharp disconti
nuities (b>O. I). We loop the integration until the entire
image is not integrated. In fact, we decrease the value
condition on b. If the low-coherence areas are too nu
merous, we can easily use a mask, obtained by the clas
sification of the image of coherence, to avoid the inte
gration in these areas.

PREPROCESSING

The basic idea is to organize the data such there is no
difference between a pixel and its previous neighbors
bigger than 7t. We use the following neighborhood of
the scanned pixel:

Location of the pixel 0ij

For a neighborhood of size t, we estimate the local value
of k:
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where nint is the nearest integer and E{t) is the mean

of neighborhood pixels. Notice that k depends of the
neighborhood size (t).
Thus, we obtain a filtered interferogram:

eu = ei,J + 2n.k(e;,1,t) c12)

The figures below illustrate the preprocessing. A noisy
line (a) is wrapped (b). The oscillations due to noise
prevent the slope estimation. This is the role of our pre
processing to reduce these oscillations (c).

ALGORITHM

8=Preprocessing( 8),see § 6.
Repeat

Repeat
Compute Zx, solving (4) with a conjugate
gradient algorithm.

Compute Zx+1t' solving (4).

Compute Zy, solving (4).

Compute Zy+7t' solving (4).

Compute bx, calculating (6).

Compute bx+1t, calculating (6).

Compute by, calculating (6).

Compute by+1t, calculating (6).
Until convergence.
Remove peaks:
z,=min(fabs( z, ),fabs( Zx+7t))
Remove peaks:

Zy =min(fabs( Zy),fabs( Zy+1t))
Until convergence.
Compute 'If, see§ 5.

EXPERIMENTAL RESULTS

Experiments on our algorithm were conducted for real
ERS I data. The interferogram of a part of the New
Caledonia island (Fig I). We present:
The interferogram with shifted fringe lines (Fig 2), the
ground slopes (Fig 3 and Fig 4), the unwrapped phase
(Fig 5) and the its wrapping (Fig 6), to compare with the
observed phase, the 30 visualization of the ground
(DGM) (Fig 7) and the modulus image of the same area
to compare it.
Acknowledgment: many thanks to the GDR ISIS/or pro
viding the ERSJ data1•

CONCLUSION

In this paper, we have proposed a new SAR interfer
ometry algorithm for phase unwrapping using ground
slopes estimation. The experimental results show the
efficiency of our approach and its low sensitivity to
peaks on gradient components. Our current work fo
cuses on a faster algorithm. We also seek to improve
our method by allowing ground irregularities preserva
tion, and by improving the homogeneous slope model.
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Fig 5: The unwrapped phase ( '\jf ).

Fig 6: The wrapping of the unwrapped phase ( '\jf) to
compare with the observed interferogram (e).

Fig 7: The 3D visualization of ( '\jf) made with Povray
software.

Fig 8: The modulus image of the same part of the New
Caledonia area, to compare with the above 3D visuali
zation (Fig 7).
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ABSTRACT

From an operational point of view, the interferometric
processing of repeat-pass space-borne SAR data is a
challenging task. A large amount of data has to be
handled and processed in a reasonable time frame. An
automated processing without user interaction calls for
robust and reliable algorithms, especially with respect
to phase unwrapping. The data quality of the generated
products is a-priori unknown.

On the other hand, the quality of digital elevation
models derived from SAR interferometry is improved,
when multiple interferometric data sets of sufficient
quality can be used.

Therefore, the German Aerospace Center (DLR) is
processing and archiving a large set of interferometric
products mainly over Europe, but also over regions in
Asia as well as South America and Antarctica covered
by DLR ERS ground stations. This enables the
browsing through hundreds of interferograms and the
pre-selection of products suitable for a specific appli
cation, a large scale digital elevation model (DEM) in
our case.

This paper presents the processing system and status
and describes the generated products as well as the
major algorithms they are based on.

INTRODUCTION

After many years of operational SAR data processing,
DLR is now establishing an operational system for the
processing of interferometric SAR data, mainly for the
generation of a global Digital Elevation Model from
the X-band system of the Shuttle Radar Topography
Mission (SRTM) to be flown early 2000 [I], [2]. This
system is currently used in various research interfe
rometry projects for ERS, Radarsat and J-ERS data as
well.

The massive production of interferometric data sets
requires fast and robust algorithms which have to give
reliable results independently from the region and the
current imaging conditions, still a critical and chal
lenging requirement with respect to e.g. phase unwrap
ping. Another design approach is the elimination of as
many operator interactions as possible in the automatic
production chain.

From that point of view, only the ERS-1/2 tandem
mission provides enough specific characteristics for
setting up an operational automated processing chain: 1
day repeat cycle, enormous amount of interferometric
data acquired, availability of precise orbit information.

Nevertheless, the commonly known back-striking
factors of a repeat-pass interferometer like different
atmospherics deteriorations and loss of coherence still
may restrict the quality of the derived products like a
DEM considerably.

SYSTEM DESCRIPTION, OPERATIONAL
SCENARIO AND PROCESSING STATUS

System Overview

Interferometric data set

GE MOS

DEM products

Figure 1: System overview

The following DLR developed processing systems
contribute to the overall processing chain:

BSAR a phase-preserving high-precision multi-sensor
chirp scaling SAR processor used to generate single
look complex data sets [3]

GENESIS a flexible multi-sensor InSAR processor
used to generate an interferometric data set consisting
essentially of the two under-lying amplitude images,
the raw interferogram, the unwrapped phase, a regions
control mask and a coherence map [4]
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GEMOS a geocoding and mosaicking system for the
conversion of the unwrapped phase information into
height information, for the geocoding into various map
projections, for the mosaicking of individual scenes
into large area DEMs (including the composition of
DEM data from a stack of products of the same area)
and for the derivation of geocoded coherence maps [5]
[6]

Both, BSAR and GENESIS are modular software sys
tems allowing the extension to new sensor configura
tions essentially by plugging in sensor-specific new
input modules. Their multi-threaded scalable archi
tecture guarantees a high throughput on a multi-CPU
hardware system, while the same software system can
still be used on smaller workstations.

The Data Management System DMS, which maintains
a catalogue of all available ERS raw data at the Ger
man PAF (D-PAF), and the Intelligent Satellite Infor
mation System ISIS together with the robot archive,
which hold the catalogue and the physical archive of
the generated interferometric data sets, complement the
overall system architecture.

Operational Scenario
BSAR and GENESIS systematically process all avai
lable tandem acquisitions over a pre-selected geo
graphical region. The operator choses two correspond
ing ones from the complete tandem acquisition listing
in the order tool, retrieves the corresponding DLTs
from the raw data archive, feeds a DLT stacker with
them and starts the BSARJGENESIS processing. The
acquisitions are automatically split into the ESA de
fined ERS frames (100 km by 100 km) and processed
into an interferometric data set on this frame by frame
basis. Since the setup (provision with the appropriate
orbit file as well as the time correlation and scene de
scription parameters) and the final catalogueing and
archiving step is done automatically, the processing of
the two tandem acquisitions runs fully autonomously
without any operator interaction in between. Never
theless, the production run can be stopped any time in
between and processing can be resumed at that point,
even inside a specific processing system. The gener
ated interferometric product data sets are archived and
catalogued. Browse images and annotation parameters
of all product components are available on-line and
thus are not only the basis for the selection of suitable
candidates for further processing through the GEMOS
system, but also providing valuable selection criteria
for specific interferometric user applications. See the
HfML page printout below for an example. Frames
1017 through 855 from the orbits El 40054 and E2
20381 cover a region from the North Sea down to the
Mediterranean Sea crossing the Rhine Valley, the
Swiss Alps, the Po River Valley and the Appennines.

BSARIGl!NESISTandem Prozessor

Figure 2: HfML Page with browse images

System Throughput and Processing Status
The generation of the raw interferogram of a frame
starting from the two raw data sets on DLT takes about
one hour on a system with 12 CPUs and 250 MHz



clock rate. The phase unwrapping step may be done in
about 30 minutes, but can also take several hours for
difficult scenes

The GEMOS processing of one frames takes about 1.5
hours when done in automatic mode with no user inter
action, but can also require several hours up to a day of
work for difficult scenes, for which an expert operator
has to influence manually certain processing steps (e.g.
interactive measurement of tie points, repetition of
phase unwrapping step).

At time, over 700 interferometric data sets of about 60
tandem orbits are already archived and catalogued. The
following figure shows their coverage over Europe.

Figure 3: Current product coverage map over europe

PRODUCTS AND ALGORITHMS

Due to the modular processing concept, a range of
products is generated on the way from the raw data to
the final DEM. Some of the products are stored perma
nently in order to

a) operationally decouple systems that run autono
mously from systems that need operator interac
tions

b) generate a database of interferograms for further
studies and applications (see also [7])

Other intermediate products are temporary and no more
available after completion of the routine processing.
This is especially true for the BSAR generated com
plex images which resemble very much the standard
ESA SLCI products. They are represented in the natu-
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ral radar time coordinate system and sampled at the
PRF (typically 1680 Hz) in azimuth and at 18.96 MHz
in range. Actually BSAR proved its interferometric
quality in numerous cross comparisons against those
SLCis. Since it takes less then 10
minutes to generate one complex BSAR product, there
is no need for a long-term archival.

Interferometric Data Set
All generated products are represented in a simple
format. The signal data are stored in an appropriate
binary format with a modified 32 byte SUN rasterfile
header. Annotation and processing parameters are
stored in so-called parameter pools, a structured key
word based ASCII format that is easily human read
able.

The lnSAR processor GENESIS produces a sandwich
of coregistered layers from two input SLCis. See Ta
ble 1 for the structure of such a sandwich.

In order to achieve an almost quadratic ground pixel
spacing and a significant phase noise reduction, a pixel
averaging process (5 to 1) is applied during the inter
ferogram generation. The geometry, however is left in
the radar azimuth I range time coordinate system
throughout this processing phase.

Before the interferogram generation, both SLCis are
filtered to eliminate coherence loss due to baseline
induced spectral shift and Doppler centroid differences
between both acquisitions. The amplitude images how
ever, are generated from unfiltered data to avoid influ
ences of filtering on image calibration. As of today,
radiometric antenna correction is not applied.

After coregistration of the two complex images to an
accuracy of ca. l/IOlh of a pixel, the complex interfero
gram is formed. To allow for possible follow-oo offline
interferometric experiments or investigations, we store
the complex interferogram permanently.

From the complex interferogram we derive the filtered
phase using an adaptive filter proposed by [8]. This
filter is tuned to reduce the phase noise in flat areas
considerably on one band, but to retain terrain details
in alpine regions on the other hand.

The unwrapped phase is derived from the filtered phase
using a minimum cost flow (MCF) algorithm [9], [10].
After unwrapping, the precise location of every branch
cut can be inspected in the MCF control image. Unlike
other algorithms, the MCF method unwraps noisy areas
even if the result is questionable. For quality assess
ment, we therefore generate an additional segmented
region mask to identify regions that are most probable
consistently unwrapped.

A flattened version of the unwrapped phase is used to
calculate the terrain slope corrected coherence image.
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By doing this, and using about 100 looks, we reduce
the systematic estimation bias and can measure coher
ence down to 0.1 even in hilly areas.

Finally, for quality control we generate a digital map of
the covered area. Using this map the operator or inves
tigator can easily match features on the map with am
plitude, phase or coherence image.

Product I data format Typical size
rsamolesl

Amplitudes SRF 16 bit 4900 x 5400

Complex raw SRF, complex 4900 x 5400
interferoaram IEEE float

Filtered SRF, IEEE I 4900 x 5400
Phase

Unwrapped SRF, IEEE I 4900 x 5400
Phase float

MCF Control SRF 8 bit 4900 x 5400

Region Mask SRF, 8 bit int 4900 x 5400

Coherence SRF 8 bit 4900 x 5400

Orientation SRF, 8 bit 300 x 300
mao

Parameters "Parameter 80 kB
Poor. ASCII

Table 1: Components of an interferometric data sand
wich

Digital Elevation Model
GEMOS transforms the interferometric sandwich from
the radar time coordinate system into a user selectable
map coordinate system and resamples the unwrapped
phase into a digital elevation model. Typically we use
WGS84 as the vertical and horizontal datum, but other
user supplied reference systems are possible as well.

Furthermore, a height error map is generated out of the
coherence map together with geometrical confidence
parameters.

Existing ERS DEM products can be ordered from
DLR/DFD.

Product Data format I Tvoical Data Size

DEM DTED format, 16 bit 1001 x 901

115'x 15 ·tile)

901 x 901Heiaht Error Mao I DTED format. 8 bit

Table 2: DEM products

SOME ANALYSIS RESULTS

Just by analyzing the processing parameters only of
660 interferograms located mainly over Europe, we can
now derive deeper insight into quantitative properties
of ERS tandem interferometry. Here are some recent
examples:

Coherence Distribution of ERS lnterferograms
For each interferogram we store the average coherence
over the whole scene, which may serve as a quantita
tive quality indicator without inspecting the coherence
image itself. Figure 4 shows the distribution of all our
processed interferograms. We can see the lower limit
of our coherence estimator (0.1) and that 29 scenes had
a high average coherence between 0.8 and 0.9. The
maximum average coherence value observed is 0.89.

ao
70
60

! 50
ii 40

"1J . d.l.UI 1111111111 ·
'>:><$' '>:>'°:-,,, I I I I I I I I I I I i 1

Average Coherence In one lnterferogram

Figure 4: Distribution of average coherence from 660
interferograms mostly over Europe

ERS Orbit and TimingAccuracies
ERS precise orbit products are used to coarsely
coregister the two SLC images at scence center coordi
nates on a geometrical basis followed by a fine regis
tration done with image correlation methods. By sub
traction the corresponding shift vectors, we obtain the
total error with contributions from the image correla
tion itself, from the both precise orbits and the timing
of the two radar instruments. Since we have two in
struments and two orbit measurements all the errors
should be decorrelated apart from a negligible influ
ence of the common earth gravity model used to model
the orbits. Figure 5 shows the distribution of the error
derived from 100 high coherent interferograms. We
can see, that the azimuth localization error is less than
1 pixel or 4 meters. In range we observe a systematic
shift of 0.35 pixels or 2.8 meters between ERS-1 and
ERS-2, which is most probably due to a different elec
tronic delay of both instruments. The total error in the
range localization is less than 0.2 pixels or 1.6 meters.
The results confirm the excellent stability of the ERS
instrument and the precision of the ERS/D-PAF pro
vided precise orbit products, specified in the order of
tens of centimeters. We believe, that the observed
range error is essentially caused by the coregistration



method and the azimuth error by the uncertainty of the
time correlation elements between orbit and radar data
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Figure 5: difference between geometric and correlation
coregistration of ERS SLCis

EXPERIENCES WITH DEM GENERATIONS

More than 20 samples out the 700 archived inter
ferometric data sets and some more using standard
SLCI products as input have been recently processed
into DEMs, mostly from regions promising spectacular
results and coming from our ERS ground stations in
Neustrelitz, Antarctica. Kitab and Libreville. For these
sample DEMs, which are partly generated automati
cally, partly with human interaction, the best results are
mainly obtained with baselines between 80 and 120
meters. The following table gives the RMS accuracy
with respect to GLOBE as the reference DEM.

Number of DEMs RMS error with respect to GLOBE

1 <20m

1 20m-30m

6 30m-50m

8 50m-150m

4 100m-500m

3 >500

Table 3: RMS error classes of generated DEMs

Furthermore, much effort is spent to generate a high
quality, large DEM mosaic (see image on last page)
covering the area of Bavaria. 28 under-lying complex
products (see next figure), mainly processed by the
BSAR/GENESIS tandem processor, partly generated
by the ESA/D-PAF operational SAR processor VMP,
are used.

The obtained height accuracy lies between 15 and 25
meters for regions showing a medium relief and be
tween 25 and 50 meters for high relief areas. The aver
age location accuracy is about 20m. The area covered
is 150000km2 with a pixel spacing of 25 m.
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Layers
g

Figure 6: Product layer for Bavaria DEM

CONCLUSIONS

Even if a full automatic generation of DEMs from ERS
interferometry data is not achievable due to system and
algorithms related reasons, we automated considerable
parts of the overall processing chain. The archived
interferometric data sets are a valuable basis not only
for the DEM candidates selection, but also for other
follow-on interferometry investigations.
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Abstract

After the 17/08/99 earthquake in Turkey, ESA and
CNES decided to coordinate their efforts for the
emergency study of the earthquake effects based on
satellite observations (ERS, SPOT). In particular, a set
of archived ERS acquisitions over the interested sites
was promptly provided by ESA, a series of tandem
acquisitions were programmed (ERS-1 was switched on
over Turkey) and the acquired post-event images were
also made available. This allows not only for the study
of the first seismic effects, but also for the evaluation
and monitoring of the post-seismic deformations. For
the particular case of the ERS-1 and ERS-2 orbits 30
and 31 days after the first earthquake, the orbit control
strategy could exceptionally take into account InSAR
requirements, obtaining minimal orbital baselines
between co-seismic interferometric acquisitions over the
site of interest.
This paper will present part of the interferometric results
obtained at CNES and ESA, using the best available
dataset. Several interferograms are compared in order
to take into account possible residual topographic
effects, and analyse the effect of orbital errors or
possible atmospheric artifacts. Further analyses based
on different techniques are still ongoing at CNES, such
as correlation of optical data and radar multitemporal
analysis.

1. Introduction

In the last decade the Radar Department of CNES has
contributed to several studies for disaster monitoring,
including cartography of earthquake and volcano
deformations, measurement of ground subsidences and
monitoring of natural or industrial risks based on the
CNES differential interferometry tool (DIAPASON)
using spacebome SAR data. SAR differential
interferometry allows for the determination of ground
displacements with a centimeter level accuracy. The
feasibility of deformation mapping based on radar
interferometric techniques was well demonstrated at
CNES in the case of several earthquakes, including
Landers (see for example[l], [2], [3], [4], [5], [6]) and
Etna eruptions [7] or, more recently, for the Piton de la
Foumaise (La Reunion Island) eruption [8].

On 22nd July at the United Nations UNISPACE III
conference in Vienna, ESA and CNES pledged to pool
their satellite-based resources and provide timely,
pertinent information on parts of the Earth struck by
natural or man-made disasters. Less than a month after,
on 17 August 1999, a strong earthquake (magnitude of
7.8) shook northwestern Turkey. ESA decided then to
initiate an ERS1-ERS2 campaign over Izmit area while
CNES started a collection and analysis of multisource
(radar/optical) data over the same area.
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Radar and optical satellites provide images for Turkey
disaster relief operations, with different timescale and
space resolutions. Images of the earthquake-struck
regions of Turkey are being provided by European
observation satellites: ESA's ERS satellites and SPOT
satellites of the French national space agency CNES.
SPOT 4 yielded detailed pictures of the lzmit and
Istanbul areas for 9th July and 20th August, while a
large dataset of ERS acquisitions on the area was
provided by ESA. Several cloud-free acquisitions
acquired by VEGETATION (a large field-of-view
optical instrument on the SPOT4 platform providing
daily revisit at our latitudes) were also available,
including an acquisition taken a few hours after the
earthquake.

2. Overview of the region:
the North Anatolian fault

The North Anatolian Fault splays westward into two
main branches, 100 km apart. The Northern branch
bounds the southern side of the Gulf of Izmit, outlines
the Marmara pull apart basin, cuts the Dardanelles
structure, and marks the southern side of the Saros Gulf.
The Izmit earthquake occurred on that branch, east of
Marmara Sea.

Geological studies over a longer time period
(holocene) indicate a slip rate of 2.5 cm/year on the
North Anatolian Fault (Hubert, 1998). The Izmit
earthquake broke a 110 km long section of the North
Anatolian fault (Armijo et al., more details on the web:
http://www.ipgp.jussieu.fr/depts/TECTO./IzmitWEB/Iz
mitUK.html)

Fig 1: Localization of the local seismic network
(Turkey)
3. First interferometric result

The first co-seismic interferogram over the Golciik area
could be generated after the ERS-1 acquisition of the
zs" August 1999. This interferogram was computed at
CNES using this ERS-1 acquisition (25thAugust, orbit
42408) and the ERS-2 image acquired on 24 December

1998 (orbit:19228) on an ascending track 336 (Fig.2).
This first interferogram was available at the beginning
of September. In spite of a baseline favourable to
differential interferometry (about 40 m) a poor
coherence was obtained because of the 8 month interval.

Fig. 2: Extract of the first CNES interferometric result
(ERS-2 24112198 - ERS-1 25108199). It showed poor
coherence, limited to the zone northern of Derince.

The next acquisition over the track 336 (261hAug.) had
a long baseline with the pre-event acquisitions, resulting
in a too large frequency shift in range and in a limited
coherency. Following acquisitions (lOth;11thSept., track
64) had also long baseline with the corresponding pre
earthquake images.
4. Orbit control

On factor limiting the accuracy of the interferometric
results depends on the separation of the two orbits at the
acquisition time: the smaller the separation, the lower
the sensitivity to topography and to DEM residual
errors. Fig.3 shows the perpendicular baseline between
the two ERS-2 orbits computed over the subsatellite
point of coordinates 26.54 E (longitude), 40.63 N
(latitude). The orbital baseline relative to Izmit was
about 18 m, corresponding to 566 m altitude of
ambiguity.
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Figure 3: Perpendicular baseline computed by
ESAIESOC between two ERS-2 orbits (22556 and
23057) which allowed high quality interferogram on
the Izmit area.



Without adapting the orbital manoeuvre strategy the
baseline would have been 40 times larger (800 m) and
the high quality interferogram shown on Fig.4 would
not have been possible, because of reduced coherency.
These computations allowed ESA to pilot ERS orbits in
order to optnmze differential interferometry
performances, without disturbing other users, for the
particular case of the ERS-2 23057 orbit (with ERS-2
22556 as a reference orbit). The main orbit maintenance
manoeuvre (that would have been needed anyway) was
slightly anticipated to September 141h, 1999 with one
burn at 3:47 Zand one burn at 4:37 Z. This was a few
days earlier than it would have been the case without the
"Izmit project" and this time was selected to have a
minimal baseline at Izmit. A small "touch-up"
manoeuvre had to be executed on September 151h, 1999
at 0:51 Z to compensate for the manoeuvre dispersion
and two small "touch-up" manoeuvres had to be
executed 99/09/16 at 0:51 Zand 23:20 Z to compensate
for the unexpected low air-drag (relative to the available
air-drag model). If the main orbit maintenance
manoeuvre would have been executed 2 days later the
Izmit baseline would have been in the order of 700 -
800 m. The orbit control strategy and precise orbit
determination were performed at ESA/ESOC,
Darmstadt. More details on ERS orbital control at
ESOC are available on the web page:
http://nng.esoc.esa.de

5. Best interferometric result

The pair ERS-2 23057-ERS-2 22556, with a 35-days
interval, descending track, with a dedicated orbital
control strategy allowed for an excellent altitude of
ambiguity and a good interferometric coherence. Radar
synthesis and interferometric processing were
performed by the Radar System Department of CNES,
using the Diapason software. ESA restituted orbits were
used, and the results were validated using three different
DEM with a 100 m grid (the re-sampled GTOP030, a
commercial DEM derived from digitized maps, a
tandem interferometric DEM that was kindly made
available by the university of Oxford). The large
altitude of ambiguity and the almost identical results in
the three cases guarantee that the interferogram did not
contain residual topographical effects.

Fig.4 shows ground deformation due to the 17 August
1999 earthquake in the region of Izmit, Turkey. This
representation is obtained by super-imposing an ERS
radar image (Fig.5) to the image of the measured
deformations (Fig.6).
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Fig.4 : superimposition of the amplitude image and
the phase interferogram (ERS-2 13108199 - ERS-2
17109199)

Each colour cycle corresponds to a 28-mm change in
distance between the ground and the satellite. A
geophysical deformation model is described in par.7.

Radar image analysis provides an intensity measure as
well as a phase information (radar wave travel time) at
each point. Phase is directly related to the distance
between · the observed target and the radar. By
computing phase differences between two satellite
acquisitions, it is possible to measure ground
displacement during the time interval elapsed between
acquisitions, with a centimeter-level accuracy.

Fig.5: Mean Amplitude Image (ERS-2 13108199-
ERS-2 17109199)
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Fig.6: Phase Interferogram (ERS-2 13108199- ERS-2
17109199)

The first satellite image for this pair was acquired by the
ESA satellite ERS-2 over Izmit on 13/08/99, four days
before the earthquake, from an altitude of 800 km. The
second image was programmed and acquired on
17/09/99, one month after the earthquake. This
interferogram was compared to the ERS-1 12/08/99-
ERS- l 16/09/99 interferogram (respectively in tandem
configuration with the two ERS-2 acquisitions used
previously). This ERS-1 interferogram was slightly less
coherent than the ERS-2 interferogram shown in Fig. 4,
but it allowed to validate this result and to ensure that
the observed fringes were free of atmospheric effects.

6. Impact of precise orbits

ERS predicted orbits are first estimated at ESOC 6 days
before the pass, then 3 days before and finally 1 day
before. The accuracy of predicted orbits depends on
solar activity, which was very high in '91 and will reach
its maximum in 2001. Accuracy in orbit estimation 6
days before the orbital pass can then vary from about
100 m (like in August '96) to 2 km (in a period of high
solar activity, like Feb'99). Predicted orbits are used to
adjust the orbit control maneeuvres.

The interferogram shown in par.5 was first obtained
using the restitued orbits computed by ESOC. These
orbits are available et ESOC 1-2 days after the satellite
pass. They are estimated to be 1-2 meters rms accurate
in cross-track, 2-4 meters rms in along-track about 50
cm rms in the radial component.

ERS precise orbits are estimated at ESOC 7-10 days
after the orbit pass and are the result of a least square
estimation based on Laser and Radar altimeter data
collected over 4 days and including accurate orbital and
perturbation models. The accuracy of precise orbit
estimation is of the order of 20-30 cm rms (along-track,
cross-track components), 10 cm rms (radial component).

Their accuracy is similar to that of precise orbits
computed by Delft or by DLR.

The interferogram shown in Fig.4 was recomputed
using these precise orbits, and the difference with
respect to the previous interferogram is shown in Fig.7.

Fig. 7: Residual orbital fringes on the ERS-2 I 3108199
- ERS-2 17109199interferogram when passing from
restituted toprecise orbits

Fig.7 shows that the impact of precise orbits versus
restituted orbits is minor for the case of the ERS-2
13/08/99 - ERS-2 17/09/99 interferogram (a few fringes
in range, in a case where several tens of displacement
fringes in azimuth are observed). The availability of
precise orbits may neverthless be important for different
cases. More details about ERS orbit determination at
ESOC are available on the web page
http://nng.esoc.esa.de

7. Geophysical model and orbital
cleaning

The geometry of the fault rupture and the measured
deformations allow the geophysicists to build a
theoretical model of the fringe pattern of the seism.
Some examples were shown in [9],[10]. One of these
geophysical models for Izmit was produced by K.Feigl,
OMP/CNRS (Fig.8)



Fig.8: A theoretical model simulating the fringe
pattern produced

This model is estimated by nonlinear inversion of the
manually unwrapped fringes. It was also assumed that
the absolute fringe counts on the north and south sides
are offset according to the profile of Fig.9. This model
assumes 4.3 meters of right-lateral slip on a fault 78 km
long and 15 km wide which cuts the surface vertically
and strikes at an azimuth of 85 degrees. This is
equivalent to magnitude 7.48. The calculation assumes
the conventional dislocation in an elastic half space.

Profile
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Fig.9: Profile of the computed model simulating the
fringe pattern.

Profile extending from south to north through the
maximum number of fringes. To perform the orbital
correction, we assumed that the fringe gradient must be
symmetric about the fault, located at the origin of this
profile (0 km). This assumption is justified by the elastic
half space calculation (solid line). We adjust the fringe
pattern accordingly by adding a north-south gradient
(number of fringes per km), or 10 fringes over the
length of the image. The necessity for this assumption
would be alleviated by either a longer data acquision or
more precise orbits.

The geophysical interpretation of the observed fringes
is that a vertical, east-west trending fault ruptured in
with right-lateral strike slip of over 4 meters. Assuming
purely horizontal, east-west motion, we find that one
fringe of range change implies 66 mm of displacement.
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This displacement is eastward north of the fault (and the
bay), and westward to the south. The fringes closing
near the west edge of the peninsula suggests that the
rupture terminates near the triangular delta.

This theoretical model and the orbital cleaning will be
improved using in-situ data which are now becoming
available, longer data records (orbital fringes in
azimuth) and precise orbits (orbital fringes in range)

8. Comparison with optical data

ERS interferograms can be combined with optical data
such as SPOT multitemporal observations that provide a
useful complementary local information. Two days .after
the earthquake, Spot Image promptly reacted by
programming the SPOT satellites over the disaster area.
On the 201h of August, SPOT 4 acquired the first image
that fortunately was cloud-free.
20 images in total where acquired in 23 days by SPOT
(16 with SPOT 4). Only 8 acquisitions were exploitable
because of the meteorological conditions. Two cloud
free acquisitions of SPOT4, before and after the
earthquake, were compared and superimposed, in order
to detect variations due to earthquake effects.

Fig.10 shows a zoom of the two acquisitions, close to
the harbour of Golciik, Flooded areas due to earthquake
induced subsidence can be observed.

Fig.JO: Extracts of SPOT 4 XS acquisitions over
csuu« Top: 09107199Bottom: 20108199

Fig. 11 and 12 are obtained superimposing the
acquisition of the 9th of July (before the earthquake) to
the one of the 20th of August. This colored composition
of multitemporal acquisitions allows for the localisation
of visual changes such as fires or areas underwater.
Fig.11 shows clearly the subsidence (vertical
deformation component) on the area of Golciik : the two
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red areas along the coastline indicate changes due
probably to a bradyseism phenomenon. The large red
area in Fig.12, on the south of Derince, is due to the
smoke plume of a fired refinery.

Fig.11: Superimposition of two Spot 4 images (before
and after the earthquake) over the harbour of
Golciick)

Fig.12: Superimposition of two Spot 4 images
(09107199 and 20108199)over the south of Derince.
Red is associated to the image acquired after the
earthquake is colored in red, Green and Blue to the
pre-seismic image.

Several cloud-free acquisitions taken by
VEGETATION (a large field-of-view optical
instrument on the SPOT4 platform) were available,
including an acquisition taken a few hours after the
earthquake was also available. Though with a resolution
(1 km) not adapted to the study of the effects of the
Izmit earthquake, this instrument shows a good potential
for other applications of global monitoring or major
floods/fires, because of its daily revisit at our latitudes.

Correlation results using radar intensity images or
optical (Spot) data may also give very useful
complementary information on the fault rupture, where
interferometric fringes become too dense and coherence
decreases.

9. Conclusions and perspectives

In-situ data are now becoming available and allow for a
model validation and improvement. Together with an
utilisation of longer data records containing southern
frames, they will allow for a more precise correction of
orbital effects.

We also envisage to perform a fusion with the results
derived from optical analysis, and from radar or optical
correlation.

Radar multitemporal analyses are also planned at CNES
in order to perform a study of damaged urban areas.

This work is an example of a successful collaboration
between several space agencies and research centers,
sharing available data, human resources, expertise and
processing resources in order to promptly put at the
disposal of the scientific community the results of space
observations for the monitoring of natural disasters.
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ABSTRACT

Spot Image is about to release a new standard ERS value
added Coherence product. This product provides two
images packaged together with the original ERS tandem
pairs and full digital documentation. The two Coherence
images (called CAR and CFA) are resulting from a
specialised processing of the ERS tandem images. This
product will be published using the new coming
Dimap/XML metadata standard that will provide both
great ease of use of the products and a formalized
framework for publishing technical auxiliary data about
the images.

KEYWORDS

ERS, Tandem pair, Coherence, metadata, Dimap, XML,
browsing, catalog, geocoding, interferometric processing,
Geotiff

GLOSSARY

ERS European Remote Sensing satellites (ERS-1 &
ERS-2) of the European Space Agency

TANDEM Configuration ofERS-1 & ERS-2 with a one day
time difference between acquisitions

XML eXtended Mark-up Language. The upcoming
Internet standard.

XSL An XML Style sheet language used to display
XML data in a browser.

Dimap Digital Image MAP metadata standard. Designed
to fully describe, in a standard framework, any
digital image map.

GeoTiff Extension to Tiff that allows automatic
geopositionning of images in GIS software

GCP Ground Control Point. A location on the earth
surface where ground co-ordinates are know at a
high level of precision and which, when observed
in an image, allows to build precise geometric
models.
European Petroleum Survey Group. A group of
cartographers that published a reference set of
tables describing world wide earth co-ordinate
systems

EPSG

Table l :Glossary

INTRODUCTION

Spot Image has been working on format and data
deliveries issues for many years. It is currently using two
formats for its products: CEOS and GIS-Geospot®. The
first one is mainly used for raw scenes deliveries whereas
the latter is used for all the value added products image
maps (SPOTView®).

Documenting both the contents of a delivery and its
accompanying technical metadata has been a long term
objective for Spot Image.

The work presented here provides information concerning
the future metadata generation called Dimap. This format
is about to be used for all image map products as well as
raw satellite scenes when Spots will be launched (end of
2001).

The main goals of the format developments are:

• Data cataloguing and browsing (use ofXML/XSL)
• Direct use format (load and go).
• Use of metadata concepts, specially tailored to

imagery (data sources, specific processes, legend,
• Use of already existing standards for binary data

storage
• Sensor and application independence
• Any geographic area coverage (including mosaicked

images handling)
• Multiple data layers (raster, vector, DEM... )
• Humanly readable metadata
• 'e-commerce' compatibility

Dimap is an open metadata standard co-developed by
SCC-Satellitbild and Spot Image.

DIMAP FEATURES

Dimap is a collection of hierarchical metadata designed to
hold contents and technical information about digital
image maps. Its main features are :

• XML and ASCII implementation provided
• Object oriented design
• Use of ISO rules when applicable for value
• Use of already existing standards for geodesy

(EPSG/GeoTIFF)
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• Metadata based on hierarchical keyword/value pairs.
Digital packaging allowing multiple products,
multiple layers, composite GIS data transfer.

•

AN EXAMPLE : THE COHERENCE PRODUCT

Spot Image has performed the analysis of user
requirements for geographical information over the broad
range of applications that a data provider has to face.

Based on the combination of Synthetic Aperture Radar
(SAR) amplitude and interferometric correlation, or
'coherence', multi-band imagery can be generated that has
a high potential as a complement to optical imagery. In
the case of ERS SAR TANDEM data, multi-band
amplitude/coherence imagery prove to be an effective
solution as a complement to SPOT data products for a
variety of land applications.

Figure 1b - Multispectral SPOT XS extract

As a result of the development led by Spot Image in
partnership with Gamma Remote Sensing (Bern) and the

European Space Agency, an in-house product is being
released that is called the Spot Image Coherence Product.

The product is defined as the combination of amplitude
and coherence using ERS SAR TANDEM data in the
form of a series of four raster files encapsulated in
DIMAP using the XML implementation.

The product is generated from SAR data in complex form
using interferometric processing to exploit amplitude and
phase information ; it may displayed as a RGB color
composite in two forms :

i) the CAR form (see Figure la): coherence (Red),
average amplitude of TANDEM pair, amplitude
changes over one day - the TANDEM
acquisition time difference (Blue) or

ii) the CFA form : coherence (Red), despeckled
amplitude of first - ERS-1 - acquisition (Green),
despeckled amplitude of second - ERS-2 -
acquisition (Blue).

Figure le - Thematic map derived from Spot Image
(Dark green : forest, Blue: water, Yellow & Red : urban

The Coherence Product is focussed on the exploitation of
existing archives as ERS TANDEM programming is not
being considered - apart from dedicated campaigns
organised by the Agency.

Besides this limitation, the product offers unique
capabilities as it allows the exploitation of radar imagery
for image interpretation purposes whereas traditional
radar data are hardly equivalent to optical data in terms of
information content and radiometric aspect (see Figures 2
& 3).

The use of the Coherence Product in several application
projects has been experienced successfully in a multi
sensor optical/radar approach.



The application of mapping and monitoring methods
using such data has been evaluated by Spot Image and its
partners. This has been analysed in depth in equatorial
and tropical regions with high cloud coverage in the
frame work of studies and through operational projects -
a clear demonstration of the benefit of such a
development.

FUNDAMENTALS

Dimap is more a metadata standard rather than a data
exchange format. Dimap may exist in several different
forms called implementations. The very first
implementation is a straightforward Ascii file structure.
The recommended implementation is based on XML (the
future Internet HTML). This implementation allows direct
metadata browsing through standard XML enabled web
browsers (such as Internet Explorer 5 by Microsoft). In
addition, XML supports a fully structured document
model which is very convenient for implementing the
Group/Keyword structure of Dimap. Other object
implementations will be proposed in the future:
JavaBeans, OCX, Corba, etc...

The publication of the standard Dimap metadata is based
on keywords. Keywords are fully documented, they are
typed and value range checks can be performed. The
keywords are themselves grouped semantically in Groups.
The Groups can be composed of keywords and/or other
sub-groups. The final level of structuration is called
Containers, they provide a practical and standard way of
using Dimap in the real life.

METADATA& ENCAPSULATION

As stated above, Dimap is using metadata to describe the
content of any geographic information data product. It
proposes a set of well-defined keywords to provide the
metadata.

Dimap allows the description of multiple layers of
information of different types. For instance, it can give
information about a volume, the products included in this
volume, raster and vector paths to the real data attached to
a product. And for each data product, it is possible to
provide information on producing, framing,
georeferencing and geopositioning, image content, quality
assessment, image or vector sources.

The general mechanism used in Dimap is called
encapsulation. It allows to define and handle complex
data exchanges with any level of data nesting
(hierarchical structuration).

In practice, a Dimap dataset can be composed of other
datasets called Components. These Components can
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themeselves be described as Dimap datasets or through
some other external formats such as DTMs or vectors.

Dimap makes use of existing data standard or de facto
standards wherever possible (direct use of GeoTiff,
DTEDs, DXF, MIF/MID, SHP, DGN, ... )

Ji;-~
Encapsulated

Dimap Document
(metadata)

Eocapsulated Data
(vector, database ... )

Figure 2 - Typical Dimap data file structure

HETEROGENEOUS LAYERS

Dimap has been designed to handle heterogeneous
datasets. Following the experience of Spot Image and
SSC-Satellitbild, it appeared very early that the users
often needed a ready-to-use collections of data. Such
collections of data were forming digital maps composed
of different layers, possibly of heterogeneous types.
Therefore, it is possible to encapsulate any digital data
into a Dimap product (see Digital packaging below).
Consequently, the format is open to a broad variety of
products, which can be tightened to some very specific
needs, while using industry standards for the data storage
itself.

For instance, it is possible to publish a product containing
several layers of satellite images (different dates of
acquisition, different sensors, etc... ), other raster layers
(landclass images, scanned maps, etc ... ), DEMs, vector
layers (landcover maps, etc... ), database exports... It is
up to the data provider to guarantee the cross-consistency
of the layers. For this reason, Dimap provides advanced
structuring facilities.

RASTER LAYERS DESCRIPTION

The designers of Dimap have put significant efforts on
raster datasets. Therefore one will find many keywords
dedicated to this sort of layers. From the data providers
standpoint, an image is more than a simple raster file. An
image is composed of a raster file plus a series of
metadata providing information about the meaning of this
raster file.
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Multiple raster formats can be used along with Dimap, but
it is highly recommended to use GeoTiff or BIL since
most GIS or image processing software already
implements these two formats. As well, Dimap provides a
mechanism for describing multi-resolution images with a
super-tiling support for very large images-; this topic will
be covered in the Dimap reference documentation.

IMAGE METADATA

The digital images provided in a Dimap delivery can
result from complex image processing (image
mosaicking, radiometric enhancements, geometric
transformations, and thematic classifications ... ).

Therefore, it is essential for a user to be able to retrieve
the processing history of an image in order for him to
understand what he/she is looking at.

For instance, one can find the full listing and description
of all the satellite scenes that have been used to generate
the final image (including dates of acquisition, satellite
identification, instrument(s) configuration, spectral mode,
comer coordinates of original scenes ... ). Image metadata
include:

raster binary encoding scheme description
georeferencing
geopositioning
raster layer thematic description
colour coding and legend information if the raster
layer is a pseudo-color file (landclass type products)
load & go display parameters (eg brightness I
contrast)
information about the geometric and radiometric
processing

• image sources

•
•
•
•
•

•

•

The following is an example of image metadata related to
the Coherence Product:

<Data Processing>
<GEOMETRIC PROCESSING>2A</GEOMETRIC PROCESSING>
<RADIOMETRIC_PROCESSING>CAR specific
interferometric
processing</RADIOMETRIC PROCESSING>

</Data_Processing> -
<Image_Interpretation>

<BAND index="l">Degree of coherence
(interferometric correlation between the two
ERS scenes).
</BAND>
<BAND index="2">Average backscatter intensity
of the ERS Tandem pair.
</BAND>
<BAND index="3">ratio (ABS(l0*logl0(i2/il))
</BAND>

</Image_Interpretation>
<Dataset Use>

<DATASET CONTENT>Multiband Radar
Imagery<lDATASET_CONTENT>

<DATASET_COMMENTS>High value-added ERS-SAR
based image product.</DATASET_COMMENTS>

</Dataset_Use>

DATASET SOURCES

Dimap provides a series of standard keywords in order to
describe the data sources. We believe that this piece of
information is essential to the end-user for a good
understanding of what he/she is looking at.

An image map is often resulting from the combination of
several image acquisitions. Moreover external sources of
information are also involved in interim processes.
Therefore, the data sources information are repeatable,
and thus allow to describe multiple sources. Each data
·sourceis composed of the following information:

• Dataset source identification and short description
• Dataset source comers (in order to spatially track the

origin of the data)
• Dataset scene detailed information (mainly for

satellite image data sources)

The above scheme allows the publication of data sources
of many different types such as : satellite scenes, Ground
Control Points, triangulation, paper maps, DTMs,...

Example:

<Dataset Sources>
<N_SOURCES>2</N_SOURCES>
<Source Information index="l">

<SOURCE ID>ERS2/19146/3609/1998-12-
18</SOURCE ID>
<SOURCE_TYPE>SAR Radar image</SOURCE_TYPE>
<SOURCE DESCRIPTION>Reference ERS
scene</SOURCE DESCRIPTION>
<Source Corners>

</Source Corners>
<Scene_Source>

<IMAGING DATE>l998-12-18</IMAGING DATE>
<MISSION>ERS 2</MISSION> -
<INSTRUMENT>AMI SAR</INSTRUMENT>
<SCENE_PROC_LEVEL>ERS SAR
RAW</SCENE_PROC_LEVEL>
<SCENE RECT ELEV
unit="M">O<lSCENE_RECT_ELEV>
<INCIDENCE ANGLE
DEG="">23.3193</INCIDENCE ANGLE>
<GRID_REFERENCE>19146/3609</GRID_REFERE
NCE>
<THEORETICAL RESOLUTION
unit="M">25.0</THEORETICAL RESOLUTION>

</Scene Source> -
</Source Information>
<Source Information index="2">

<SOURCE ID>ERSl/38819/3609/1998-12-
17</SOURCE ID>
<SOURCE TYPE>SAR Radar image</SOURCE TYPE>
<SOURCE-DESCRIPTION>Secondary ERS -
scene</SOURCE_DESCRIPTION>
<Source Corners>

</Source Corners>
<Scene Source>



<IMAGING DATE>l998-12-17</IMAGING DATE>
<MISSION>ERS l</MISSION> -
<INSTRUMENT>AMI SAR</INSTRUMENT>
<SCENE PROC LEVEL>ERS SAR
RAW</SCENE_PROC_LEVEL>
<SCENE RECT ELEV
unit="M">O<fSCENE_RECT_ELEV>
<INCIDENCE ANGLE
unit="DEG">23.3276</INCIDENCE ANGLE>
<GRID_REFERENCE>38819/3609</GRID_REFERE
NCE>
<THEORETICAL RES
unit="M">25.0</THEORETICAL_RES>

</Scene Source>
</Source Information>

</Dataset sources>

QUALITY ASSESSMENT

Currently there is no well identified and standard
procedure to measure the geometric - and radiometric -
precision or accuracy of an image. These subjects are
under deep discussions among international
standardization groups. An abstract set of keywords is
being defined than can be used to describe quality
assessment parameters that are yet to be defined.

<Quality_Assesment>
<QUALITY TABLES>SPOT IMAGE
1.0</QUALITY TABLES>
<N_QUALITY_PARAMETERS>l</N_QUALITY_PARAMETERS
>
<Quality_Parameter>

<QUALITY PARAMETER DESC>Perpendicular base
line of the ERS Tandem
pair</QUALITY PARAMETER DESC>
<QUALITY PARAMETER VALUE unit="M">-
317.9</QUALITY PARAMETER VALUE>

</Quality Parameter> -
</Quality_Assesment>

Note that some raster sources information give indications
about the currentness of the data, a topic that is often
associated to precision and quality issues. Completness by
itslef is not handled directly within Dimap.

However, an indication of the validity area may be given
through the Dataset_frame support (exact dataset
boundaries). In most situations this issue is relevant for
very large data sets. Moreover, a specific mask layer may
provide this information.

OBJECT ORIENTED DESIGN

Dimap has a structured and modular design. Dimap is
compliant with Object Oriented design style. The design
has been made using the OMT method.

Following the OMT design method, a subtle distinction
has been made between the metadata definition the use of
it within a product. This means that many flavors of
Dimap may exist whereas a single metadata standard does
exist. Essentially, when a product is published using
Dimap metadata:

675

• a keyword becomes a property because a value has
been assigned to it

• a group becomes a body part because it is made of
individual valued properties

• a container becomes a Document because it is
composed of valued body parts

Further more, a toolbox, written in Java, has been
developped to manipulate Dimap compliant products. The
toolbox as well, is designed in an Object Oriented
fashion. Therefore, encapsulation components of this
toolbox with persistent Dimap datasets could easily lead
to truly Object Oriented data exchanges as soon as GIS
industry will support them.

GEOCODING

All the products compliant with Dimap should be
geocoded. This means that any geographic information
belonging to a Dimap product should be published using a
well-defined coordinate system and a set of localization
parameters within this coordinate system for inserting the
data.

Geocoding, for Dimap users, is about providing a way to
georeference and geoposition a dataset. These subjects are
covered in details in the following paragraphs.

Dimap recommends to use standard tables for
identification of carto-geodetic parameters such as EPSG
(also used by GeoTift).

GEOREFERENCING

Georeferencing allows to deliver precise description of
the earth coordinate system used to attach the image
geometry to the ground.

Cartographers have been using different coordinate
systems since hundreds years which explains why there
are so many different systems. Up to now, each GIS
software has been using its own proprietary set of tables
to describe the set of mathematical parameters used to
parameterized a given coordinate system.

Recent work provided by EPSG [ I] and reused by
GeoTiff [ 3] and OpenGIS [ 4] allowed different vendors
to share a common series of tables.

Although Dimap allows to use proprietary identification
systems, we highly recommend to use the EPSG one.
Such earth coordinate systems can be of two classes
cartographic (cartesian) and geographic (spherical).
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GEOPOSITIONING

Once the coordinate reference system (CRS) is identified,
it is necessary to establish the relationship between the
raster coordinate system (rows and columns) and the
CRS. This is what we call geopositioning.

This operation can be performed through two techniques :

• Geoposition by points
Geoposition by insertion.•

Set of points Insertion
y

1/mr• x ,-- x
CRS CRS

Figure 3 - Two geopositioning techniques

The first consist in identifying a set of points expressed in
both CRS and Raster. Then, the user software builds a
mathematical relationship between the two sets of
coordinates and interpolates between these points. This
technique is not very accurate and does not enable to
control the geometric error budget. It can be used for
approximate localization of raw imagery.

The second defines a precise insertion point for the top
left comer of the raster image in the CRS and delivers the
exact ground size along the two coordinate axes af a
pixel. This technique is very accurate but requires that the
image be rectified within the CRS (pixel axes and CRS
axes are parallel to each other).

USE OF XML TECHNOLOGY

XML is an international standard developed through the
W3C (World Wide Web Consortium). It has reached its
version l .O and is about to replace HTML in the next
coming years. XML stands for eXtended Mark-up
Language. Therefore its very nature lies in extensibility.

This feature has been used to directly transpose the
Dimap dictionary into an XML structure.

XML also provides techniques (called DTDs: Document
Type Declaration) that allow the parsers to check the
structure of the document against a template.

An upcoming technique, not yet standardised, is currently
being defined: XML-Schema. This will permit both

structural and syntax checks. In a very near future, the
XML parsers will have the possibility to validate a Dimap
document against the official specifications. This will
greatly enhance the quality control tasks and ease data
exchanges between producers and customers.

El :st: Oimop_OooYmenl
i . • nam•
H 0lJI Metadata_ld: I 'METADATA_fORMAT: L'METAOATA_PROFILE
!~Hi.IOat=l_ld
; i 'DATA~ET_NAM£

i ., DATASET_INDEX
/...., DATASET_Ql_PATH
[ 'DATASET_QL_FORMAi
! 'DATASET_TN_PAlH
; 'DATASET_TN_FORMAT

B 0lll CRS
' ! 'GEO_ TABLES

1l1·1Eiil Ho1izonlal_CS
' '- HORIZONTAL_CS_CODE
·.' HORIZONTAL_CS_TYPE
i. ' HORIZONTAL_CS_NAME
H :W Geo~1aphic_cs

· .., GEOGRAPHIC_CS_NAME
'GEOGRAPHIC_CS_CODE

Figure 4- Sample Dimap XML document

XML BROWSING

XML alone, when displayed as a text file, is humanly
readable. But XML allows a lot more than this: XSL.
XSL, although not yet standardised, allows to transform
an XML tree into any other XML tree.

The resulting tree can be based on HTML and therefore
immediately displayable into a standard web browser.

At the time this article is being written, Internet Explorer
5 (IE5, see Figure 5) by Microsoft is the only widely
distributed web browser which is fully implementing all
the above described techniques.

Spot Image intends to develop this XML/XSL techniques
in order to provide several levels of browsing of the very
same Dimap-XML product.

a "quick discovery" XSL for cataloguing
applications,
a "product browsing" XSL for end product customers
display purposes and, finally,
an "advanced" XSL that would show all the pieces of
information provided with the product with on-line
hyper-help.

For example, there could be :

•
•
•



~ '"':;;;i I \!Si'"'_;,1~
D1map

Dimap XML XSL
Document

Display

Figure 5 - XML/XSL browser display

All these applications are also directly compatible with
on-line delivery and e-commerce issues.

Figure 6 - Sample XML/XSL display in IES

THE COHERENCE PRODUCT

The implentation of Dimap in the case of the ERS based
Coherence Product has resulted in a structure that has the
following main components (see Figure 7 from Left to
Right):

i)
ii)

the CAR component,
the CFA component - both being the three band
24 bits rasters composing the main elements of
the package,
and a third component comprising the source
data, the product User Guide and Dimap
Reference documents.

iii)

Navigation within the package composing the product is
made easy and flexible through the proposed XML/XSL
structure. The XML/XSL display associated to the
product is as shown in Figure 6 ; see the second icon on
the left - the CFA image - and the dynamic link to the
associated CAR XML element.
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CAR image map
CFA<ORB1>

Figure 7 - Coherence Product XML implementation

On-line help is given via the documents associated to the
product and its use and, secondly, through the Dimap
reference documentation - both provided in HTML form.

CONCLUSION

The work presented here shows that it is possible use up
to-date technology for satellite imagery metadata
publishing.

Dimap is an open metadata standard, useable by any
image data provider in its field of interest. The use of
XML also permits to enhance the set of metadata for
specific applications whithout disrupting the standard.

We expect to release a public documentation of Dimap by
the end of 1999. We are currently working on a plan to
maximise the penetration of Dimap among software
vendors and customers.

The Spot Image Coherence Product is an innovative step
in the development of new user-oriented remote sensing
products and services resulting from new imaging
techniques - based on interferometry and multi-band radar
imagery.

Given utilisation procedures through the required spatial
and temporal sampling and depending on the achievable
spatial resolution, ERS TANDEM coherence imagery has
a solid potential with respect to land applications.
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Figure 8 - Coherence Product over Fribourg area
(CAR display mode)

Figure 9 - SPOT XS product over Fribourg area

The Dimap format enables to provide new radar products
in a form that is compatible with Spot Image's portfolio.
The Spot Image Coherence Product was a valuable test
for product designers with the aim to qualify the
applicability and versatility of Dimap.
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ABSTRACT

Differential SAR interferometry allows for the detection
and mapping of ground subsidences, usually attributable
to human activities, associated with the extraction of
fluids beneath the surface, or underground mining...
Limiting factors for monitoring slow subsidences are
mainly temporal coherence loss and varying
atmospheric conditions between the acquisitions of
images. Such variations induce a path difference
generating InSAR artifacts that cannot be corrected if
only one interferogram is available. On urban areas, the
coherence remains often high over long time scales. The
main problem then appears to be the atmospheric
heterogeneities. This kind of artifacts can be easily
detected on the different interferograms we generated
on the city of Paris. Significant phase variations are
clearly visible, and can not be associated with
topographic fringes, nor with displacements.
Several techniques exist in order to eliminate or reduce
the effect of atmospheric artifacts: a solution consists in
summing and averaging interferograms, but requires
several interferograms over the same site. The
advantages of a novel approach based on complex
correlation of interferograms are presented here, in
particular robustness when only a few interferograms
are available (two interferograms are enough, under
given hypotheses). These algorithms were tested in the
context of automatic detection of atmospheric artifacts
by means of correlation of interferometric triplets.
On the city of Paris, this method reveals 2 subsiding
zones. One zone has the same location as an important
underground working site, which took place from 1995
to 1997. The existence of subsidences in the area was
known already from ground truth data. Their spatial
extent can now be mapped by interferometry, and the
temporal evolution of the subsidences is also examined
here.

INTRODUCTION

The use of SAR interferometry has now become
essential for the detection of ground deformations
caused by earthquakes, volcano activity, and ice motion,
which are usually phenomena of large spatial extension.
It has also proven to be a feasible tool for the detection
and mapping of ground subsidences, associated with
geothermal fields, oil fields, compaction of aquifer
system, underground mining...Most of these studied
subsidences occur either in non urban context, and are
of small spatial extension (Carnec et al., 1996), or
concern urban areas, but are very large (Amelung, 1998;
Fielding et al., 1998; Wegmi.illeret al., 1999). Here we
examine the feasibility of SAR interferometry for the
detection of slow deformations on urban areas with
standard atmospheric conditions. We focus on the city
of Paris, where displacements of a few hundred meters
in extension and a few centimeters in amplitude occur.
They are mainly due to the water pumping of working
sites, and also to underground quarry.

INTERFEROGRAMS

Ten interferograms of the city of Paris are derived
from tandem SAR images acquired during the period of
July 28 1993, August 10 1996 (Fig.l). Those
interferograms are generated with the Diapason
software developed at CNES, and have time separation
ranging from 1day to about 3 years (table 1).

The contribution of the topography is removed using
a Digital Elevation Model provided by the Institut
Geographique National, with a 25 m horizontal
resolution. With an altitude of ambiguity larger than 400
m and a good quality DEM, we can affirm that coherent
interferometric changes can only be due to surface
deformations and/or changes in radar propagation

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000
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through the atmosphere between the acquisition of the 2
images.

Fig. l: SAR amplitude image of Paris and surroundings
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Table 1:Data selection

Data selection offers the opportunity to study the
evolution of the coherence on a time scale of 3 years.
Low values of baselines ensure there is no geometric
decorrelation. As we expected, the coherence is shown
to remain high over more than 3 years, thus indicating
that the detection of very low subsidence rates over a
long time span on urban areas is not limited by the
coherence loss on the time scale required.

Significant phase variations as high as one fringe can
be easily detected on all interferograms. Large scale
bubbles (20 km diameter) are observed, as well as small
ones (l to 5 km diameter) (Fig. 2a and 2b).

Figure 2a: 1037 days differential interferogram

Figure 2b: 1 day differential interferogram

Most fringes can neither be associated with topography,
nor with displacements, each fringe corresponding in
this case to a half wavelength displacement. This
phenomenon is even visible on the 1-day interferogram



and excludes the hypothesis of such displacements,
distributed everywhere in Paris and surroundings
(Fig.2b). Most of these bubbles are furthermore
absolutely not stationary, their location changing from a
day to another, and they do not have the size we
expected for the deformations. Most of the signal may
be attributed to tropospheric effects.

Using the logic of pair wise, we found that
interferograms generated with the 06/10/93 image or
with the 21107/95 one show phase shifts similar in their
geometry. lnterferograms having the 21107/95 image in
common show little bubbles of small scale, everywhere
in the image. This indicates the presence of convective
cells. lnterferograms containing the other one display an
almost South-Northern fringe. This may be related to a
frontal zone.

INFLUENCE OF TROPOSPHERIC
HETEROGENEITIES

Atmospheric effects, as coherence preserving phase
phenomenon, may be misinterpreted as subsidence on
interferograms. Those effects are related to the variation
of the refractive index distribution of the propagating
medium. Homogeneous variations are highly correlated
with altitude (Delacourt et al., 1997) and can be
neglected in our case (almost flat terrain). We are then
only disturbed by the heterogeneous atmospheric
component.
Those kind of artifacts are impossible to correct, since

we need index profiles for almost each pixel of the
images, that is for the 2 acquisition dates.
We tried to compare our interferograms with NOAA

images (with a 1 km x 1 km resolution) in order to
identify meteorological artifacts, and discriminate them
from the signature of displacements. We intend to find
common structures, and see if the spatial signature of
the atmospheric effects in the interferograms could be
correlated with the signal observed on NOAA images.
The problem is that it is very difficult to have
simultaneous acquisitions with SAR images, since they
are acquired every 6 hours.

The 21 July SAR image was acquired at about 11
o'clock, between the first and second acquisition of
NOAA. Therefore we can only derive qualitative
conclusion. The only thing we can observe is the
presence of many cumulus in the second NOAA image,
corresponding to convective clouds development, which
creates the most disturbing localized anomalies in the
interferometric phase (Hanssen, 1998; Zebker et al.,
1997). This is also confirmed by MeteoFrance, which
indicates a high humidity rate in the lower layers in the
morning, and a high increase of the temperature. This
led to convective developments.

07h43

681

Figure 3: 21 July NOAA images

13h21

We also have 2 NOAA images for the August
acquisition, but not at the time of SAR acquisition.
Here, clouds are of stratocumulus type. Those kind of
clouds are observed in frontal zones, which would be
responsible of the parallel fringe.

08h08

Figure 4 : 10August NOAA images

15h18

DISPLACEMENTS DETECTED OVER PARIS

An usual solution to reduce the effect of the artifacts
caused by atmospheric fluctuations consists in summing
and averaging interferograms.
Here, we consider only a few interferograms:

d
c

a
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Figure 5 shows an example of the addition of
interferograms a, b, c and d. It is possible to detect on
the resulting image two areas of subsidence. But this
method requires several interferograms over the same
site, and atmospheric artifacts are still partially present.

Figure 5: Sum of interferograms a, b, c and d, and
zoom on the 2 areas of subsidence which are revealed
by means of correlation

We propose here a novel approach based on complex
correlation of interferograms. These algorithms were
tested in the context of automatic detection of
atmospheric artifacts by means of correlation of
interferometric triplets (Sarti et al., 1999).
The interferograms contain fringes due to the

atmospheric conditions of the 2 SAR acquisitions, and
due to ground displacements. By means of correlation
between interferograms, we wish to isolate the
deformation, that is the common fringes in the 2
interferograms.
Of course, we need to select for the correlation two
interferometric pairs with no common dates (no
common atmospheric artifacts) and containing the same
subsidences (spanning a similar time period, except if
the phenomenon is stable) : then, only common fringes
(common displacements) will correlate.
From an interferogram AB, we construct a complex

image, having a phase equal to the interferogram (cp)
and a modulus equal to the unity or to the coherence (y).
We then compute the correlation rate of pairs of

interferograms AB and CD. The first formulation is:

Pl AB,CD) =corr( 1 · ejrPAB ,l · ejffJco )

The second one, using the coherence norm, is:

An important parameter is the correlation window size:
this should be adapted to the spatial scale of the
expected displacements. In practice, we tested two
different sizes (1500 m and 750m) (fig. 6 a and b) and
we computed a multi-scale correlation, defined as the
sum of the two correlation rates.

Figure 6: Correlation rates for different window sizes
for interferograms band c. (a)1500 m - (b) 750 m.

Figure 7 shows the multiscale correlation rate
between interferograms b and c, and a and d. These 2
correlations give consistent results. We obtain 2 areas,
at the same position.

The first halo (from the left) is located south of the
Saint-Lazare rail station. Its location is the same as that
of the working site for the construction of an
underground station "St-Lazare-Condorcet" for the Eole
subway. Those entirely underground works took place
from 1995 to 1997, and required to lower the
piezometric level by pumping the phreatic water.
Subsidences of the overlying ground surface, with an
amplitude of the order of a few centimeters had been
revealed already by ground truth. According to IFG,
both correlation halos might therefore be linked to the
construction of the subway.

The correlation rate is then used as a mask: we
compute interferogram (b + c), masked with correlation
(b,c), after application of an adequate threshold (fig. Sa),
and interferogram (a + d), masked with correlation
(a.d) (fig. Sb).

Despite the different time interval (2 years, 3 years), the
observed phenomenon look similar on those two
interferograms: it seems that no deformation occurred
from July 1995 to august 1996.



Figure 7a: Multi-scale correlation
between interferograms b and c.

Figure 7b: Multi-scale correlation
betweeninterferograms a and d

In order to verify this conclusion, we used the difference
of interferograms d-a , masked with correlation (a.d)
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as a measure of the evolution/reversibility of
phenomena (Fig.9).

Figure 8:
(a) = lnterferogram (b + c), masked with correlation (b,c) (zoom)
(b) = Interferogram (a+ d), masked with correlation (a.d) (zoom)

Figure 9: Difference of interferograms d-a , masked
with correlation (a,d) (zoom)

This difference is quite flat, as expected. It reveals no
further evolution of the ground subsidences during the
period July 1995 - August 1996
Furthermore, we know that the works started in 1995 in
this area of Paris: the observed displacements are
included in the time period October 1993 - July 1995.
On the (b+c) and (a+d) interferograms, we can
distinguish on the western area one fringe of
displacement, corresponding to Y2 fringe of real
displacement. One fringe corresponds to 2.8 cm of
deformation along the line of sight, or 3.1 cm of vertical
deformation, so that displacements are of the order of
15,7mm in 650 days.

We localized the two areas of deformation on the ERS
amplitude image, using a Hue Intensity Saturation
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composition with the amplitude image, the sum of
interferograms, and the correlation (fig.IO). We also
superimposed the map of displacement on an airborne
radar image (SETHI, C band, VV polarization,
Onera/CNES), acquired the first December 1997
(fig.11). The leading localization error is estimated to be
less than 50 m. It appears clearly that the western
subsidence is centered on the Lycee Condorcet, whereas
the second one contains in its central part the Rue
Papillon. A whole building had to be evacuated in this
street.

Figure 10 : HIS composition. Red rectangle corresponds
to the extracted area of fig.11.

Figure 11 : Displacement map superimposed on an
ONERNCNES airborne radar image (SETHI)
(copyright ONERA 1997; filtering by R.Touzi CCRS)

CONCLUSION

We were able to detect slow deformations on the city of
Paris, despite the atmospheric heterogeneities which
introduce large artifacts in the interferograms, and
constitute their principal limitation. The new method we
presented allows to separate displacement fringes from
(non-standard) atmospheric effects, using only two
interferograms, when several conditions are verified.
This method is valid under the hypotheses that there are
no common standard atmospheric effects on the two
interferograms used for correlation. In our application,
this was certainly the case because of flat topography.
Moreover, the time interval spanned by both
interferograms should be the same, or the observed
displacements should be stable.

The method was validated by correlating four different
interferograms (a,d) and (b,c) without common
acquisition dates : a similar result is obtained in both
cases (two areas, same positions). A building located in
the area to the west was evacuated. Subsidences in the
area to the right were already known by ground truthing.
According to IFG, they might be related to water
pumping associated with the construction of an
underground station (St.Lazare-Condorcet) for the Eole
subway, started in 1995 and ended in 1997.
More acquisitions are necessary in order to delimit in

time the beginning and the evolution of the ground
displacements, notably after the end of the underground
station construction and the water level re
establishment. We intend to find also, if any, other
surface displacements on the city. The problem we are
confronted with is that we are in the limits of ERS SAR
resolution, which prevents to detect smaller events.
We plan as well to test this method on different sites.
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ABSTRACT

Polarimetric techniques for the extraction of information
from Synthetic Aperture Radar (SAR) data are
becoming utilised increasingly by the scientific
community. Significant research has been carried out
over many years into methods of extracting target
feature vectors from polarimetric data for use in
classification algorithms. Analysis of the multi
polarimetric data collected by the Shuttle imaging radar
- C (SIR-C) experiment during 1994 facilitated the
production of land classification maps. The technique
assumed that each type of land-use was characterised by
a distinct polarimetric signature and imaged regions that
exhibited unusual polarimetric behaviour corresponded
to features of interest in the landscape, for example
man-made structures. A different analysis technique for
use on fully polarimetric data has been recently
investigated. This method decomposes the full
scattering matrix for each image pixel into three
orthogonal components and then applies a series of
matrix manipulations. The radar return from each image
pixel is hereby characterised as corresponding to one of
various physical elemental scatterer types. The
advantage with this technique is that the polarimetric
analysis is carried out for each individual image pixel. It
is possible that the application of such a technique to
ocean imaging could facilitate a viable approach to ship
detection since areas of atypical polarimetric content
may characterise the vessel well enough to mitigate it
from the surrounding sea clutter. This analysis is
believed to be of particular interest since the spatial
resolution of the input data is not of primary importance
to the scatterer classification. This allows the technique
to be used for wide area surveillance.
This paper discusses the new analysis technique and
investigates the implications for ship detection using
fully polarimetric SAR data.

INTRODUCTION

Multipolarimetric data from the SIR-C experiment in
1994 has been studied extensively. The different
polarisations give indication of the types of features
found in images of sea. A single-look complex SIR-C
(L-band with rectangular pixels) image of the Gulf

Stream is shown in Fig. 1 where three polarization's
have been fused together to give a colour image, HH
polarisation is represented by red, VV by green and VH
by blue.

Fig. I: Multi-polarirnetric SIR-C image of the Gulf
Stream

The ocean clutter gives a very significant return in the
VV (green) channel. Given that a complicated (man
made) target will generally give returns in all three
channels, the response from such a target will be formed
from contributions from all three channels giving a
white response.

Fig. I shows many dark patches that are possible areas
of low wind speed. Conventional CFAR detection
algorithms do not perform as well on this sort of image
as it has a large variation in backscatter. The large
variation in backscatter from the ocean is significant in
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the VY channel and is routinely seen in ESA's ERS-
1/ERS-2 data. The variation is not nearly as significant
in the HH channel as demonstrated in Radarsat data.

By examining the polarimetric content of a maritime
scene the variation of backscatter is less important since
the returns from each polarisation are compared relative
to one another. With quad-polarisation data (ie HH,
VY< HY and VH), the full scattering matrix can be
derived. Association with those areas displaying similar
polarimetric content can then characterize the ocean
backscatter.

A target can be detected against the ocean backscatter if
its polarimetric signature differs to that of the ocean.
This paper discusses the methodology of polarimetric
target detection and preliminary results.

This method has advantages in that once a threshold has
been selected to determine the polarimetric properties of
each pixel, there are no other user inputs required. For
example, CFAR algorithms require a probability of false
alarm so as to be able to generate a threshold. The
polarimetric method does not link the threshold to a
false alarm rate so there is no trade-off between false
alarm rate and detection probability.

METHODOLOGY

Recent investigations were carried out to determine
whether the full quad polarimetric content of ship and
ocean data would allow full clutter mitigation and
consequent reduction of false alarms. This polarimetric
analysis was based on the methods developed by
Cameron et al [1,2,3]. It was demonstrated that a
scattering matrix could be decomposed into three
orthogonal components. Further analysis of these
components allows the classification of the scattering
matrix as one of a number of classes corresponding to
various physical scatterer types, e.g. Trihedral,
Dihedral, Cylinder.

This technique enables us to decompose a fully
polarimetric SAR image into elemental scatterer types,
pixel by pixel. This could be a useful tool for ship
detection since man-made objects are likely to exhibit
different scatterer types to those of the ocean. This type
of analysis could also be performed on lower resolution
SAR data, enabling greater area coverage.

Here, we study different areas of ocean and quantify the
main scatterer types. A simulated multi-polarimetric
image of a ship will also be expressed as different
scatterer types. By combining the two results, this will
allow us to test whether polarimetric target detection is
viable.

DATA SETS

The data sets considered here are the SIR-C experiment
data from 1994 and simulated SAR data of ships.
The SIR-C data studied is the L-band fully polarimetric
single-look complex data. Three areas of ocean have
been taken from images of the Gulf Stream, the NE
Atlantic and the North Sea.

The simulated SAR image is of a small commercial
ship, in this case, a trawler, of approximately 50m
length. This image is simulated with the same SAR
parameters as the SIR-C image and at resolutions of
25m and IOOm.The image is simulated every !0° aspect
viewing angle over the full 360° circle.

DISCUSSION

A threshold is set when determining the scatterer types
so that only those pixels lying above the threshold are
considered. At higher thresholds, less clutter will be
visible but also fewer target scatterers will be visible.
An optimum threshold could be determined for optimal
target detection.

Figs 2, 3, 4 show the distribution of scatterer types when
varying the threshold for 3 different areas of ocean. The
threshold is given in dBm. The main scatterer type for
all three ocean areas is a cylinder. Each ocean area has
an associated wind speed, 3 knots for the Gulf Stream
image, 18-20knots for the NE Atlantic image and 20-22
knots for the Denmark image. In all 3 cases, upto a
threshold of - I2dBm, at least 60% of the ocean image
consist of cylinders. The wind speed does not have a
large impact on the scatterer types, the slight difference
being that the Gulf Stream image does not have such a
wide variety of scatterers.
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Fig. 2: Gulf Stream Scatterer Types
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Fig. 3: NE Atlantic Scatterer Types
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Fig. 4: Denmark Scatterer Types

The 36 simulated SAR ship images show the differences
in scatterer type for different viewing angles and
thresholds. For each aspect angle, the dominant scatterer
type has been recorded. This data is displayed in Fig. 5
for a threshold of -15dBm. For most aspect angles, the
dominant scatterer is trihedrals or dihedrals, however at
some aspect angles, the dominant scatterer is a cylinder,
the same scatterer type as typical ocean clutter.

At thresholds higher than - l5dBm, the ocean clutter is
composed of fewer scatterer types. This allows us to
predict how much of the target is discernible from the
ocean clutter at these thresholds. With respect to the
Gulf Stream image at - IOdBm, the only scatterers
present are cylinders, trihedrals, dipoles and other.
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Fig. 5: Dominant Scatterers at -I5dBm

By calculating the percentage of scatterer types that are
different to these types, an estimate of the detection
probability can be made. This has also been performed
for the -4dBm case (again for the Gulf Stream image)
where the scatterer types present are cylinders only. Fig.
6 and Fig 7 show these results for different aspect
angles.
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Fig. 6: Percentage of target scatterers discernible from
ocean clutter at -1OdBm
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Fig. 7: Percentage of target scatterers discernible from
ocean clutter at -4dBm.
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Fig. 8: -15d8m Target Scatterer Distribution

At certain aspect angles, Fig. 6 and Fig. 7 show the
target cannot be distinguished from the clutter by these
means. This would yield a less than perfect detection
algorithm.

Fig. 8 shows the scatterer type for each aspect angle in
the same manner as Figs. 2-4. It shows that the target is
made up of different proportions of scatterer types to
those of ocean areas. There is no straightforward
relationship between the scatterer types of the different
aspect angles. At 110 degree aspect, which was shown
previously to be 0% discernible from the sea clutter, the
proportion of trihedrals and dipoles is different to the
proportions of these scatterers in the ocean areas. The
most necessary scatterer for ship detection is the
dihedral (or narrow dihedral) which is present in the
target scatterer distribution at most aspect angles. This
is a vital factor for target detection since it allows the
construction of a rule for distinguishing between targets
and ocean clutter.

The same polarimetric analysis as discussed above will
be performed on Fig. 9, which is a zoom-in of part of
Fig. 1.At least one target is visible.

Fig. 10 shows the result from performing the
polarimetric analysis on Fig. 9, different scatterer types
each denoted by a different colour. It can be seen that
the ocean is primarily made up of cylinders. There are
four targets clearly visible and these appear as
combinations of dihedrals, narrow dihedrals and quarter

waves. Since the targets combine such differing
scatterer types to the ocean, they are easily detected.

Fig. 9: A zoom-in of Fig. 1, the Gulf Stream SIR-C
image



Fig. 10: Polarimetric Analysis of Fig. 9

CONCLUSION

These results have shown that if a target is primarily
made up of different scatterer types to those found in an
ocean, then this is a reliable method of ship detection.
The ship image shown was found to consist of
dihedrals, narrow dihedrals and quarter waves, whereas
the ocean data from SIR-C showed the ocean to consist
primarily of cylinders at thresholds as low as - I5dBm
(where all ocean clutter is visible). Since the ship is at
least as bright as this threshold then the ship's main
scatterer types will be visible and become distinct from
the ocean clutter.

The ship considered here is approximately 50m long
and the simulated SAR images have been at resolutions
of approximately half its length. The target is still
distinct from the clutter despite being so small relative
to the resolution. This has a large advantage in that a far
greater swath width can be achieved using space-borne
SAR and therefore greater areas of ocean can be
observed.

By analyzing further images of ocean, a greater
understanding of how the scattering matrix changes
over the different sea states can be obtained. This could
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then be fed back into the ship detection method to
eliminate all sea clutter and leave only targets.

This system of ship detection requires a fully
polarimetric SAR system to perform which is costly.
However, a poorer resolution and hence, greater swath
width can be accepted. The polarimetric method can be
used for other applications and highlights that the
requirement for fully polarimetric SAR is just as
important as the requirement for better resolution.

This paper demonstrates that the preliminary results
from this polarimetric target detection study look
promising and are worthy of further investigation.

REFERENCES

[1] WL Cameron and LK Leung, "Feature
motivated Polarisation Scattering Matrix
Decomposition". International Radar
Conference. Proc. IEEE 1990.
WL Cameron and LK Leung, "Identification of
Elemental Scatterer Responses in High
Resolution ISAR and SAR Signature
Measurements". Secondes Journees
Intemationales de Ja Polarimetrie Radar,
IRESTE. 1992, ppl96-212.
PL Uslenghi, "Phenomenological Theory of
Radar Targets", JR Huynen. Electromagnetic
Scattering, New York: Academic. 1978.

[2]

[3]

Disclaimer:
Any views expressed are those of the authors and do not necessarily
represent those of the department/HM government.
©British Crown Copyright 1999/DERA.
Published with the permission of the Controller of Her Britannic
Majesty's Stationary Office.





An Eigenvector Method for the Extraction of Surface Parameters in
Polarimetric SAR

Shane R Cloude, Irena Hajnsek*, & Konstantinos P Papathanassiou,

Applied Electromagnetics
11 Bell Street, St Andrews, Fife, Scotland, KY16 9UR
Tel/Fax: ++44 (0) 1334477598/475570 e-mail:

ael@fges.demon.co.uk

*Deutsches Zentrum fur Luft- und Raumfahrt
Institut fur Hochfrequenztechnik

1116Postfach, D-82230 Wessling, Germany
Tel/Fax: ++49(0)815328 2305/1135 e-mail: irena.hajnsek@dlr.de

ABSTRACT - In this paper we introduce a new model
for the inversion of surface roughness and moisture from
polarimetric SAR data, based on the eigenvalues and
eigenvectors of the coherency matrix. We demonstrate
how three parameters, namely the polarimetric entropy
the anisotropy and the alpha angle can be used in order
to decouple roughness from moisture content offering
the possibility of a straightforward inversion of these
parameters. We investigate the potential of the proposed
model using fully polarimetric L-Band ESAR data
(DLR) and ground truth measurements from the river
Elbe test site.

I. INTRODUCTION

One of the most important applications of scattering
polarimetry is in quantitative surface roughness and
moisture estimation. In the absence of any simple
relationship between scalar reflectivity and surface
parameters such as RMS height s, correlation length L,
and complex permitivity e; several algorithms have
been proposed based on multi-channel polarimetric data.
Two main approaches have been employed in the
literature based on empirical or semi-empirical relations:
scattering amplitude ratio algorithms [1,2] and
polarimetric coherence techniques [3,4). As shown in
[5,6] the relationship between surface roughness in
scattering polarimetry and the eigenvalues of a
coherency matrix have a physical significance in terms
of scattering amplitudes and that their ratio represent
generalised measures of polarimetric coherence.

A perfectly smooth surface has zero backscatter.
However, considering the presence of slight roughness,
particularly the case of ks << 1 (Bragg scattering), the
roughness can be seen as a perturbation of the smooth
surface problem. In this case, we obtain the backscatter
coefficients for a slightly rough surface using a small
perturbation model from Maxwell's equations [3].
According to this model the backscatter from a surface
is non-zero and depends on the component of the power
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spectrum of the surface which matches the incident
wavelength and angle of incidence (AOI). The scattering
matrix for the surface has the form

[
Rs(8, s.) O l (I)

[S]= o Rp(8, £,)j

where the coefficients Rs and Rp are functions of the
complex permitivity £,and the local incident angle 0

cos8- ~£,-sin 2 8
Rs =---~====

cos8+~£,-sin 2 8

RP = (£, -l)(sin 2 8-£, (1+sin2 8))

(s, cos8+~£, - sin2 8)2

(2)

The scattering vector in its Pauli-basis representation
becomes

[
Rs +Rp] [cosa*expi</J1]

i,= R, ~R, =m sina•~xpif/J2 (3)

where m denotes the absolute scattering amplitude. The
corresponding coherency matrix results as

r

(IRs +Rl) ((Rs-RPXRs +Rpr) OJ
[T]=\kPk/) = ((Rs+Rp~Rs-Rpr) (IRs ~Rl) ~

(4)
Note that the angle a., as defined in Equation 3, is
independent of roughness, and can be used to extract the
dielectric constant if 0 is known.
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The Bragg scattering model, as addressed in Equations
1-4, predicts zero cross-polarization and zero
depolarisation. Real surfaces are characterised by non
zero cross-polarization backscattering as well as by
depolarisation effects. However, real rough or smooth
surfaces can always be represented in a generalisation of
amplitude ratios in terms of their coherency matrix
eigenvalue spectrum [7]

(5)

By normalising the absolute scattering magnitudes we
can interpret them as probabilities pi such that

(6)

Equation 5 provides two parameters to describe the
coherence properties of an arbitrary rough surface. One
choice of such a pair may be the polarimetric Entropy H
and Anisotropy A of the surface, defined as

3

H = - LP; log, P;
i=I

(7)

Both parameters varies between 0 and I.
For smooth surfaces, H becomes zero and increases with
surface roughness. On the other hand, A can be zero
even for rough surfaces, but A > 0 generally indicates
the presence of multiple scattering. In the limiting case
of one-dimensional surfaces, where HY = 0, A becomes
I. For azimuthally symmetric surfaces, A becomes by
definition 0. Figure I shows the geometric
representation of different rough surfaces in terms of
their Entropy and Anisotropy values.
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0.9~ 1-DRoughSurfaces
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0.8 ·.
0.7

0.6~
~0-5~
~ 0.4 '.

\smooth rough
0.3

0.2

o'---~-'----~--'---~---'---~---'-~----'-~--'~~-'--~-'----~--'---~~
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Entropy (H)

FigureI : Entropy/AnisotropyPlaneRepresentationof Surface
Scattering

II. POLARIMETRIC SURFACE SCATTERING
MODEL

In order to include a non-zero HY backscattering
coefficient and depolarisation effects in the Bragg
scattering model, we propose a configurational average
of the above solution, to obtain a coherence less than
one at the same time as generating cross polarized
energy. The configurational averaging is taken over a
uniform distribution about zero of the surface slope in
the plane perpendicular to the scattering plane. If this
slope is fl, then we propose a uniform distribution of
half-widthji, as shown in Figure 2

P(/3) = { 2~1 1/31::;;p, (8)

0 otherwise

•• 1
0::;; /3, ::;;!!_

2
Figure 2 : Uniform Distribution of Surface Slope

Assuming now a non-coherent summation of energy
across the distribution of jJ1, then the coherency matrix
for the surface becomes

Bsinci_2/3i)
C(l +sinci_4/3i)

0 C(l

0
0
(9)

with sinc(x)=sin(x)/x. The coefficients A B and C
expressed in terms of the smooth surface solution are
given by

A=IRs +Rpl2
B=(R5+RpXR;-R;) (10)

C = _!_IRs - Rpl2
2

According Equation 9 both the polarimetric coherence
and the level of cross-polarized power is controlled by a
single parameter (jJ1).

Figure 3 shows the variation of polarimetric coherence
(dotted line) and normalised cross-polarized power
(solid line). For jJ1 = 0 the HH-YY coherence is unity



and the HV power zero, as expected for the limiting case
of a smooth surface, and the coherency matrix becomes
the form of Equation 4. As .fJ1 increases the HV power
increases, while the coherence reduces monotonically
from I for a smooth surface to zero for jJ1 = 90 degrees.
In this second limiting case of high surface roughness
the surface becomes azimuthally symmetric

[T)=[~ 0
A.2
0

(11)

Note that the increase in HV power is faster than the fall
off in coherence and so for small .fJ1 the Anisotropy will
be high (close to 1). As jJ1 increases so the anisotropy
falls monotonically to zero.

Figure 4 shows how this fall in A occurs as a function of
.fJ1• As shown in [6], A loses sensitivity to further
increasing roughness above ks = 1. However, for ks < 1
we can see an almost linear relation between A and ks. It
is important to note that the value of A at any .fJ1 is
independent of the surface dielectric constant and of the
AOL The variation of A with dielectric constant is also
shown to demonstrate the invariance of A to surface
material. Similar studies show that A is also independent
of the angle of incidence.
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Figure 3 : Variation of Cross-Polarization and Depolarisation
with model parameterji,

We can expose further structure in Equation 9 by
plotting the Entropy/Alpha loci of points for dielectric
constant e: and half-width parameter .fJ1 for fixed AOI
0. Figure 5 shows the loci for 45 degrees AOL The loci
are best interpreted in a polar co-ordinate system
centered on the origin. The radial co-ordinate is then the
dielectric constant while the azimuthal angle represents
changes in roughness. These loci provide an estimate of
the surface dielectric constant, independent of surface
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roughness. We do this by plotting the entropy/alpha
value taken from a coherency matrix [T].
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Figure 4 : Variation of Anisotropy with model parameterjJ 1•

In the limiting case of a smooth surface, this would be a
zero entropy point and the alpha would correspond
directly to a dielectric constant through Equation 3.
However, as the entropy increases so the apparent mean
alpha value reduces, causing error in the estimate of
dielectric constant. By using Equation 9 we can
compensate for this by tracking the loci of constant E,,
which reduces with increasing entropy. In this way both
the entropy and alpha value are required in order to
obtain a good estimate of the surface moisture.

Hence, by estimating three parameters, the entropy H,
the anisotropy A and the alpha angle ex, we obtain a
separation of roughness from surface dielectric constant.
The roughness estimation comes from A and the
dielectric constant estimation from combined H/cx
values.
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III. EXPERIMENT AL DATA ANALYSIS

For the validation of the proposed model fully
polarimetric L-band data from the Elbe river test site in
Germany, acquired by the experimental airborne E-SAR
system of DLR in August 1997, are used. Figures 6 and
7 show the HV power image of the test site. During the
data acquisition campaign, ground data have been
collected over test fields with heterogeneous surfaces.
Soil roughness was estimated with a needleboard in four
directions: perpendicular and parallel to the ridges, and,
perpendicular and parallel to the flight direction. Soil
moisture values were measured in depths of 0-4 cm and
4-8 cm using traditional gravimetric sampling and time
domain retlectometry (TDR).

Because of the presence of vegetation, only four bare
agricultural fields were available for validation.
Nevertheless, as the four fields are located at different
ranges (covering an incident angle range from 47 up to
52 degrees) with different roughness and moisture
values (see Table 1) they are valuable for the validation
of inversion results.

Field ks kl e, e,
ID 0-4cm 4-8cm

A5/IO 0.549 1.841 10.79 9.28
A5/13 0.777 2.311 5.34 9.84
A5/14 0.795 3.203 4.51 10.82
A5/16 1.000 3.003 5.86 12.19

Tab. I: Groundtruthvaluesfor surfaceroughness,
autocorrelationlengthand dielectricconstant.

After SAR processing and polarimetric calibration, the
scattering matrix data are transformed into a covariance
matrix form and polarimetrically filtered (8]. Then the
eigenvector decomposition is performed, followed by
the computation of entropy, anisotropy, and alpha angle
[7]. Figures 8,9,10 show the alpha-angle, the entropy
and the anisotropy images of the test site respectively.
Surface scattering is characterised by a strong dominant
scattering mechanism, represented by the first
eigenvalue. The amplitudes of the secondary scattering
effects, expressed by the second and third eigenvalues,
are in comparison very small and therefore, more
affected by noise. Thus, in contrast to the entropy, the
anisotropy is a more "noisy" parameter especially in low
entropy areas as one can see in Figures 9 and I0, and its
accurate estimation requires averaging over a large
number of samples.

In a pre-selection step, areas where H > 0.45 and alpha >
45 degrees have been masked out in order to select only
surface scatterers. For the remaining areas the ks values
are evaluated directly from their anisotropy values. The
result is shown in Figure 12. The correlation between
the estimated and measured ks values is shown in Figure

13. To reduce the estimation variation (mainly caused
by the noisy character of A) the anisotropy A and the
alpha angle a have been estimated by averaging a
minimum number of 1500 independent samples over
each field. The high correlation of about 0.95, and the
low RMS error of about 1.5 % underline the
performance of the proposed method for roughness
estimation.
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Figure13:Estimatedversusmeasuredsurfaceroughness
values.

In a second step, the computed entropy and alpha
images are used for the estimation of the dielectric
constant. The estimation can be performed directly in
terms of a lookup table which delivers the dielectric
constant as a function of entropy/alpha values for each
range line accounting in this way the variation of
incident angle across the image. The resulting e; map is
shown in Figure 11. The correlation between the
estimated and measured values for the four test fields is
shown in Figure 14.

From Figure 14 results that the inverted e; values
correlate better with the e; measurements in a depth of
4-8cm than with those measured in 0-4cm.
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Figure14:Estimatedversusmeasureddielectricconstant.The
rhombusesindicatethe0-4cmdepthmeasurementswhilethe

quadratesthe 4-8cmdepthmeasurements.

This is in accordance with the relatively low dielectric
constant and the fact of using L-band data. The
correlation is about 0.75, and the RMS error lies on the
order of 5%. For converting dielectric constant to



volumetric moisture a polynomial relationship from [8]
is used. After the polynomial conversion to volumetric
moisture the results show the same trend with a
correlation about 0.72 and a RMS error about 5% as
shown in Figure 15.
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Figure 15: Estimated versus measured volumetric constant.
The rhombuses indicate the 0-4 cm depth measurements while

the quadrates the 4-8 cm depth measurements.

V. DISCUSSION AND CONCLUSIONS

In this paper we have developed a new general
parametric model which enables the quantitative
estimation of roughness and dielectric constant for a
wide range of natural bare surfaces up to ks = 1 from
polarimetric SAR data. The model assumes reflection
symmetric surfaces, since by definition the surface
normal imposes an orientation axis on the problem. It
allows the HH and VV back-scattering coefficients to be
different, and includes non-zero HV cross-polarized
power as well as depolarisation. The application of the
model to experimental data and the overall good
agreement between the inverted values for ks, e; and u;
and the ground truth measurements prove that the
structure of the data is in agreement with the predictions
of the model over a large range of surface conditions.

The main advantage of the proposed inversion model
lies in the separation of roughness and dielectric
constant estimation which can be performed
straightforwardly without the need for any data
regression. Further, as the three key observables, the
entropy the anisotropy and the alpha angle, are invariant
under azimuth rotations the inversion becomes
independent on azimuthal slope variations. This makes
the application of the technique possible also for terrains
with variable topography without the need of any
additional topographic information.

Unknown is the influence of surface correlation length,
as it is not appearing explicit in the model. Small
correlation lengths lead to dihedral scattering effects
which biases the alpha angle a estimation increasing the
Shh/Svv ratio. This bias can not be removed using the
model alone. Fields characterised by eminently different
correlation lengths in orthogonal directions, as for
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example ploughed fields, violate the assumption of a
rotation-symmetric roughness term and cannot be
resolved by the model. The presence of vegetation cover
on the one hand increases the entropy and decreases the
anisotropy, leading to overestimation of the surface
roughness, and on the other hand increases the alpha
angle leading to underestimation of the dielectric
constant.

Absolute calibration of the scattering matrix data is not
strictly required. While for the ks estimation only cross
talk and relative channel calibration is sufficient, for the
estimation of e; copolar-phase calibration is essential.
The high dependency of the e; estimation on the alpha
angle values combined with the fact that any copolar
phase imbalance delta phi affects directly the alpha
angle estimation (delta alpha = delta phi I 2) forces the
demand on very accurate phase calibration.
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Figure 8: Alpha Angle a < 43 degree Figure 9: Entropy H < 0.5 Figure 10: Anisotropy A < 1

Figure 6: L band power image Elbe River 1997
Figure 7: L band power image Elbe River part 1997

Figure 11: Dielectric constant er Figure 12: Surface roughness ks
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ABSTRACT

Polarimetric SAR capability was first demonstrated in
the CCRS (Canada Centre for Remote Sensing) airborne
SAR facility as an experimental X-band channel.
Although this demonstration system had poor channel
isolation, techniques were developed to show that under
these conditions, it was possible to produce fully
calibrated polarimetric data. That system was
eventually abandoned in favour of a technically much
improved C-band polarimeter. In November, 1996, the
facility was transferred to Environment Canada who
own and operate the facility. This paper reviews the
technical implementation of the C-band polarimeter, the
processing and calibration chain, and results from an
extended period of stable operations. Calibration for this
system involves use of external PARCs and trihedral
comer reflectors deployed across the imaging swath.
The paper also gives an error budget for the phase and
amplitude calibration of the instrument.

INTRODUCTION

The CCRS airborne SAR system [1,2) was transferred
to Environment Canada in 1996and is owned and
operated by the Emergency Science Division there.
CCRS and DND (Department of National Defense)
continue to use and evaluate the facility and explore its
use in a number of applications [3,4). The system can
collect SAR data in a number of modes including along
track and cross-track interferometry. This paper
addresses only the polarimetric SAR mode at C-band.

The system can be configured in two slant range
resolutions with flexible geometry. It was designed
with range compression in hardware using analogue
SAW/SAw-1 devices followed by 6-bit ADCs. (This
restricts the system's capability for point target
measurements because of dynamic range limitations
[5).) To cover the dynamic range across the swath due
to the combination of range, antenna pattern, and target

backscatter, the system employs a sensitivity timing
control (STC) that applies a range-dependent gain to the
received signal train modelled to balance the expected
falloff. Because STC also introduces accompanying
phase rotations, this function is normally not used
during polarimetric data collections.

Similarly, the SAR system has real-time motion
compensation which performs three functions: dynamic
antenna steering in azimuth and elevation to compensate
for roll, pitch, and drift of the aircraft; PRF diversity to
maintain the same ground sampling regardless of the
ground speed; and phase rotation of the digitized signal
to compensate for deviations from desired track. Due to
inertial navigation system accuracy limitations, the
phase rotation is normally not activated during
polarimetric acquisitions in favour of post flight motion
compensation.

To limit the calibration variables, we have recently
adopted a 'standard' geometry that has good radiometric
balance over a limited swath and is applicable to land
targets using this mode. This is illustrated in Fig. 1.

Fig. I: Geometry for land applications with SAR
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AMPLITUDE CALIBRATION

The amplitude calibration follows the method based on
internal and external calibration using trihedral corner
reflectors and PARCs (Polarimetric Active Radar
Calibrators) instituted at CCRS [6, 7] to establish the
absolute calibration at a few discrete points within the
swath. The calibration is then extended across the
swath using the antenna pattern determined on an
antenna range [8]. Extension to other data sets that do
not have external calibration devices is achieved by
reference to an internal calibration signal generated
using the BITE facilities of the radar, and measurements
of the inherent noise floor of the instrument. Figure 2
shows a typical data acquisition sequence. In the
figure,DN,,2, DN'1, and DN'~are respective powers

Range -

DN

DNn

DN'

Fig. 2: Typical data acquisition sequence

of the processed scene and noise references before
calibration. The basic radiometric calibration equation
[7] used in the processing to radar brightness, p,~,
where tr indicates the transmit, receive polarization, is
given by:

(1)

Here,~ is the ratio of the ground speed to average
Pav

radiated power; R is the range to the pixel; G" is the
two-way antenna gain; tJ is the antenna departure angle

from boresight; g~ys is the ratio of the system gain
8sys

settings during the BITE acquisition to imagery
acquisition; and K;, is the calibration constant
dependent on polarization derived from point target
measurements. Table 1 shows the results of a series of
recent calibration measurements. The calibration
constants here are the weighted mean of the individual
targets, where the fading estimate is used as the
weighting.

Table 1: List of litude calibratiamp

Date K~H K~v K~ K~H

19-Jun-98 117.00 129.94 119.51 131.66

09-Jul-98 117.17 130.89 119.59 130.59

29-Jul-98 117.33 131.43 120.00 131.13

22-0ct-98 115.83 130.56 118.49 130.90

09-Mar-99 117.05 131.79 119.87 130.97

09-Mar-99 116.11 132.01 118.92 131.33

13-Apr-99 116.49 129.79 118.63 129.90

µ 116.71 130.92 119.29 130.93

a 0.57 0.87 0.60 0.57

aµ 0.22 0.33 0.23 0.21

PHASE CALIBRATION

Polarimetry was first tested at X-band in 1991 using a
polarimetric switch with poor channel isolation.
Investigation of the amplitude and phase calibration of
this system led to a general formulation of the
polarimetric calibration problem [9]. The methodology
involves use of several trihedral reflectors and repeating,
time delay PARCs in the image to be calibrated.

With the C-band polarimeter, the isolation between the
channels is high as can be seen from Table 2, so that
calibration of the later C-band polarimetric instrument
could proceed with a much simpler method in which the
channels could be considered independently with
essentially no mixing [IO].

The corner reflectors (CRs) provide results for the
amplitude and phase of the like polarizations and the
PARCs, deployed in a 45°X45°orientation as shown
in Fig. 4. This provides equal backscatter in all
polarizations, and by comparison, allows determination
of the cross-polarizations. Phase corrections relative to
HH polarization determined in this way are then applied
as a phase rotation to the complex data from the
processor [11]. Table 3 shows recent results from this
procedure.



Table 2: C-band polarimetric channel isolations

Property 2 E~EHH
2 2EHv EvH

(dB) (dB)

Switch [12] >50 >50

Antenna [13] >37 >37

Total [14] >35 >35

In these tables, µrepresents the weighted mean; a,
the standard deviation; and, aµ , the standard deviation
of the mean. These variations show that the calibration
constants vary slightly from day to day, but are
reasonably consistent. These difference may, however,

Fig. 3: PARC as deployed in a field situation
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Fig. 4: Measured across track </Jvv phase variation
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be significant for some applications. Results from the
cross polarization show more variation which may
reflect the fact that fewer reflectors make up the mean
for each day. In the case of parallel polarizations,
approximately 20 reflectors may be used.

Table 3: Relative phase calibration constants

Date ¢>vH¢JHV
(deg) (deg)

µ 88.58100.85 I 292.79

7.28 I 5.93 5.45

2.75 I 2.24 2.06

The assessment of relative phase calibration across the
swath has received less attention with this system since
it was expected to be constant. Fig. 5 shows antenna
angle dependence of the </Jvv phase rotation. This
variation shown near the peak of the pattern is modest,
but away from the mainlobe, substantial correction is
required. We do not know the cause of this effect but it
appears to be antenna gain related, and cannot be due to
phase centre displacements as the effect is too large.
Figure 5 shows a simple model of the effect of phase
centre displacements observed in other radarsl5. The
trend measured above would require a 16cm
displacement. Clearly more systematic investigation is
required.
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Fig. 5: Effect of phase centre displacement on </Jvv
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ERROR BUDGET overall calibration depends on the uncertainty in the
associated calibration ~ass, our ability to extract and
evaluate a set of {x~PJ data, and the accuracy with
which we can extrapolate this temporally (between
passes) and spatially (across and along swath). This
may depend on differences in configuration of the
system and the flying conditions (altitude, aircraft
attitude etc.).

The error budget for the system can be assessed in a
number of ways including, through the statistics of the
individual calibration measurements. The methods
employed at CCRS normally involve use of two
calibration arrays in the Ottawa area for local flights,
and a PARC/CR combination in at least one flight line
of remote acquisitions. This means that, at best, the
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Fig. 6: Measured antenna gains for C-band SAR system. The error bars in the upper pane are shown as the
variations at the bottom pane. The middle is the uncertainty in applied gain caused by a mask displacement of 1°.



RADIOMETRIC ERROR BUDGET

Returning to (1) the two main contributing independent
quantities come from the determination of the
calibration constant K' itself and from a,;(t9) , the two
way antenna pattern. The other terms have small
relative contributions.

[~)2 = (~)2 + [AG,; (t? ))2 + ... (2)
p 0 KI G ,; (t?)

The determination of K' requires an inversion of the
radar equation form of (1) for point targets and involves
knowledge of all the associated terms including the
application of a,;(&,.) at the target, T, and its radar
cross section. Let us assume that this uncertainty
including background fading, and extraction error can
all be determined from the relative spread in the
measurements of the calibration constant, ~, .

K

Uncertainty in the antenna pattern, AGFrJ) comes in
G1r{rJ)

two forms: the shape and size of the pattern; and the
placement of the antenna mask over the illuminated
swath. The antenna horn assembly is mounted in a
radome beneath the aircraft near the tail on a three axis
gimbal. The radiation path through the radome and the
near field interaction of the antenna with the mounting
faring and superstructure all depend on the aircraft
attitude (pitch, roll, and yaw). As explained in [3],
antenna range measurements were taken in the radome
environment at various attitude configurations to assess

these influences on G'fr ; these are plotted in Fig. 6.
Within ±20° of the boresight, these are approximately
constant in level at 0.7 dB for HH polarization and 0.5
dB for VY polarization.

We note that the dynamic range represented in an
airborne image is especially high (50-60 dB) compared
to typical spaceborne systems which cover much
smaller angular ranges within their swaths. Placing this
mask correctly over the resultant imagery requires
accurate knowledge of the antenna pointing.
Considerable effort [16] has been placed in matching the
observed behaviour of CRs and distributed targets in the
swath to determine the actual position of the antenna
pattern relative to the readout and control information
from the system. From this study, we believe that the
mask can be placed within ±0.3°. Returning to Fig. 5,
this kind of uncertainty would lead to radiometric
uncertainty which varies with angle to a maximum of
0.3 dB within ±20° of the boresight.
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Combining these ideas, we provide in Table 4 our
estimates for the overall RMS errors expected from this
system based on the calibration information derived
from the data and presented above. Results from a
particular line might be improved by site specific
calibration. The results are over a region of ±20° of the
boresight of the antenna.

Table 4: Systematic error budget

Property Unit Within a Between
Pass Passes

~G2 (t?).:it?
(dB) 0.70 0.70

dtJ tr

2 (dB) 0.30 0.30AG,r
AK' (dB) 0.30 0.70

Total <dB) 0.80 0.99

At/' within (deg) 3 10

±10° ofoeak

A<P beyond (deg) 30 30

±10° of
oeak

CONCLUSIONS

This paper has reviewed some recent polarimetric
calibration results from the CV-580 C-band SAR. It
shows the difficulty and importance of polarimetric
calibration, even for a very well isolated system. This
suggests that the engineering effort and procedures
required for satellite systems need to be considered
carefully.
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ABSTRACT

The purpose of this paper is to investigate the
discriminating properties of the numerous polarimetric
parameters and their potential to retrieve electromagnetic
mechanisms. This discussion is based on two different
approaches : a theoretical work and the knowledge acquired
from the analysis of the database of full polarimetric SAR
images provided by several RAMSES SAR airborne
campaigns.

INTRODUCTION

SAR imagesmainly contain two kinds of targets : single and
distributed. On the one hand, single targets are generally
man-made (like cars, trucks, buildings or landed aircraft...).
The radar images of single targets are characterised by a
reduced number of scattering centres. The waves returned
by each scattering centre are quite completely polarised and
add coherently. Each scattering centres is characterised by
its scattering matrix. The deterministic theory of
polarisation allows to identify the electromagnetic
mechanisms which generate the main bright spots. On the
other hand, distributed targets are generally extended areas
(like crops, meadows, forests or urban areas..).. In each
resolution cell an indeterminate number of elementary
mechanisms are adding in an incoherent way. The returned
waves are therefore partially polarised. These area can only
be characterised by second order statistical quantities. After
averaging, these quantities can reveal some global
properties.
Lots of parameters have been proposed in the open
literature, in order to assist the analysis of polarimetric radar
images. The objectives of this work are to introduce and
discuss these numerous parameters, to demonstrate the links
between some of them (especially between parameters
belonging to different sets), to search and point out the
parameters having genuine discriminating properties. This
work has been conducted in two different ways : theoretical
investigations and analysis on SAR full polarimetric images.

THE VARIOUS SETS OF PARAMETERS

Nowadays, scientists can mainly use three sets of
polarimetric parameters. These sets have been deduced
from two second order statistical quantities: covariance and
coherency matrices.
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General properties

These two matrices are built in the same way by averaging
the direct product < S ® S + > applied on the scattering

vector S.
Under the reciprocity assumption framework, the scattering
vector has three components :

S=(S0,S1,S2)1

and this kind of matrices can be written in the following
form:

[

<S0S~> <S0S;> <S0s;>l
[MJ = < s, s~> < s, s; > < S, s; >

<S2S~> <S2S;> <S2S;>
where < > indicates an average. They depends on nine real
parameters.

The difference comes exclusively from the base chosen to
write the scattering vector. The h/v base :

( / 0) I (0 /) (0 0)ohh = 0 0 o hv = Ji I 0 o,.,.= 0 I

gives the scattering vector :

s =(shh /ishv s.,r
and leads to the covariance matrix
The Pauli matrix base:

I (I OJ I (I 0 ) I (0a - a - a -
o - Ji 0 I 1 - Ji 0 -I 2 - Ji I

gives the scattering vector :
- I (S =Ji Shh+Svv

leading to the coherency matrix.

According to their mathematical way of building this kind
of matrices have some specific properties :
-I) The Schwarz relationship :

I * 12 * *<Sa Sb > -:::;< SaSa ><Sb Sb > a .b = {0,1,2} a 7:- b

applies on each off-diagonal terms giving three inequalities.
In the deterministic case (any averaging is ineffective) the
Schwarz relationships become equalities.
-2) Such matrices are hermitian and positive semi-definite.
Therefore, firstly their eigenvalues Ai (i = 1,3) are real and

Proceedings of the CEOS SAR Workshop, Toulouse, 26-29 October 1999, ESA SP-450, March 2000
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non-negative, and secondly the associated eigenvectors
V; are orthogonal. This property leads merely to the Cloude
decomposition [3] :
[M]= LP;M;

i=l,3
P; =A;/LA;

i=l,3

The original matrix [M] is decomposed into three
orthogonal matrices : [M; ] . Each elementary matrix being
built from a direct product applied on an eigenvector
[M;] =V; ®V; can only describe a deterministic
mechanism (no average). By this way a non-deterministic
mechanism can be decomposed into three deterministic
mechanisms (weighted by the normalised eigenvalues P; ).
It is necessary to be careful, when trying to give a physical
meaning to this decomposition : the true elementary
mechanisms may be neither orthogonal nor deterministic.
From the eigenvalues , two invariant parameters can be
deduced: entropy and anisotropy.
The entropy: H = - L, P; log, P; is an indicator of the

i=l,3

global state of the Schwarz inequalities. It quantifies the
degree of randomness.

A.2 -A.3
The anisotropy A = 1 1 must be used with caution

/L2 +A3

especially in imaging : in quite deterministic cases (low
value of H) the two smaller eigenvalues contains mainly
measurement noise. In this case, very high values (without
any physical meaning) of the anisotropy can be obtained.

Covariance matrix

The covariance matrix is often written in the form:

[

I 77,J'; pfi j
[C] = ahH 11* .J; e ;..Jei

p*..{i f..Jei g
using the following parameters :
The hH RCSa hH, the copolarisation ratio g , the
depolarisation ratio e :

and the three complex correlation coefficients between
polarimetric channels :
p = Cor(hH, vV) 17= Cor(hH,hV) ;= Cor(vV ,hV)

< s s: >Cor(xY,aB) = xY aB

~< Sxrs;y ><s.»: >
with:

The Schwarz inequality leads to the three inequalities:
ICor(xY,aB)I s 1.

Coherency matrix

The coherency matrix is rather written using the parameters
of the Mueller matrix :

[

2A0 C-iD H+iG]
[T]= C+iD B0 +B E+iF

H-iG E-iF B0-B
The Schwarz inequality leads to the three inequalities :

2A0(B0-B)~H2+G2 2A0(B0+B)~C2+D2

(B0 +B)(B0 -B) ~ E2 +F2

These parameters have the advantage of being all real and
energy-like.

Claude-Pottier parameters

The Cloude - Pottier [3] parameters are deduced from the
Cloude decomposition theorem applied on the coherency
matrix by writing each elementary eigenvector in the form :
- { ~ . v
V; =\cosa; sin zr, cosP;e1' sin zz, sinP;eJY; j
It can be easily shown that the parameters a and 2A0 have

a close meaning: 2A0 = (cosa) 2 and that p is near the
orientation angle 2l{I' of the Huynen theory. The
representation a I H connecting physical and random
properties illustrates the general principle : the more
random is a mechanism and lesser it can be identified. The
parameter a allows a good separation between the three
main kind of scattering which are nowadays of interest:
surface, double-bounce and volume. For further works, it
must be kept in mind that physical mechanisms depends in
fact of the set of parameters :a ,~,'Y, 8 . Therefore, a
description of physical mechanisms restricted to the
parameter a can leads to some worrying ambiguities in the
future, when the classification objectives will become more
ambitious.
For instance, let us consider the scattering matrix depending
on parameters x and cj> :

I (1 0 J[s] = r---::- O xe~

It gives a parameter 2 A0 given by :

I ( 2x coscj>)2A0=-l+ 22 I+x
Therefore a given value of 2 A0 (or a) corresponds to an
infinity of values of the pair (x, cj>) that is to say to an
infinity of different scattering. In particular, a classification
based only on this parameter cannot discriminate dihedrals
from helices and dipoles from quater-wave dephasors (x=1,
cj> = 1t I 2 ) in the deterministic case.



Links between two sets of parameters

The parameters belonging to different sets are sometimes
strongly related (the link between 2 A0 and a have already
been discussed). Interesting remarks can be deduced from
the Mueller parameters written versus the covariance matrix
parameters (in case of reflection symmetry for more
simplicity).
Having put: P = Cor(hH, vV) = J,o\ei5
the following relations can be obtained:

2A0 = o-hH(1+g+2.Ji'l~cosc5}

B0 +B = CThH ( 1+ g - 2.Ji'I~ coso)
D = 2o-hH ,Jg.'J,o\sins

C = CThH(l-g)
B0 - B = 2o- hH e

It can be noticed that parameters 2A0, B0 +B, D are all the
more dependent on c5as J,o\is close to 1. Conversely, when

J,o\decreases down to zero, the range of variation of these
parameters becomes more and more reduced. The
classification diversity is strongly reduced.
Therefore, J,o\looks like a degree of order and c5 describes
rather physicalmechanisms (like the pair H, a ) .

180
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200~·-~~"' :·:~~~: :~!;¢~.'.:~-:~~.('._~·r:.~M'~~~.~}-75
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Fig. 1: Image of the phase of the correlation coefficient
c5= arg(p)

The image (Fig. 1) of the differential phase c5= hh - vv
(phase of the copolar correlation coefficient) highlight a
dephasing near to 1t for a specific grassland (called
'dactyle') . Further investigations have shown that this
important parameter is effective to discriminate mowed or
not mowed grasslands.
Parameters C and D reveal an imbalance between the
copolar components: C is connected to a magnitude
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imbalance (its sign indicating the dominant polarisation hh
or vv) and D reveals a phase imbalance.
Parameter B0 - B represents merely the crosspolar RCS.

SIGNIFICANT PARAMETERS IN SAR IMAGING

We have seen that a random media, can theoretically be
described by nine parameters. The comparisons between
mechanisms must be made without taking account of
energy. Therefore, the span normalisation:

2A0 +(B0 +B)+(Bo -B) = 1
must be applied at each pixel level.
In this part, we will try to investigate the number of truly
useful parameters necessary to describe the random media in
a SARimage.

Tree kind of mechanismsare mainly[2] met:

- 1) Volume scattering (vs):
Volume scattering is known to give rise to a large cross
polarised backscatter. This phenomena can be easily
understood: the Mueller matrix parameters depending on the
orientation angle If/ , become nulls after averaging on all
directions. Therefore the coherency matrix of a cloud of
randomly oriented elementary mechanisms is only
characterised by the three remaining parameters :
A0, B0, F In practice F never appears, and the coherency
matrix of a pure volume scattering is diagonal:

[

2A0 O 0)
<[TJvs >= 0 B0 0

0 0 B0

Furthermore, the unit span normalisation implies that :
2A0 + 2B0 = 1. Therefore, in this case the coherency
matrix depends only on a single parameter : the value of
2A0, for instance. From experimental data (in L-band), it
can be observed that the model of randomly oriented dipoles
applies very well to the volume scattering on vegetation
(forest, in particular). The waves are scattered by branches
and/or leaves (Fig.2) looking like a cloud of dipoles.
According to that model: A0=B0=1/4 _

ii
// /
f,l !f;I I/! ;/I I

111,1 ,1 /'/ / 'j I(;, I./

I

volume scattering
in vegetation

cloud of randomly
oriented dipoles

Fig. 2: Volume scattering in vegetation
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In this case, it can be noticed that the volume scattering
increases a lot the parameter B0 - B =2<J 111. but never
makes it dominating. It must be pointed out (Fig.J), that the
area of volume interaction are clearly and merely localised
on areas where the crosspolar magnitude hV is relatively
high (forest, grown sunflower crops in June ..).

hVhV' (dB)

50

100

150

200

250
100 150 250 300 350 40020050

Fig. 3: Cross-polar RCS image (L-band)

Figure 4 shows that the main information given by entropy
and hv images can be quite similar. Therefore a radar
measuring only the crosspolar RCS can indicates in a
satisfactory way, the vegetation volume scattering area.

ENTFlOPIE%

50 100 150 250 300 350 400200

Fig. 4: Entropy image (L-band)

An imaging radar giving the crosspolar RCS can indicate
well the vegetation volume scattering areas.

- 2) Surface scattering:
Another usual feature in SAR imaging is the surface
scattering. The waves are reflected by an area behaving like
a mirror. Few rays are returned to the radar (Fig.5) and the
backscattered energy is very low (indicator). The waves

returned by most of the scattering centres add quite
coherently. Therefore the returned signal is deterministic
and its entropy is very low (indicator). A very low RCS is in
many cases produced by a purely surface scattering. (low
value of span and high value of 2AO).
In practical cases, the coherency matrix of a surface
scattering looks like to :

[

11+Pl2 (l+P)( J-p·) OJ
[TL,= (1+p·)( 1-PJ l1-Pl2 o

0 0 0

where B is not far from I .

The parameter 2 A0 is dominant but parameters C, D and

B0 + B can have significant values. In plain, the elementary
surfaces are quite horizontal (roads, just sowed fields
because they are compressed ..). It is not true when the
roughness RMS height is comparable or greater than the
wavelength.

Fig. 5: Surface scattering

- 3) Double-bounce area:
The third usual feature in SAR imaging is double-bounce
area. Looking at the drawing (Fig.6) representing the two
main cases of double-bounce area: urban area and trunk (or
stem) to ground interaction, it can be easily guessed that the
orientation of the major part of the elementary dihedrals is
quite horizontal. Therefore the double bounce area cannot
be described by a cloud of randomly oriented dihedrals.

trunk (or stem) I ground urban area

Fig. 6: Double-bounce scattering

The coherency matrix is :

[
11-Pl2

[TL"= (l+P)~-P/

where p is a complex number not far from I .



The parameter B0 +Bis dominant but parameters C, D and
2 A0 can have a significantvalue.
Urban areas also have large crosspolar contribution but not
in the same way : their radar images show many strong
bright spots on buildings generated by double bounce
interactions (on average B0 +B is quite large); the value of
the parameter E is very often high proving that towns are
typical areas where the reflection symmetry is not fulfilled.
It can be also noticed that in plain area, the variation
coefficient which is sensible to the discontinuities (applied
on the span, for instance) can also allow an easy
discrimination of the location of man-made targets and in
particular of urban areas.
The coherency matrix is often quite diagonal for vegetation
area, but we have seen that non-diagonal parameters can
have a significant value in some cases (E for town).
Dielectric properties can be revealed by off-diagonal terms.

Fig. 7 : RGB image of the three parameters B0 + B (red),
B0 - B (green), 2Ao (blue), after span normalisation.

In mountainous area , the elementary scatterer are rotated
according the azimutal slope of the terrain (4), and the
coherency matrices cannot be diagonal.
The RGB imaging is generally made without extracting the
overall energy. A better agreement with the polarisation
theory is given by applying the span normalisation on each
pixel. It gives images where physical mechanism can appear
better. Figure 7 is an RGB mapping of the three diagonal
terms of the coherency matrix. The span normalisation
allows to show the area where each diagonal term is
important. The drawback of this imaging are the area
returning a very low energy. In this case, we must be
careful because the analysis of pure noise might give
sometimes a very coherent answer.

CLASSIFICATION

In the framework of deterministic interactions (mainlyman
made objects), the Huynen theoretical research [I] leads to
extract from the nine Mueller parameters, the orientation
angle and the desoriented Mueller parameters. These
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interactions are theoretically described by S parameters. In
[S] the interest for classification of this set after removing
energy (span is normalised to the unity) is shown. On the
other hand vegetation media have always some randomness
and are described by the nine original Mueller parameters.
In the preceding paragraph, it is shown that in practice the
main interactions in plain area SAR imaging, have an
horizontal mean orientation. In the two cases (deterministic
or not) a few parameters have shown a real usefulness (high
enough value above the noise, to be admitted as significant).
But, one must remain cautious before excluding any
parameter of the classification scheme under penalty of
losing an important physical information. This is why , the
images have been also analysed using another method :
statistical analysisof homogeneous area.
The image of a parameter (unspecified) is displayed on the
computer screen. Rectangular surfaces are drawn (in a way
to select homogeneous area) interactively and a set of
preselected polarimetric parameters are averaged and then
stored for each area. In this way, tables giving for each
vegetation a list of polarimetric parameters can be built.
Since a few years the French experimental airborne SAR
radar RAMSES has been making full polarimetric
measurements for several frequency bands (X,L,S..) and
resolutions (ranging down to O,Sm).The results illustrating
this paper were obtained from data acquired in L band on
the ONERA test site in the south of Paris during two
campaigns separated in time by 11 months : June 1997 and
May 1998 in the framework of the RAMCAR campaign.We
have a good ground truth thank to the information given by
INRA (French establishment for agricultural research) who
grows this area. This area contains a variety of targets :
several urban area (U) and isolated buildings, several forests
(F) of various surfaces , various kind of well controlled
crops: great stem (S) crops (corn, sunflower),
graminaceous (G) crops (wheat, barley, hybrid 'tritical'),
small leaves (L) crops (flax, rape, peas), several kind of (M)
meadow('dactyle','fetuque') cut (lOcm height) or not (30
cm height), and fallow lands.
The table 1 was obtained from the data acquired during the
PRE-RAMCAR campaign. Fifteen kind of SAR surfaces
are studied. They are sorted according to decreasing values
of the parameter 2 A0 .

First of all, it is obvious that any classification method
deduced from these data is premature, because the
vegetation vary according to a number of parameters : state
of growth, wetness degree, moment in the day ...
However, we can observe several things :
1) The off-diagonal terms of the coherency matrix show
quite often significantvalues.
2) The coherency matrix is quite diagonal in two cases :

- vegetation giving rise to a quite true volume scattering
mechanism(eigenvalues close to the feature : Yi 114 Y4) :
forest, sunflower, colza and flax. Very high entropy (>0.9)

runways giving a true surface scattering :
2A0 dominant (0.9) and low entropy level (<0.5)
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3) The parameters C and D are not negligible in several
cases:

- the sign of C allow to separate the com field according
to the orientation of the furrows (parallel or perpendicular
to the aircraft displacement defining the horizontal
polarisation) ; It reveals a reversal of the imbalance between
the level hh and vv.

- the parameter Dis high for com and 'fetuque' grass.
3) On the table 1, it can be observed that the diagonal
terms of the coherency matrix cannot discriminate a specific
grassland called 'dactyle' from urban area. The high value
of parameter E (revealing that urban area have no reflection
symmetry) must be used.

Entro 2Ao Bo+B Bo-B c D E

urban u 0,9 0,32 0,52 0,16 0,14 -0,17
'dactyle' M 0,8 0,32 0,57 0,11
grass
flax L 0,9 0,42 0,32 0,26
sun s 0,95 0,46 0,30 0,24

flower
forest F 0,95 0,47 0,28 0,25
barley G 0,80 0,48 0,40 0 ,12 -0,IO
'tritical' G 0,85 0,52 0,28 0,20 0,15

colza L 0,9 0,55 0,25 0,20
comH s 0,85 0,57 0,37 0,07 -0,13 0,20
comV s 0,75 0,60 0,31 0,09 +O,J 0,27

5
fetuque M 0,8 0,60 0,30 O,IO O,IO 0,20
grass
wheat G 0,75 0,62 0,32 0,06 O,IO
peas L 0,8 0,62 0,28 0,10
fallow M 0,7 0,7 0,20 0,10
land
not M 0,4 0,90 O,IO -0,10 -0, JO

worked
road u 0,4 0,90 0,10

Table I : Comb of MueJier parameters from pre-RAMCAR
campaign for various kind of area

The span normalisation leads to the inequality ( equality in
the deterministic case):
(2Ao)2 +(Bo+ B)2 + (Bo - B)2 +2{c2 + D2 + £2 + F2 +G2 +H2} ~I

A learning memory filled with the reference Mueller
parameters combs (normalised) describing all known
interactions can be built. It can be updated and widened as
the knowledge will improve. The combs can be easily
compared between them using a correlation. In a general
way, the classification algorithms will depend greatly on
which targets have to be recognised, on the realism of the
learning memory and consequently on the knowledge on
electromagnetism interactions with targets and vegetation
(dielectric, more or less dampness or dryness of surfaces ..)

CONCLUSIONS

Classification algorithms using polarimetric parameters
have to be matched to the targets of interest.
In this work many parameters are discussed with the aim of
pointing out the true discriminating properties. It is shown
that the off-diagonal terms of the coherency matrix can be
significant . We have shown that the combs of Mueller
parameters with a span normalisation:
2Ao,Bo +B,B0 -B,C,D,E,F,G,H is a set well suited to
a recognition software both for single and distributed
targets. Although nondiagonal terms of the coherency
matrix are often negligible, we have pointed out that in the
current state of knowledge on electromagnetic mechanisms,
one may be cautious under penalty of losing some
significant information.
The general purpose of our investigations is to learn how to
retrieve the electromagnetic mechanisms with vegetation
and targets, from the polarimetric parameters which
sometimes show very unexpected feature and behaviour.
Further investigations will be needed, to be able to built a
realistic reference memory of vegetation mechanisms. In
many cases, a comparison with the results of theoretical
model of vegetation will be fruitful to reach a better
understanding.
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