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This cover picture is a collage of ERS satellite images. In the background we show the sea
surface topography anomaly (red-to-yellow colours) of the 1997 El Nifio derived from the ERS
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ESA-ESRIN); and d) Combined Meteosat-3 weather image (white cloud pattern) and ERS-1
scatterometer data (arrows) of Hurricane Emily taken on 30 August 1993. The arrows show wind
direction, and their length corresponds to wind speed. The red arrows near the eye of the
hurricane indicate high wind speeds exceeding 15 m/sec (Copyright ESA).
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Preface
This special section of the Journal of Geophysical Research is devoted to recent advances in ocean­

ography and sea ice research using observations from the European Remote Sensing Satellites
(ERS-1/2). Individual papers address a wide range of topics on algorithm development, geophysical
parameter retrieval, and validation studies of the following: ( 1) near-surface winds, (2) surface waves,
(3) oceanic features, (4) ocean circulation, and (5) polar sea ice. The papers provide clear and
convincing evidence that ERS satellite data, used in conjunction with in situ measurements; other
satellite data, such as from the TOPEX/POSEIDON radar altimeters; and numerical models have
enabled significant advances to be achieved in physical oceanography and polar sea ice research.
The European Space Agency (ESA) launched ERS-1 in July 1991. ERS-2 was launched in April 1995

to ensure the long-term continuity of ERS-1 data collection. For 12 months in 1995-1996, during the
Tandem mission, ERS-1 and ERS-2 were operated in the same 35-day repeat orbit with a revisit time
of 1 day. ERS-1 had also been operated in 3- and 168-day repeat cycles to cater to a wide range of
scientific and operational requirements. Since June I996, ERS-2 has been the primary operating
satellite with ERS-1 being kept in hibernation. Tandem operation of limited duration is still performed
on a campaign basis. Both satellites carry an infrared visible along-track scanning radiometer (ATSR)
and three active microwave instruments: a synthetic aperture radar (SAR), a wind scattcrornetcr, and
a radar altimeter (RA) supported by a microwave radiometer (MWR) and precise range and range rate
equipment (PRARE). The RA and ATSR instruments collect data continuously while the SAR and the
wind scattcrornctcr arc configured in an alternating mode of operation such that the SAR wave mode runs
jointly with the wind scattcromctcr, while the SAR image mode only runs with the scatterornctcr turned off.

In this special section the 28 papers represent a compendium of ongoing research activities carried
out with ERS. It complements the series of ERS symposia proceedings, application workshop reports,
and scientific and application achievement documents published during the last 5 years. In addition, it
adds to the numerous papers, relying on the use of ERS observations, which over the years have been
published in review journals or special issues. More than half of the papers in this special section focus
on topics in which the use and interpretation of SAR data are essential. These include wave modeling
and data assimilation. new methods to obtain high-resolution mcsoscalc wind field patterns, improved
techniques to interpret and analyze signatures of internal waves, and sea ice pattern and motion
recognition. The remaining papers arc predominantly focused on the use of ( 1) the RA for retrieval of
the marine gravity field, studies of sea level change, and variability in upper ocean circulation; (2) the
wind scatteromcter for the determination of the vector wind field and the estimation of retrieval
accuracies as well as studies of wind stress and upper ocean transports; and (3) the ATSR for accurate
derivation of sea surface temperatures.

ERS-2 is expected to operate for at least 2 more years. Between the two satellites, nearly 10years of
regular active microwave observations for oceanography and polar sea ice research arc available.
The help and support from the ESA Mission Management Office (G. Duchossois, European Space

Agency Headquarters, Paris) are highly acknowledged.
Guest Editors
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Toward the true near-surface wind speed: Error modeling
and calibration using triple collocation

Ad Stoffclen
Royal Netherlands Meteorological Institute. de Bilt, Netherlands

Abstract, Wind is a very important geophysical variahlc to accurately measure. However, a
statistical phenomenon important Ior the validation or calibration of winds is the small dynamic
range relative to the typical measurement uncertainty, i.c., the generally small signal-to-noise ra­
tio. In such cases, pscudobiases may occur when standard validation or calibration methods are
applied, such as regression or hin-avcragc analyses. Moreover, nonlinear transformation of ran­
dom error, for instance, between wind components and speed and direction, may give rise to
substantial pscudobiases, In fact, validation or calibration can only be done properly when the
full error characteristics of the data are known. In practice, the problem is that prior knowledge
on the error characteristics is seldom available. In this paper we show that simultaneous error
modeling and calibration can be achieved by using triple collocations. This is a fundamental
finding that is generally relevant to all geophysical validation. To illustrate the statistical analysis
using triple collocations, in situ, ERS scatteromcter, and forecast mcx.1clwinds are used. Wind
component error analysis is shown to be more convenient than wind speed and direction error
analysis. The anemometer winds from the National Oceanic and Atmospheric Administration
(NOAA) buoys arc shown to have the largest error variance, followed by the scattcromctcr and
the National Centers for Environmental Prediction (NCEP) forecast model winds proved the
most accurate. When using the in situ winds as a reference, the scatterometer wind components
arc biased low by -4%. The NCEP forecast model winds arc found to be biased high by -6'/r.
After applying a higher-order calibration procedure an improved ERS scattcromctcr wind re­
trieval is proposed. The systematic and random error analysis is relevant for the use of near­
surface winds to compute fluxes of momentum, humidity, or heat or to drive ocean wave or cir­
culation models.

1. Introduction
Surface truth is very important for the computation of

fluxes of momentum, humidity, or heat as these arc relevant
tor climate studies on U1eseasonal scale (El Nino Southern
Oscillation) and U1e interannual scale. Ocean circulation
models arc driven by U1cnear-surface wind. Surface-based
anemometer winds cover U1cspatial and temporal domains
poorly. On U1c 0U1er hand, meteorological analyses mid
scattcromcters provide a wealth of information, hut an abso­
lute calibration of these is lacking. In this paper we attempt
Losolve this problem.

Wind errors arc generally large, such that the signal-to­
noise ratio (SNR) is not large with respect to 1. In such
cases. standard regression or bin-average (BA) analyses
could easily lead to pscudobias effects. It is shown in this pa­
per that only by using triple collocations and a profound er­
ror analysis such effects may be avoided. We use a l-rnonth
data set of triple collocations of anemometer winds from U1c

Copyright 1998 by the American Geophysical Union.

Paper number 97.IC03 J 80.
0 I48-0227 /98/97.IC-03180$09.00

National Oceanic Atmospheric Administration (NOAA)
buoys. ERS scattcromctcr winds, and National Centers for
Environmental Prediction (NCEP) forecast model winds in a
three-way comparison. Thus we readdress the wind calibra­
tion ofCMOD4.

The current operational ERS scaueromcter processing
uses U1ctransfer function CMOD4 to derive winds from U1c
backscatter measurements. Stoffelen (1998) discusses the cf­
feet of backscatter calibration on U1cwind processing. Bot11
backscatter and wind calibration may he performed over the
ocean but in an almost independent way [Stoffelen, 1998].
This is not to say that the backscatter calibration has no ef­
fect in U1cwind domain. For instance, following an onboard
hardware problem in mid-1996, the European Space Agency
(ESA) switched to a redundant hardware module that
slightly affected U1cradar backscatter calibration. A bias of -
0.2 m s 1 in U1cESA "fast delivery" was the known conse­
qucnce. In rnid-1997 this bias was corrected. The results in
this paper apply to ERS scaucromctcr winds processed from
calibrated backscatter measurements using CMOD4
IStoffden and Anderson, 1997 a, b, cl.

CMOD4 was derived with a maximum likelihood esti­
mation (MLE) procedure using ERS measurements and
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other hand, the scattcrometer with a footprint of 50 km does
not measure the variability on scales smaller than 50 km.
The variability measured by an anemometer and not by the
scatterometer is more generally indicated as representative­
ness error [see, c.g., Lorenc, 19861.

For a detailedcalibrationa goodnotion of the accuracyof
the observation systems is necessary, t11atis, we need to
know what may be called "the cloud of doubt" around the
measurement.The nature and amount of systemerror has to
be taken into account. Usually, errors are classified as sys­
tematic (bias) or random (by their standard error (SE)). For
most observing systemsone could distinguish detection er-
rors and interpretation errors. The detection error includes
measurement accuracy and digitizing effects, whereas the
interpretation error is made when transforming the meas­
urement(s)to the required variablc(s).

For example, for buoysthe detection error is determined
by anemometer characteristicsand buoymotion. The inter­
pretationerror for anemometerwindshas only to do with the
correctionof the measurementsto a height of 10m and with
the collocationtime and space window (sec, e.g., Wilkerson
and Earle [1990]for a more detaileddiscussion).

For the scatterometer the detection error is fairly small
and expressedin vectorwind root-mean-square(rms roughly
0.5 m s·1 [Stq[felen and Anderson, 1997b, c]. On the other
hand, t11einterpretation error is larger mid depends mainly
on the accuracy of CMOD4 since the inversion error is
small. CMOD4 does contain effectsfor instance of stability,
surface slicks, mid waves but only as far as they are corre­
lated with the area-averaged 10 m vector wind. However,
backscattereffectsthat are not correlatedwith the 10m wind
will contributeto the randomerror ofCMOD4.
Although a weather forecastmodel wind is not a measure­
ment, it may be treated as if it was an observation,since it
contains information from all tropospheric observations of
mass and wind that were assimilated in the past. Its error
will be largelyindependent from the errors of the current ob­
servations.The lowestmodel level is generallyjust belowthe
top of the surface layer,which is roughlyat 50 m. In a post­
processing step. 10-m winds are derived from model vari­
ables. Errors here arc caused by errors in the model state
(dynamics)and by errors in the extrapolationmodule for the
atmosphericboundarylayer.

When trying to characterize measurement errors, it is
practical to select a parameter domain where the cloud of
doubt is simple to describe.When it is symmetric,then first­
and second-orderstatisticalmomentsmay be sufficientto de­
scribe the errors. Although we need not limit ourselves to
these, tor wind the two physical choices are either wind
components ( u. v ) or wind speed and direction ( .f. </J ).

These sets are nonlinearly related, and random errors in the
one domain may generate a serious pseudobiasin the other
domain, as will be shown later.

One way to approach error characterization is to look in
detail at the above error sources. The anemometer charac­
teristics tor in situ winds will vary but will generallynot be
the dominant error source. Interpretation errors, including
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European Centre for Medium-range Weather Forecasts
(ECMWF) analysis winds (operational winds in November
1991) as input [Stq[felen and Anderson, 1997a, b, c],
Amongst some other proposals this transfer function was
verifiedagainst winds from the ESA-led Haltenbankenfield
campaign and winds from the global forecastmodel of the
United Kingdom MeteorologicalOffice (UKMO) [Ojfiler,
1994] and selected as the preferable function. Winds from
numericalweatherprediction(NWP)modelsare only a good
reference when they in turn are calibrated against in situ
winds from conventional platforms. Also, in a calibration
exercise it is important that a representative sample of the
day-to-day weather event'>is present. Wit11hindsight, the
Haltenhankencampaignwas perhaps too limited in extent to
guaranteethis.

We study t11eerror characteristicsof in situ, scatterome­
ter, and forecastmodel winds in section 2. We discuss the
selectionof a measurementdomain where t11eerrors can be
describedsimplybya systematicand random part. Pseudobi­
ases after nonlinear transformation of such errors are also
discussed.The wind components rather than speed and di­
rection are shown to be the most convenient to provide an
accurate descriptionof observationerrors. Mean wind com­
ponentsof differentmeasurementsystemsarc generallyclose
to each other. Thereforewe first focuson the first-ordercali­
bration, which is a multiplication factor or scaling (a linear
regression with zero bias term) thar would for a particular
true value t providecalibratedmeasurementsx with expecta­
tion value < x > = t . In section 3 it is stated that without
prior knowledge it is in the case of intercomparisonof two
noisy systems not possible to resolve both the observation
systemerror characteristicsand the calibration. In section4
it is shown that with three noisysystemsit is possibleto cali­
brate two of the systemswith respect to the third and, at the
same time, provide an error characterization for all three
systems.We have used the in situ winds as a referenceand
scaled the scatterometer and forecast model winds to have
the same average strength. In section 5 a higher-order, or
more detailed, calibration is considered. Section 6 provides
the error model parameters and calibration factors for the
three collocationdata sets. Section 7 discusses t11eimplica­
tionsof this studyfor scatterometerdata processingand wind
data interpretationand application.

2. Observation Errors and Error Domain
In order to calibratean observingsystemwe need to have

a good notion of what parameter we want to measure, i.e.,
what variable, but also on what temporal and spatial scales.
The variable that we deal with here is the vector wind at a
height of 10m above the ocean surface.We ignore temporal
effectsand assume that all observingsystemsinvolvedrepre­
sent t11esame temporal scale (10-min averages).We do not
consider temporal averagingof the buoywinds, since in our
analysis this wouldnot affect the calibrationsand wouldjust
reduce the random observation error of the buoys. In the
spatial domain the in situ data represent a local estimate and
therefore include the wind variability on all scales. On the
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height correction to 10m and platform motion correction er­
rors, may he more substantial fix the conventional winds.
Some components of it may he well characterized in the ( I.
</J ) domain, while other components arc heller characterized
in the ( 11. 1· ) domain. A major contribution to the obscrva­
tion error for conventional winds when comparing to scat­
tcromctcr data or forecast model winds will he the spatial
rcprcsen tativcness error. This part of the total observation er-
ror is well characterized in the wind component domain.
Scaueromctcr winds arc empirically derived, mid opinions
will differ as to which geophysical clements (c.g., waves,
stability, rain, or sea surface temperature) determine the in­
terpretation error. The error sources in the forecast model
that project onto the surface wind arc even more difficult to
elaborate on. It may he clear that a characterization of the
total observation error from a quantification of all the error
sources contributing to it will he undoablc. Therefore an em­
pirical approach is needed.

In Figure 1 the distribution of scaucromctcr winds fix a
fixed forecast model wind subdomain is shown in hoth
physical spaces. Since the forecast model is not perfect, the
subdomain of true winds will he larger than Ilic suhdomain
of Ilic model winds, and as such, it may he clear that Ilic dis­
tribution shown is affected by errors in both the forecast
model mid Ilic scaucromctcr. We can see that the combined
component errors are well captured hy a symmetric distribu­
tion. and one may assume that both scaucromcicr mid fore­
cast model error distributions arc symmetric (Gaussian) as
well. On the other hand. the wind direction random error
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clearly depends on wind speed, i.e .. the lighter the wind the
larger the wind direct.ion error. The wind speed error is not
symmetrically distributed for light winds hut skew; that is,
large positive errors arc more likely than large negative er­
rors !Hinton and Wrlie, 19851. This is related to the fact that
measured negative wind speeds cannot occur.

Moreover, the cloud of doubt in the ( .l ¢ ) space is quite
complicated mid cannot he described hy second-order statis­
tics. whereas in ( 11. v ) space Ilic cloud of doubt seems much
simpler to describe. Therefore, as is common practice in
meteorological data assimilation, we define an error model
in the wind components.

In practice, it is found that the random error on both the 11

and 1· components is similar, as one may expect (see, c.g.,
Figure la). By verifying the error distributions at higher
speeds we found little evidence of a speed dependence of the
component errors in the observation systems studied (see,
c.g .. Figure 2). As such an error model with constant mid
normal component errors appears appropriate. It implies for
speed and direction that the expected rms wind speed differ­
ence < (Ix -f y )

2 > of two noisy systems X and Y increases
monotonically with wind speed, and the wind direction rms
< ( cp x - c/Jy) 2 > increases monotonically to a value of 104°
lor decreasing wind speed. Hinton and Wvlie [19851 used a
truncated Gaussian error distribution tliat did not allow
negative speeds. to correct for tl1e low-speed pscudobias.
This procedure is rather unsatisfactory since it is not likely
that the true error distribution contains discontinuities. By
assuming Gaussian error distributions in Ilic wind compo-
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nents the cutoff speed effect is naturally simulated, thereby a
avoiding an ad hoc correction.

A good way to verify our approach is to simulate the wind
speed and direction difference statistics with the error model
we have obtained for the wind components. Figure 2 shows
such a comparison (compare errors to Table 2). We can see
that the average wind speed difference (pseudobias) indeed
varies as a function of wind speed and that it can be as large
as 1 m s' for realistic errors. The standard deviation of the
wind speed difference and the vector rms difference go to a
small value for low wind speed, as is observed for the real
data as well. The wind direction standard deviation increases
tor decreasing wind speed and goes to a value of a hundred
odd. as expected (random direction). Thus our error model
set up to describe the observed difference statistics in the
wind components also qualitatively describes the observed
difference statistics in wind speed and direction very well.
thereby confirming its adequacy. A quantitative validation of
the error model C<'Ul be made when the wind component er-
rors arc known.

3. Error Modeling and Calibration With Two
Systems

Unfortunately, all observation systems contain error. This
means that we cannot assume tllat one measurement repre­
sents the true state and calibrate the other against it, as is il­
lustrated here. Assume we have a distribution of "true"
states, indicated by the variable t. with expected variance
< t 2 > = a 2

, and two independent measurement systems X
and Y, indicated by the variables x and y with error variances
of<(t-x)2> = E2xm1d<(t-y)2> = E2rrespectively.
If the distribution of true values and the error distributions
are normal, one can show that for fixed x the average of y
does not lie at< y > = x but at< y > = a 2

( o 2 + E 2x ) -1 x
(see appendix A); that is for a = 5 m s-1 and a typical wind
error of Ex = 2 m s-1 we find < y > = 0.84 x, which implies
a 1.6 m s' difference at 10 m s'. So, for unbiased Gaussian
error distributions, computing the mean of y for a fixed
subrange or bin of x (bin-average analysis) does, in general,
reveal a pseudobias that depends on the error characteristics
of system X.

Scattcrometer data are often verified against buoy data,
where the buoy data are assumed to be "surface truth" [see,
e.g., Rufenach, 1995]. However, the representativeness error
(see sections 1 and 4) for anemometer winds is substantial,
and therefore this assumption does not hold. As such, in this
work the observation error of in situ winds will be accounted
for in the interpretation in order to be able to draw valid con­
clusions on tlle scatterometer and forecast model bias.

A better assumption often used either implicitly (e.g., in
"geometric mean" linear regression) or explicitly is Er = Ex

= E , leading to tlle expectation < x 2 > = < y 2 > = ()2 +
E 2• Again, for c = 5 m s' but now for the common wind er­
rors of Ex = 3 m s-1 and E r = 1 m s', we find a ratio of
total variances of < x 2 > < y 2 > -l = 1.32, which would
lead after linear regression to the conclusion that system Y is
biased low by 16% if system Xis assumed to be bias free.
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line), and vector root-mean-square (dashed line) of differ­
ences are shown. The simulation (Figure 2a) is done with the
scatterometer wind distribution as "truth" and wind compo­
nent standard errors of 1.0 and 1.8 m s' for the forecast
model and scatterometer, respectively (compare Table 2).
Figure 2b is for the first node at the inner swath, which is the
noisiest of all nodes. Although Figure 2b is noisier, the gen­
eral speed and direction error characteristics are qualitatively
well simulated in Figure 2a by the wind component error
model.
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Thus the assumption may imply a 1.6m s' pseudobias at I0
m s-1 for, in reality, unbiased Gaussian error distributions.
The examples illustrate that when a noisy system is used as a
reference for calibration in a dual collocation, we will need to
know the error characteristics of that system. Further proof
of this is given in Appendix A.

Another possibility of generating pscudobias is by nonlin­
ear transformation. An unbiased symmetric error distribution
may then be transformed into a skew mid biased error distri­
bution. For example, Gaussian errors on the wind compo­
nents 11 mid v for system X or Y will not correspond to Gaus­
sian error distributions on wind speed f mid direction <fl. Us­
ing the same notation and assumptions common to the pre­
vious two examples, we show in Appendix B that <j x > =
J;!2 (J x- where (J 2x = (J

2 + E
2x. with (J the standard de­

viation (SD) of the true wind component distributions. E x
the SE of system X. mid where the errors arc assumed identi­
cal for the 11 and v components, A similar expression e<mhe
derived for system Y. The expected mean wind speed differ­
cncc is approximated as <Ix -I 1> = M((J x - (J r ) "'
J;!2 ( E \ - E \ ) (J-1. For example, the typical values of ( a:
E x. E r ) = ( 5. 3. I ) rn s' will lead to an average wind
speed bias of 0.4 m s'. This is a pscudobias since the error in
the wind components is unbiased. One am show that the
pseudobias generally oscillates from positive to negative as a
function of wind speed and is largest in a relative sense for
low speeds (as in Figure 2).

It may be clear from the above that it is desirable thar the
error characteristics or measurement systems arc well de­
scribed, thereby avoiding pseudobias effects only caused by
inaccurate assumptions on the errors. Moreover, in order to
provide a calibration and error model or observing systems it
is desirable that a domain is chosen where the errors arc
simple to describe, preferably avoiding statistical moments of
order higher than 2 (see section 2). Also, in geophysical ap­
plications the use of data with complex error characteristics
may lead to biased results when the error characteristics are
not properly accounted for.

4. Error Modeling and Calibration With Three
Systems

In the previous sect.ion it was indicated that calibration of
one noisy system against another is not possible without fun­
damental assumptions on t11enoise characteristics of al least
one system. It was shown that these assumptions may lead lo
substantial pseudobias problems. This is further elaborated in
appendix A. Herc a method is introduced to perform calibra­
tion and error modeling using triple collocations. The
method is quite general and is introduced as such. Later on,
the method is applied on in situ, scatteromcter, and forecast
model wind components. Now suppose three measurement
systems X, Y and Z measuring a true variable t. Let us define

t + ox ' < ol >x = . Ex =
Sr(/ + Oy) ' <M> (1)v = EY =
szU + Oz) e2 = < o~ >
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with as befi.lre, (J 2 = < t 2 >. and now ox . o y, and oz are
the random observation errors in the measurements x, y, and
z respectively. Here .l'y and s1 arc the calibration (scaling)
constants. We have assumed no bias such that < ox > =
< Oy > = < oz > = 0. For marine winds this is valid to
good approximation (see section 5), but otherwise, bias may
be easily removed.

It is unlikely that the three systems represent the scune
spatial scales. Therefore we will arbitrarily assume that ob­
servation systems X mid Y am resolve smaller scales than
system Z by taking c ox o y > = r 2. Here t 2 is the variance
common to these smaller scales and taken as part of the ob­
servation errors ox mid o y and t only represents the spatial
scales resolved by s. By definition r 2 is the correlated part of
the representativeness errors of X mid Y. The choice for I to
only resolve the coarsest scale measurement allows the ap­
proximation < ox t > = < o y t > = < o 1t > = 0, that is,
the observation errors are assumed uncorrelated with t. Fur­
thcrrnorc. since z. does not include the smaller scales, the ob­
servation error of system Z is independent of the errors of X
and Y. that is, < ox o 1 > = < o 1.o y > = 0. The assump­
tion that the wind component errors of the diffcrent observa­
tion systems arc uncorrelated, except for the representative­
ncss error. is essential to determine the calibration. Now the
calibration coefficients am be derived from the different co­
variances

.\';

Sr - < .V?. > < ?..X >-l
< \'?. > (< X\' > - /'2 S >) 1. . \

(2)

These coefficients can be used lo create

,.* Sr r

"* -1 ".\'/
(3)

which are the calibrated dam. Subsequently, all random error
parameters of the observation systems X, Y, and Z Cc:'Ul be re­
solved pairwise from the different covariances, as illustrated
in Appendix A by (AS). Here we used observation system X
as a reference system. This preference can be easily altered
by scaling all parameters to one of the other systems.

So under the premise that we find an estimate for r 2 we
have found a way to perform a first-order calibration. In
work by Stoffelen [ 1996] the spatial representativeness error
of the scaucrometer with respect to the ECMWF model is
estimated to be r 2 = 0.75 m2 s-2. We use this as a baseline
assumption here as well. The sensitivity of t11eresults to this
choice is discussed later on mid shown to be small (sect.ion
6).

5. Higher-Order Calibration
After the first-order calibration the three systems should

be largely unbiased. However, in this sect.ion we consider a
more detailed calibration of the systems by pairwise com­
parison. For the triple-collocated data the procedure is run
comparing X and Y. Y and Z, and Zand X so that consistency
can be checked between the results.
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Now first consider X and Y. After obtaining e x and e y
we decide which system is the least noisy; for example, sup­
pose c x > e y. Then system Y may be convoluted with a

Gaussian distribution with width~ c:; - e / to obtain a dis­

tribution (and a system Y') that has the same error properties
as that of system X, i.e., e' y = c x . In fact, since they repre­
sent the same true distribution, the resulting distributions of
X and y· should be identical in case of a large sample size.
When dealing with winds, the errors of X and Y may be
matched for both components, such that either components
or speed and direction distributions should be identical. By
comparing the cumulative distributions of these two systems,
j(x ! and g(v ·), that are monotonically increasing functions,
we can easily compute a mapping vµ = µ(v ') that results in
identical distributions ftx) and g(/'!. The higher-order cor­
rection would then be µ{y) - y, which may be plotted versus
\'.

The higher-order calibration is only reliable when the er­
rors of system X and Y arc well characterized by a normal
distribution. However, if substantial errors of order higher
than 2 would be present in either system X or Y, then the
detailed bias computation method set out above may provide
large pseudobiases. When more than two systems are in­
volved, such as in our triple collocation data set, a consis­
tency check between the different comparisons may reveal
such problems. In tl1e extreme parts of the domain, where
the error distributions of either system are insufficiently
sampled. further pscudobias effects may occur. To gain con­
fidence, the computed corrections may be verified by Monte
Carlo simulation to test such sampling problems.

6. Calibration and Error Model Results
In this section we describe the implementation of the

method given earlier mid show the results of tile calibration
of scauerometer and forecast winds relative to the ane­
mometer winds. A l-month data set kindly provided by
NCEP from March 1995 with off-line anemometer winds
from the NOAA buoys corrected to 10-m height [Wilkerson
and Earle, 1990] was used collocated with the ESA­
processed ERS- 1 scauerometer and NCEP forecast model
winds. The NCEP forecast wind is valid at the time and lo­
cation of the buoy measurement. All scauerorneter data
within 200 km and 3 hours of a buoy were selected mid as a
result 40,091 triple collocations were available resulting
from 1465 independent buoy measurements.

The average wind components of the in situ, scatterome­
ter. and forecast winds are very close (within a few tenths of
a m s·\ As such, the assumption just below (1) that the sys­
tems have no absolute bias, i.e., < 8; > = 0 for i = ( X, Y,
Z) proves valid.

A quality control procedure is applied to exclude gross er-
rors. An iterative scheme is followed, where in each trial a
calibrated (equation (3)) collocation triplet is rejected when
for any pair the following condition holds, illustrated here for
pair ( x. v*)

Ix - Y *I > 3 ~ e ] +e /

where the calibrations mid the errors are taken from the pre­
vious trial. In tne first trial we start with calibration factors
equal to 1 mid errors equal to 2 m s". The calibration factors
are within a percent of their final value after one iteration,
and also, tl1erejection rates remain constant (at -1 %) after 1
or 2 trials: 6 trials were used. A wind direction bias correc­
tion is repeated after every trial, and the resulting corrections
are 4°-5° for the scatterometer and 1°-2° for the forecast
model. where the incremental correction in the sixth trial
was very small (<0.01°). Wind direction corrections of this
size do not substantially impact the wind component statis­
tics, hut the scatterometer bias may need further attention.
Stoffelen [ 1996] shows that the bias reverses in the southem
hemisphere mid is difficult to explain from existing theories
on air-sea interaction.

6.1. First-Order Calibration

The calibration factors resulting from the above procedure
are shown in Table 1. The NCEP forecast model appears bi­
ased high by roughly 6%. The representativeness error esti­
mate modestly influences the calibration coefficient of the
forecast model as we would expect from (2). In contrast, the
scatterometer calibration enforces the winds. Remarkably,
the scatterometer along-track component is biased less than
the across-track component. This difference, however, may
he explained by the relatively small number of independent
collocations used.

Figure 3 shows the joint distributions of the wind compo­
nents of in situ and scatterometer, scatterometer and NCEP,
and NCEP and in situ data. It is evident that the scatter in
the scatterometer and NCEP plot is smallest. This means
that the in situ winds have the largest error. The in situ and
scatterometer plot shows the largest scatter, which indicates
that the NCEP winds are the most accurate. Table 2 shows
the results of our random error estimates from (AS) in Ap­
pendix A, which confirm our subjective analysis. The error
estimates for the 11 and v components are quite similar for
NCEP and conventional winds. but for the scatterometer the
along-track component seems slightly worse than the across-

Table 1. Calibration Scaling Factors Against Buoy Winds
for Wind Components From the Scatterometer and Forecast
Model for Different Representativeness Errors

Component Scaling

u v ,.2,m1 s-2

Scatterometer 0.97 0.95 all
NCEPmodel 1.06 1.06 0.50
NCEPmodel 1.06 1.07 0.75
NCEPmodel 1.07 1.08 1.00

(4)

Here u is tile along-track, and v is the across-track wind
component; r 2 is the representativeness error (due to scat­
tcromcter and model spatial resolution difference).
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Figure 3. Joint distributionsfor the along-track (11) and across-track(v)ERS-1wind components,respectively.
for the (a, b) NOAA buoy anemometer and ERS-1 scatterometer, (c, d) scaucrometer and NCEP forecast
model, and (e, f) forecastmodel and anemometerwinds. These plots show the full characteristicsof the triple
collocationdatabasein thewind domain.

track component.Given the fact that the wind directionwas
predominantly across-track in this data set, it may indicate
someanisotropyin the scatterometererror distribution.

From a climatologicalwind spectrum one may estimate
the representativeness error variance of tl1e conventional
windswith respect to NCEPwinds to be 2.1m2 s·2 [Stof/Clen,
1996].As such, the (local)error of the in situ windsmay be
estimated as 1.41 m s' for the u and 1.21 m s' for the v
component. However,for many applications the local wind

is not as relevant as an area-averagedquantity such as pro­
videdby the scatterometer.

Since the scatterometerwinds arc not exactly collocated
in spaceand time with the in situ and NCEP winds, a collo­
cationerror may be subtractedfrom the former.Wind meas­
urementsseparatedby in between2 and 3 hours will have an
additionalerror componentof -1.5 m2 s·2 [Stoffelen and An­
derson, 1997c].When we assume that the collocationsare
randomlydistributed in time (over 6 hours), the average er-
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e verifies reasonably well with the error estimates obtained in
this work. The ECMWF and NCEP model errors would be
comparable, since the ECMWF wind error on scales between
50 and 250 km was estimated to be 1.1 m s' in Stoffelen
[19961.

6.2. Higher-Order Calibration

The higher-order calibration procedure of section 5 re­
quires a convolution of the most accurate system with a
Gaussian error distribution with a width determined by the
difference in error variance of the two systems. Figure 4
shows the higher-order calibration by the cumulative distri­
bution mapping method, The wind component biases appear
to be rather random in nature. The smallest biases are gener­
ally present at small wind component values, and the highest
arc present at high component speeds. This is due to the fact
that the largest number of data is present at low component
speeds. and the lowest number is present at high speeds. In

_20 " ~ other words. the higher the speeds the less accurate the re-
-20 -1o o 1o 20 sults are. In an attempt to fit the bias with a smooth function

NCEP wind u compon. [m 8-1J this would have to be taken into account, and changes at the
tail or the distribution should be kept small.

Inconsistency of the wind component biases between the
calibration pairs is most noticeable at the tail of the distribu­
tions: that is. for example, the bias of the in situ winds with
respect to the scatterometer is not CljUalto the sum of the bi­
ases of the conventional winds with respect to NCEP and tho
bias of NCEP with respect to the scatterometer. Moreover,
the plot suggests that the scatterometer has a generally ncga­
tive bias with respect to the anemometer winds and NCEP
for the along-track component. However, this effect is not
confirmed by the differences in mean value of the scat­
tcrometer along-track component. Closer inspection reveals
more (but smaller) inconsistencies. These indicate insuffi­
cient sample size or higher-order statistical moments in the
error distributions than those accounted for.

The cloud of doubt is assumed to be Gaussian with a fixed
standard error. However, in reality, also higher-order mo­
ments may be relevant here. Furthermore, the standard error
may depend on the geophysical condition, for instance on

'(/)

E 10

c
0
0..

E
0
u 0
:0,,

>-.
0
::i
.D

:j'.-10
0z

f

-20-r-~~~~.-~~~~-.-~~~~-,.-~~~~-+
-20 -10 0 10

NCEP wind v compon. [m s-1]

Figw·e 3. (continued)

ror contribution would be -0.75 m2 s·2• Such a collocation er­
ror would reduce the scatterometer error estimates by -0.2

-1ms.
Stoffelen [1996] studied the spatial representation of the

ECMWF forecast model and the ERS-1 scatterometer winds
on scales between 50 and 250 km. On these scales the scat­
terometer contained substantially (20-40%) more variance, It
was very likely that part of this additional variance verifies
with the true wind and that part of it contributes to the scat­
terometer wind error. From the study it follows that the sum
of the scatterometer error on scales between 50 mid 250 km
and the representativeness error would be 1.4 m s', which

20

Table 2. Estimates of the Wind Component Standard
Deviation of the True Distribution and the Standard Errors
of the Buoy, Scatterometcr, and Forecast Error Distributions

Component, rns'

It v

True variance
In situ error
Scatterometer error
NCEPerror

4.68
2.02
1.89
1.11

5.24
1.89
1.62
1.15

Here u is the along-track and v the across-track wind com­
ponent. The values are computed at the spatial representa­
tiveness of the forecast winds with r2 = 0.75 m s' (see text).
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Figure 4. Higher-ord~r calibration by cumulative distribu­
tion mapping (see text) for (a) the along-track and (b) the
across-track ERS-1 wind components. The biases of scat­
tcromcter with respect to NOAA buoy anemometer (solid
line), NCEP forecast model with respect to scatteromctcr
(dotted line). and anemometer with respect to forecast model
(dashed line) winds arc shown. Although large biases arc
present, there is no consistent pattern apparent in the data.

stability, mid we would need a representative sample of all
these conditions to perform the higher-order calibration ac­
curately. As such, the number of samples we need to deter­
mine the calibration and error model may be quite large.
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Since there is no mechanism to remove the pscudobiases due
lo sampling mid higher-order moments, we believe that the
methodology has to be used with restraint.

Physically, one may expect systematic errors to scale with
f mid </J. rather than with 11 mid v. If the errors in 11 and v of
systems X mid Y are identical. then their f mid <P distributions
should ideally also be identical. The wind direction cumula­
tive mapping also does not result in substantial and consis­
tent systematic effects, hut for wind speed it docs, as shown
in Figure 5. The scancromctcr is biased high for high mid
very low wind speed mid biased low for moderate speeds
with respect to the buoys. The NCEP model shows similar
differences with respect to the buoys but roughly half in size.
However, at the very low wind speeds, NCEP mid scat­
tcrornctcr arc more consistent. The comparison of NCEP mid
scaucromctcr winds generally confirms these results, except
al the poorly sampled high speeds. After applying lo the
scaucromctcr mid NCEP winds the first-order corrections
mid the second-order corrections up to 17 m s', a repeated

20 application of the calibration method does result in no fur­
ther substantial corrections mid in errors that arc very similar
to the ones of Table 2. As such, up to 17 m s·1 the higher­
order correction of the scattcrometcr against the buoys ap­
pears sensible. and we suggest it, together with a 4% linear
correction. as a modification to CMOD4.

It is worth noting at this point that by taking the buoys as
a reference for the scaueromctcr calibration. we assume that
the buoy generally provides an unbiased estimate of the
scaucromctcr footprint area-averaged wind vector. Especially
for the very low wind speeds, one may want lo further invcs­
ugatc this.
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Figure 5. As Figure 4, but lex wind speed. A consistent
speed correction for the NCEP model and scatteromcter is
present at wind speeds up to 17 m s'. For these speeds the
solid line shows the suggested higher -ordcr correction to
CMOD4 (in addition to a 4% linear correction).
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7. Conclusions

1.1. Resume

In this paper, calibration and error modeling are dis­
cussed, and a methodology is provided to obtain the absolute
calibration and accuracy of observing systems. In particular,
the focus is put on ocean surface wind speed (or stress) biases
that are detrimental for the computation of fluxes of mo­
mentum, humidity, and energy through the air-sea interface.
An improved ERS scatteromcter wind processing is pro­
posed.

It was demonstrated that the selection of a simple meas­
urement domain where second-order statistics arc sufficient
to describe the uncertainty of the measurements is preferred.
More specifically, we have shown that wind error modeling
using component error distributions that arc Gaussian and
constant represents a simple method to describe the more
complex errors in speed and direction. We have shown that
substantial pscudowind speed biases can occur through the
nonlinear transformation of unbiased wind component errors
to the wind speed and direction domain. In a direct wind
speed calibration, where usually unjustly symmetric error
distributions arc assumed, the pseudobiases would be taken
out leading to biased wind components [sec also Hinton and
Wvlie, 1985]. Wind component error modeling as proposed
here elegantly solves this problem.

In order to calibrate one observing system with respect to
the other, one may use, either explicitly or implicitly, a sim­
plifying assumption on the errors of the two systems. For in­
stance, it is common practice to assume that the errors of two
systems that arc compared are equal or to assume that one
system is much more accurate (i.e., is "truth") than the other.
Given our results in Table 2 and Figure 3, it is obvious that
both of these choices would have been crude for any of the
observation systems dealt with in this paper. We have shown
that such assumptions may lead to substantial pscudobias
effects. Furthermore, in Appendix A it is shown that it is im­
possible to calibrate one noisy system against another with­
out such assumptions or other prior knowledge on the error
characteristics of one or both systems.

For a proper calibration of an observing system a refer­
ence system is necessary and at least one other observation
system. Using triple collocations, a method to calibrate noisy
systems has been developed. Subsequently, in a pairwise
comparison of the calibrated observation systems the covari­
ances were used to estimate the true variance resolved by
both systems and the error variance of the observations. To
complement the linear calibration, a more refined bias esti­
mation procedure was adopted.

We used the NOAA buoy anemometer winds as a refer­
ence, although they turned out to be tl1e least accurate
amongst the scattcrometer and NCEP forecast model winds.
The spatial representativeness error is the main reason for
the low accuracy of the buoys in our triple comparison. One
would expect this error to be of a random nature and not lead
to biases in the results. We found that the CMOD4-dcrived
scatterometer wind components are biased low by 4%. The

NCEP forecast model appears to be very accurate but biased
high by 6% for the period we examined (March 1995). In
another study, using triple collocations of the ECMWF fore­
cast model, ERS scatteromctcr winds, and real-time avail­
able anemometer winds, similar results were obtained
[Stoffelen, 1996]. The higher-order scattcromctcr calibration
with respect to the buoys resulted in a correction additional
to the 4% mentioned above. The total correction is recom­
mended for operational implementation in the ESA fast de­
livery processing chain.

7.2. Application

Our statistical analysis on surface winds has direct impli­
cations in the area of data assimilation in numerical weather
prediction (NWP) models and in ocean circulation and wave
model forcing. However, the methodology may be applied
for the interpretation of any geophysical variable with a high
variability on the smaller scales or high signal-to-noise ratio.
It provides a way to compare data with different amounts of
noise or different spatial and/or temporal resolution.

It is essential that NWP models assimilate unbiased data.
It has been observed by ECMWF that the scattcromcter bias
with respect to their forecast model (-10 %) had the ten­
dency to slow down the forecast winds in the analysis and
subsequently fill in low-pressure systems. This effect can be
circumvented by a model wind correction to match the mean
observed wind [Roquet and Gajfard, 1995]. The 6% bias we
found between the buoys and the NCEP model may result
from physical parameterizations that also control atmos­
pheric boundary layer humidity, depth, and temperature and
that require careful tuning. Such biases, when detected, are
therefore not easily corrected, and a short-term solution such
as adopted by Roquet and Gaffard will be beneficial. How­
ever, in the long term the forecast model bias correction
should be replaced by forecast model improvements,

Roquet and Gajfard [1995] computed a bias correction in
the wind speed domain, rather than in the wind components.
The wind components, however, are used for data assimila­
tion and should be unbiased. Figure 2 clearly shows that be­
cause of the nonlinear transformation, unbiased component
errors will lead to biased speeds and vice versa. It is therefore
essential to compute biases in the domain of the analysis
variables, i.e., the wind components [sec also Le Meur et al.,
1997]. For other analysis variables the same strategy may be
applied; that is, observations and forecast data are compared
in that domain where the errors are best described, and bias
corrections arc computed after the transformation of the ran­
dom errors to the analysis variable domain. For noisy data a
careful statistical error analysis as described in this work will
be essential to arrive at an optimal bias correction and a<;­

similation.
Wave models directly rely on NWP model winds. Here it

was shown that NWP forecast model winds are very accurate
in describing the synoptic scale flow but may be biased.
However, since we quantified the bias, it is easily corrected
for when the winds arc used in wave models. We note that it
is more problematic to take account of the error in the fore-
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ing since this error is nonlinearly related lo the random wind
error. Also. it is relevant lo he aware or the fact that a NWP
model provides an area-averaged vector wind and that the
additional forcing due to the wind on the unresolved scales
needs he parameterized.

Tropical wind analysis is very important for ocean circu­
lation models and as such for the study or the Earth's cli­
mate. Jn ocean circulation experiments, similar arguments
apply as in wave forecasting concerning the forcing problem.
Stoffelen 11996] and Bryan et al. 11995] noted a large direc­
tional inconsistency between scatterorncter and ECMWF
wind direction at the equator. The tropical array of (TAO)
buoys may provide a relevant data set lo enhance our knowl­
edge on the utility or scattcrometcr and forecast winds in this
area using the methodology described here.

Appendix A: Necessity of Error Modeling
Before Calibration or Validation

In this appendix the problem of calibration and validation
of one noisy system with respect to another one will be dis­
cussed. Usually, scauerplots arc used to compare the data
followed by a regression analysis to compute a calibration
coefficient or to validate the systcm(s). First. the interpreta­
tion of scatterplots and associated regression mid bin average
(BA) analyses arc discussed, and it is illustrated that calibra­
tion or validation, without knowing the error characteristics
of one or both systems, can easily lead to pscudobiascs, In the
second part it is shown that calibration or validation of one
noisy system against another, without knowing the error
characteristics of the observing systems. is generally not pos­
sible.

AI. Scatterplots and Regression

Usually, a scattcrplot 1s used to determine the error char­
acteristics of a measurement system (see. for example, Figure
4). In this section we quantity the properties of the scatter­
plot. Ir enough collocation data are available, then the den­
sity of points in the scatterplot is proportional to the joint
probability density of x and v given by

pt x, Y) = j p(xll) p(rll) p(I) dt (Al)

The integration is over the distribution of true states p( I) and
over the distributions of error. Here p(x It ) is the conditional
probability density of x given I, which includes all measure­
ment mid error characteristics or the measurements x. (It is
closely related to what was introduced as the cloud or doubt
around observation .r,which formally reads p( t Ix) and p(/ Ix)
= p(xl I) p(I ). ) We can see that the joint distribution or x
and v is not only determined by the error characteristics or
both systems but also by the distribution or true states. In the
simple case or unbiased Gaussian errors with standard error
(SE) equal to Ex or E y and a Gaussian true distribution with
zero mean and RMS CJ, the joint probability or x and r can he
written as
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pi». v) ex:

I
(<:J2 +ET) x2 + (<:J2 + ri) r2 - <:J2 X\' (A2J

exp - ' : .2 : : . : : . ]
~((J Ex + (J e: + fx fy)

For given x Ilic mean v value or this distribution does not lie
al r = x but at r = <:J 2 ( <:J 2 + E 2x) -i .r. So. even for unbiased
Gaussian error distributions. computing the mean of v for a
fixed subrange or bin of x (bin average) docs. in general, re­
veal a pseudobias uuu depends on the error characteristics or
.r. This needs to be accounted for in the interpretation, and
therefore, when correcting for bin-average biases with re­
spect to a reference system. the error characteristics or that
system. in this case e x- need Lohe known well.

For calibration or validation. often linear regression is
used as a tool, For a well-calihratcd system and in the case of
t x = f r a geometric mean linear regression on the joint dis­
tribution would indeed result in the line v = .r, but in the
more general case or e x ct c y it would result in v = ( <:J2 +
E \) ( <:J 2 + e 2x ) -i .r, where it would again result in a pseu­
dobias. When the error characteristics of .r and v arc known.
a weighted lit may result in a proper calibration. However.
most often the errors arc unknown.

A2. Necessity of Error Modeling Before Calibration

Then the question emerges; Is it possible to perform a
calibration or validation of one noisy system against the
other without prior information on the error characteristics of
one or both of the systems? Below we illustrate that this is
generally not possible.

Suppose we have a set of true states, indicated by variable
t. measured hy systems X mid Y resulting in measurements x
and v. We define <:J 2 = <I 2 >. where < > denotes the ex­
pected mean, mid introduce the error model

x = I + 15x Ex = < 15.i: >
(A3)

\' = I + 151 f) = < 15~ >

where .r, v, and Iare as defined before and 15x and 15r arc the
independent observation errors on x and r respectively , i.c..
< 15x 15r>"' 0. The observation errors arc random mid uncor­
related with I. i.c .. < 15x I>"' 0 and « 151t >"' 0. For sim­
plicity we have removed the true distribution's mean and the
systematic errors. i.c .. < I > = O. < 15x > = 0. mid < 15r > = 0.
We now find

< x- > = (J- + Ex
< \'- > = (J2 + fr (A4)

<X\' > = (J-

which arc three equations with three unknowns that are eas­
ily resolved

Ex <X\' >
< \'- > (AS)<XV>

< X\' >
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Thus from the covariances we can resolve the true variance
and the standard errors of systems X and Y.

Now suppose that one system is not calibrated, for exam­
ple, we change (A3) to

x = r + ox d = < oi >
Y = Sy(t + Oy) £~ = <o~>

(A6)

where Sy is the calibration (scaling) constant. We now find

"Ex =
0< y- > < -"Y > = S~E~· + Sy(Sy-l)a2

o? = < xy >

such that for £*x22 0 and ll 2 0 the transformed distribu­
tion oft'= j;.. t in combination with error model

x' = t' + s. <0~2> = £~2

v' = r' + o~ (AS)

is statistically identical to the system defined in (A3). Conse­
quently, one can show that substituting the transformed
quantitities defined in (A7-8) into (A2) rather than the real
quantities of (A3) leads to an identical joint distribution. As
such, the calibration coefficient cannot be resolved unambi­
guously without further information on the errors in this
general case.

This is due to the fact that we have three independent sta­
tistical variables, i.e., < x2 >, < y2 >, and < xy >, and four
unknowns that are s y, a, E x, and e y, which leaves one de­
gree of freedom. The constraint that the error variances need
to be larger than zero allows the following values for the
scaling constant /yin the case of Sy = 1: -E 2y ( O' 2 + £2yf1
~ s'r - 1 ~ e2x c ". Only the addition of an independent
third system can help determine the unique and correct value
ofsr.

Appendix B: Pseudobias Through Nonlinear
Transformation

A statistical problem that is relevant for considering the
optimal error domain may occur through nonlinear trans­
formation. This is easily shown for wind speed r that depends
in a nonlinear manner on the wind components ( u, v ). As
an alternative to Hinton and ~vlie [1985], we assume nor­
mal distributed errors on the wind components u and v for
measurement systems X and Y, i.e., ux = N( u 1, ex ), v x =
N(v1,£x),ur = N(u1,£r),andvr = N(v1>£r)and,in
addition, normal distributed true components, u 1 = N( 0, a)
and v1 = N( 0, a), where N( 0, a) indicates the normal
distribution with zero mean and standard deviation a. The
wind speed distribution of system X, p( f x ) df x , then be­
comes

p(f xl df x = f; exp[- f~,] df x (Bl)
ax 2a>:

where a2x = a2 + £2x. A similar expression can be derived
for system Y. The expected mean value off x will be < f x >
= MO'x, and</ x -fr> = ..[,ifi( O'x- O'y) ""..[,ifi( £2x

- £ 2 r ) a·1.Thus the difference in mean wind speed is gener­
ally nonzero, and a pseudobias occurs, since the component
error distributions were not biased. More detailed analysis
shows that the pseudobias results from the fact that the wind
speed error distribution is asymmetric in the case of symmet­
ric wind component error distributions, especially for low
wind speeds. The magnitude of the pseudobias depends on
wind speed (see, e.g., Figure 2).

(A7)
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Observation of tropical cyclones by high-resolution scatterometry

Y. Quilfen, B. Chapron, T. Elfouhaily, K. Katsaros, 1 and J. Tournadre
Laboratoire d'Oceanographie Spatiale, lnstitut Francais de Rcchcrchc pour !'Exploitation de la Mer
Plouzane, France

Abstract. Unprecedented views of surface wind fields in tropical cyclones (hereafter TCs) are
provided by the European Remote Sensing Satellite (ERS) C band scatterometer.
Scatterometer measurements at C band are able to penetrate convective storms clouds,
observing the surface wind fields with good accuracy. However the resolution of the
measurements (50x50 km2) limits the interpretation of the scatterometer signals in such
mesoscale events. The strong gradients of the surface wind existing at scales of a few kms are
smoothed in the measured features such as the intensity and location of the wind maxima, and
the position of the center. Beyond the ERS systems, the scatterometers on-board the ADEOS
and METOP satellites, designed by the Jet Propulsion Laboratory and by the European Space
Agency, respectively, will be able to produce measurements of the backscattering coefficient at
about 25x25 km2 resolution. A few sets of ERS-1 orbits sampling TC events were produced
with an experimental 25x25 km2 resolution. Enhancing the resolution by a factor of 2 allows
location of the wind maxima and minima in a TC with a much better accuracy than at 50 km
resolution. In addition, a better resolution reduces the geophysical noise (variability of wind
speed within the cell and effect of rain) that dominates the radiometric noise and hence
improves the definition of the backscattering measurements. A comprehensive analysis of the
backscattering measurements in the case of high winds and high sea states obtained within
TCs is proposed in order to refine the interpretation of the wind vector derived from a
backscattering model that is currently only calibrated up to moderate winds (< 20 m/s) in
neutral conditions. Observations of the TOPEX-POSEIDON dual-frequency altimeter are also
used for that purpose. Patterns of the surface winds in TCs are described and characteristic
features concerning asymmetries in the maximum winds and in the divergence field are
discussed.

1. Introduction
The surface wind field is one of the most important pa­

rameters for estimating the surface heat fluxes that drive the
tropical cyclones (TCs) [Emanuel, 1988]. Surface data arc
very scarce, and satellite-borne radiometers in visible and
infrared channels are limited to observing the upper regions
of the storms due to the widespread cloud cover. These data
are currently the primary source for inferring the maximum
surface wind speed in TC forecast centers around the world
[Dvorak, 1976]. The polar orbiting European Remote-Sens­
ing Satellites (ERS-1 and ERS-2), launched by the Europe­
an Space Agency (ESA) on July 17, 1991, and April 21,
1995, respectively, carry the C band active microwave in­
strument (AMI). The AMI is operated as a synthetic aper­
ture radar for surface imaging and as a scatterometer to

1Now at Atlantic Oceanographic and Meteorological Laborato­
ry, National Oceanic and Atmospheric Administration, Miami,
Florida.

Copyright 1998 by the American Geophysical Union.

Paper number 97JCO1911.
0148-0227/98/97JC-Ol911$09.00

measure the surface wind vector with a nominal resolution
of 50x50 km2. A limited data set of experimental products
were also generated by the trench space agency (Centre Na­
tional d'Etudcs Spatiales) with a resolution of 25x25 km2
to investigate its feasibility and its interest for mcsoscale
meteorology. Both wind speed and direction can be re­
trieved by inverting an empirical model relating the radar
backscatter signals to the 10 m neutral wind vector. The
model validity has been verified in a statistical sense [Q11il­
fen and Bentamv, 1994; Graber et al., 1996], hut very little
is known about the scattcrometcr signals in TCs, where
very high winds and sea states arc encountered. A TC case
has been selected to illustrate the potentialities or the scat­
terometer measurements and the advantages of the higher
resolution. This case study outlines the great improvement
to be expected in TC analysis and forecasting with future
scatterometcrs. Moreover, it shows the need to further ana­
lyze the microwave signature in these extreme events, the
scatterometcr wind speed being underestimated as it was
found to be with data from the Seasat scaueromctcr [Jones
et al, 1982]. Furthermore, the heavy rains occurring in TCs
are likely to influence the signals at C band. To verify the
scatterometer inferred winds in TCs, other microwave data
sources providing environmental parameters arc used. The
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Figure 1. ERS-1 scatterometer coverage for the 29 orbits processed in the HR mode.
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altimeter on board the TOPEX-POSEIDON satellite (here­
after T/P) provides high resolution measurements of the
wind speed and sea state and can be used to provide an esti­
mate of the rain events [Tournadre and Morland, 1997].
Surface wind and wave parameters at various scales will
thus help to better describe the wind and wave patterns
within TCs as well as to study the associated air-sea inter­
action mechanisms. However, altimeters only sample a nar­
row swath at nadir. The two DMSP satellites Fl I and Fl2
carrying the special sensor microwave imager (SSM/I)
overlap with ERS and provide a unique opportunity to re­
late convective patterns of clouds and precipitation to sur­
face winds within TCs. The SSM/I instruments have a
broad swath of 1400 km width and are in a highly inclined
Sun-synchronous orbit with local overpass times near dawn
and dusk. The resolution of the SSM/I varies from 15 to 50
km as frequency varies from 85 to 19 GHZ.

Section 2 presents the data. Section 3 is devoted to a
comparative analysis of the normalized radar cross sections
(NRCS) for the high-resolution and low-resolution modes
of the scatterometer. It shows that measurements at high
resolution lead to a better evaluation of the radar measure­
ments in cases of high wind gradients. Improved estimates
of maximum wind radii and storm-surge forecasting may
then be expected for operational purposes. Section 4 is ded­
icated to the investigation of the backscattering signal for
high wind and sea state conditions as measured by the dif­
ferent microwave instruments. Section 5 describes the wind
patterns and their evolution for TC Elsie, a western Pacific
typhoon that was well sampled by the ERS-1 scatterometer.

i. t' r:

-

100 150

2. Data

The ERS scatterometers use three antennae pointing in
azimuts of 45°, 90° and 135° with respect to the satellite
ground track. It obtains thus for each node three indepen­
dent measurements of the NRCS. Each antenna illuminates
a 500-kl}"l-wid~ swath, covering a range of incidence angles
from 18 to 60.

ERS-1 scatterometcr data used to compute winds arc the
NRCS (cr0) provided by the Centre National d'Etudes Spa­
tiales [Malarde. 1992]. Twenty-nine orbits covering TCs
occurring between July 1992 and November 1992 were
processed. The data coverage is shown in Figure I. Two
grids are available for the NRCS measurements sampled
over the 500-km-wide swath: a 25 km grid for the 50 km
low-resolution mode (LR) and a 12.5 km grid for the 25 km
high-resolution mode (HR). For each node a noise estima­
tion from two parameters, the radiometric resolution Kp
and the NRCS standard deviation STD, can be associated
with each of the three antennae measurements.

The Kp is the classical parameter used to characterize the
noise. It is defined as the standard deviation of the raw
NRCS measurements used to evaluate the mean NRCS val­
ue characterizing the target over a given area [Fischer,
1972]. The theoretical developments presented by Fisher
[1972] lead to the following formulation for Kp:

[
I ( 2 I ( T JJ] I/2K = -x l+-+--x !+~

p N SNR SNR2 TN
(l)
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where N is the number of independent measurements used
to estimate the NRCS (about 300 for the HR and 1200 for
the LR), SNR is the signal to noise ratio, T.111 is the signal
integration time and TN is the noise integration time.

As this computation makes some assumption about the
target characteristics, one being its stationarity, we also use
another parameter to characterize the noise, STD , defined
as

STD

where N is the number of independent measurements (Goi)
used to estimate the mean NRCS (G0 ).

The NRCS produced by the CNES were calibrated and
validated against those delivered by ESA, showing the con­
sistency of the two NRCS sources [Malanie, 1992].

To compute the wind vector, NRCS data were processed
using the C band model described below (referenced as
CMOD_IFR2) and with the algorithms described by Qui/­
fen and Bentamy [1994]. Following Long [1992], the C
band model is expressed as

G0 = b0( I+ b , x cos0 + b2 x cos20)

where 0=¢-ljl

a and bare arrangements of polynomials of order up to 3 in
8, and b 1 and b2 are arrangements of polynomials of or­
der up to 2 in 8 and V; 8 is the incidence angle, V is the
wind speed, ¢ is the wind direction, and l!1 is the antenna
azimuth angle. The model is fully described in appendix.

Parameters a, b, b i , and b2 were calibrated with a meth­
od minimizing a maximum likelihood estimator between
the Go measured values and the C band model values [Ben­
tamy eta!., 1994]. Data from the U.S. National Oceanic and
Atmospheric Administration (NOAA), collected by 24
buoys considered to be moored far enough from the shore
during the time period March-June 1992, were used to cali­
brate a and b. Selected data from the European Centre for
Medium-Range Weather Forecasts (ECMWF) wind analy­
sis were used to calibrate b 1 and b2 [Qui/fen and Bentaniy,
1994]. As there were not enough reference data of high
wind speed to define and to calibrate the C band model
shape for these conditions, a mean wind speed dependent
bias was estimated and is used to correct the wind speed
computed by the model inversion process beyond 1O m/s.
Indeed, the calibration process is a global one-step process
and would have required many high-wind measurements to
converge, while much less measurements are required to es­
timate a bias correction. An extended buoy data set was
used to estimate this bias correction (March 1992 to Octo­
ber 1993). The bias correction is described in the appendix
and its adequacy is discussed in section 4.
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(2)

For the validation, another extended NOAA buoy data
set is used for the time period July 1992 to February 1994.
It is independent of the one used to calibrate the C band
model, with the exception of the high winds used to esti­
mate the bias term between March 1992 to October 1993.

We also use in this study one track of the T/P altimeter
delivered by the Archiving, Validation, and Interpretation
of Satellite Data in Oceanography (AVISO) processing cen­
ter [AV/SO, 1992]. This track intersects TC Elsie close to its
center on November 4, 1992.

In order to identify convective regions, the Petty and Kat­
saros [1990] algorithms have been used to infer the follow­
ing parameters from SSM/I brightness temperature data on
board the Fl 1 DMSP satellite: the integrated atmospheric
water vapor, the integrated cloud liquid water, and an index
of scattering by large ice particles (based on a combination
of brightness temperatures at 85 GHz). Large values of the
latter parameter are indicative of convection.

3. Comparison of the NRCS Distributions for the
High- and Low-Resolution Data

3.1. Characterization of the Noise
(3)

The accuracy of NRCS measurements is generally de­
fined in terms of radiometric resolution Kp (defined in sec­
tion 2). Kp provides an estimation of the noise contribution
from the receiver and due to the speckle (the random nature
of the target). This calculation relics on the basic assump­
tion of stationarity of the target, which is not always true, as
is outlined below.
In comparing the noise for the HR and LR measurements,
we are also interested in the non stationarity of the target.
For this purpose, a measure of the NRCS standard deviation
(STD) defined in section 2 is performed for each NRCS
measurement, in addition to the Kp estimation, which is a
more theoretical and statistical estimation of the noise. Non
stationary effects are mainly due to the mesoscale geophys­
ical variability (a few kms to a few hundred krns in scale),
which is of great interest for the dynamics of the atmo­
sphere. In particular, it will be shown that the mcsoscalc
wind patterns are better captured with the HR measure­
ments.

Figure 2 shows the mean values of the NRCS, the radio­
metric resolution Kp and the standard deviation STD. for
the LR and HR respectively, over the 29 orbits (about
300,000 measurements, land points being discarded by us­
ing the same mask for the two resolutions). Data collected
to compute the distributions arc sampled every 50 km. The
differences between the mean NRCS for the HR and LR
never exceed 0.15 dB, which is under the noise level of
about 0.3 dB. Averaging the NRCS over different cell sizes
does not introduce any significant bias (at the 95% confi­
dence level, not shown).

The mean Kp varies from 2.8% to 4% for the LR and
from 5.5% to 7.2% for the HR. Values of Kp for the HR re-
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Figure 2. Mean values as a function of the incidence angle (in degrees): (top) NRCS cr0 in decibels, (mid­
dle) radiometric resolution Kp in percentage, and (bottom)NRCS standard deviations STD in percentage.
Solid and dashed Jinesare for the HRmeasurements of the central and lateral antennae, respectively; stars
and open circles are for the LR measurements of the central and lateral antennae, respectively.

main lower than the ESA initial specifications (of the order
of 8%). As the Kp depends upon the signal to noise ratio, it
depends on the incidence angle but also on the wind condi­
tions. It is higher for low wind speeds and for cross-wind
measurements. It is rather difficult to compare the LR and
HR measurements in terms of the accuracy of the estimated
NRCS because the computed Kp includes only a part of the
total noise, i.e., the receiver thermal noise and the speckle.

The STDs also include the geophysical effects, mainly
due to the presence of wind gradients or to attenuation vari­
ations due to rain, and the variability due to the NRCS
cross-track gradients. The gradient being higher at low inci­
dence angles, the mean STDs are also higher. Thus both ef­
fects, the geophysical variability that is reduced for the HR
and the NRCS cross-track gradients, can explain why the
mean STDs are higher for the LR although the Kp are low­
er.

In order to better characterize the NRCS noise, the distri­
bution of STDs over the 29 orbits was computed and is dis­
played in Figures 3a and 3b for incidence angles of 27° and
57°, respectively. As was noted above, it appears that the
mean STDs are higher for the LR, mainly on account of the
cross-track NRCS gradient. The most interesting feature is

that the dispersion is much lower for the HR, meaning that
the non stationary part of the target, i.e., the geophysical ef­
fects (wind and sea state variability within the cell or rain
effects), is greatly reduced. The NRCS estimation is thus
improved in many cases.

3.2. Example of a Geophysical Phenomenon

Figure 4 gives a typical example summarizing the fea­
tures discussed above. It shows the NRCS standard devia­
tions for the case of TC Elsie (November 3, 1992) which
will be analyzed in more detail in the following sections.
There is much more structure in the LR measurement noise
(Figure 4b), while STDs are more uniform for the HRmode
(Figure 4c). STDs are much higher for the low incidence
angles of the LR measurements, while this effect is much
reduced in the case of the HR. Moreover, non stationary ef­
fects in the 50 km cells due to the geophysical variability
are clearly highlighted in the area near 12°N, 142°E. This
region corresponds to high incidence angle and high wind
measurements. As shown in the wind field (Figure 4a),
strong gradients occur with low level convergence of the
flow in the western eyewall of the TC. The maximum STDs
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Figure 3. Distribution of the NRCS standard deviations (in percentage) for the HR and LR NRCS mca-
surcmcnts for incidence angles of (a) 27° and (b) 57°.

in this area are of the order of 50% for the LR measure­
ments and of the order of 30% for the HR measurements.
Such a result is much closer to the mean value of 23% (Fig­
ure 3b), which confirms that the HR measurements may
provide a better estimate of the NRCS field and thus a bet­
ter representation of the wind structures.

Another maximum of STD occurs in the area centered on
the island of Guam (approximately 145°E, 13.4°N). The

mean level of the backscattered signal is different for the
sea and for the land. This discontinuity is characterized by
high STDs values.

It appears that the ERS scattcromelcr high resolution
docs not deteriorate the radar cross-section measurement.
Further, it reduces the non stationary part of the wind vari­
ability within the cell to improve the definition of the wind
structures.
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Figure 5. Comparison of (a) the wind speeds (m/s), and (b) the wind directions (degrees) observed by the
ERS-1 scatteromcter with those measured by the NOAA buoys. The symmetrical regression lines are
shown.

4. The Microwave Signature at High Wind Speeds

4.1. Evaluation of the C Band Model

High wind speed (above 15 m/s) measurements at the sea
surface by means of anemometers arc very scarce, and their
accuracy is being questioned for high sea-state conditions
because of the buoy movements and the anemometers being
shadowed by the waves !Large et al .. 1995 J. For this reason
and also because storms are often inaccurately represented

in the numerical weather prediction models at the scale of
the scatteromcter footprint, there is no good reference high­
wind data set, except for airborne flight level measurements
in atlantic hurricanes, against which microwave measure­
ments may be calibrated. Consequently, the scattcrometer C
band model CMOD_IFR2 uses very few high-wind mea­
surements, and the model shape for high winds (above 15
m/s) must be considered as an extrapolation of the shape for
moderate to high winds. Since predicted NRCS values were
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found to increase too fast with the wind speed [Bentamy et
al., 1994], high wind speed is likely to be underestimated.
Thus a bias correction of the scatterometer winds has been
estimated (see appendix) and is applied to better estimate
high winds. Scatterometer winds at SO km resolution have
then been validated against other data sources and inten­
sively compared with collocated measurements (within 2S
km and 10 mn) of the NOAA buoys. Buoy measurements
are converted to 10 m neutral winds. Between July 1992
and February 1994, 3433 collocated pairs were thus avail­
able to perform such comparisons. For each ERS-1 cell the
wind vector considered, among the four possible solutions,
is the one whose direction is the closest to the buoy wind
direction [Quilfen and Bentamy, 1994]. Figures Sa and Sb
show an overall reasonable agreement, also shown by
Graber et al., [1996]. A symmetrical regression is per­
formed to take into account the fact that each data set has its
own intrinsic errors, the regression coefficients thus being
invariant with respect to the interchange of buoy and scat­
terometer data. The mean biases are negligible at a signifi­
cance level of 9S%. The-root-mean-square (rms) errors are
1.38 m/s and 18.6° for the wind speed and direction, respec­
tively. Correlation coefficients between buoy and ERS-1
winds are 0.91 and 0.98 for speed and direction, respective­
ly. The symmetrical regression coefficients are 1.04 and
1.0 l for speed and direction, respectively. However, as was
mentioned above, the bias is likely to he wind speed depen­
dent, and although a bias correction is applied, differences
are still significant for winds greater than lS m/s [Graber et
al., 1996]. It must be noted that these biases are difficult to
quantify because the high-wind buoy measurements are
also of lower accuracy and because of their large temporal
and spatial variability. Graber et al. also showed that at high
winds the estimated bias is even greater for the ESA model
function CMOD4 [St()ffelen and Anderson, 1997], while it
is close to 0 for the model function developed by the Jet
Propulsion Laboratory [Freilich and Dunbar, 1993]. The
latter model is defined with a tabulated model function and
will not depend on a mathematical expression. It can then
be hypothesized that biases at high winds in CMOD4 and
CMOD_IFR2 are related to an improper extrapolation by
both models: the NRCS square root dependency as a func­
tion of the wind speed or the model coefficients do not
seem to hold at high wind speed (above lS m/s).

To better illustrate such a conclusion, the measured and
predicted by CMOD_IFR2 NRCS have heen compared

Figure 6. (a) Dependence of the term b0 on the wind
speed (m/s) as provided by CMOD_IFR2 (dashed line)
and as estimated from measured NRCS (solid line). (b)
Dependence of the term b, on the wind speed (m/s),
(top) as provided by CMOD_IFR2 and (bottom) as esti­
mated from measured NRCS. (c) Dependence of the term
b , on the wind speed (mis), (top) as provided by
CMOD_IFR2 and (bottom) as estimated from measured
NRCS. Computations are done for 2S0 (curve l), 3S0

(curve 2), 4S 0 (curve 3), and SS0 (curve 4) of incidence
angle.

(Figure 6). Six weeks of scatterometer measurements collo­
cated with the ECMWF analyses have been considered be­
cause there are not enough buoy data to do this analysis.
For each week the model parameters b0, b 1 , and b2 (see
section 2) have been estimated. Mean values and standard
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deviations are then compared with the CMOD_IFR2 val­
ues. Computations are made as follows:

where Su, Sd, and S, are the NRCS sampled in 20° de­
grees wide sectors in the upwind, downwind, and cross­
wind directions, respectively. The ECMWF wind speed and
direction are taken as references for the binning process.
The same computations have been done by using as a refer­
ence the scatterometcr wind speed and direction in order to
avoid as much as possible the effects of the reference wind
errors. Computing the estimates in this manner makes no
significant changes in the results (the two different esti­
mates remain within their error bars).

The h0 term (Figure 6a) is indicative of the NRCS wind
speed dependency and shows a slower growth than is pre­
dicted by CMOD_IFR2. It confirms thus the tendency of
the CMOD _IFR2 to underestimate the winds above I0 rn/s.
This effect is partly compensated by adding the bias term
described in appendix. There is no indication on how it
evolves above 20 mis.

The b , and b2 terms (Figures 6h and 6c) arc indicative
of the azimuthal modulation of the backscattering signal,

30

25

15

10
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with b 1 related to the upwind/downwind asymmetry and
h2 related to the upwind/crosswind anisotropy. Like the h0
term, the b 1 term reproduces the observations for moderate
winds well and strongly overestimates the upwind/down­
wind asymmetry for high winds. As depicted by the theo­
retical models, upwind/downwind asymmetries arise
mainly by the modulation of the short resonant Bragg
waves by the long waves [Plant, 1986; Elfouhaily, 1997].
The degree of sea state development and long-wave-in­
duced wind stress modulations are thus likely to influence
the b 1 term. These effects are not well known and the ob­
servations do not provide any indication above 20 rn/s.

The behavior of the h2 term is well reproduced by
CMOD_IFR2 for a broad range of wind speeds, but it is
overestimated for the lowest incidence angles. Its decrease
at high winds is reproduced, but there is still no indication
of how it behaves above 20 mis. There were not enough ob­
servations to calibrate CMOD_IFR2 in this wind speed
range, and the h2 term is thus constrained by the normal­
ization of the wind speed applied in CMOD_IFR2 (see ap­
pendix). The upwind/cross-wind anisotropy is associated
with the directionnality of the Bragg waves. We thus do not
know if there are sufficient azimuthal NRCS modulations
for wind speeds higher than 20 m/s to retrieve the wind di­
rection with good accuracy.

At this point the question remains, whether there is suffi­
cient modulation of the mean backscattering signal as a
function of the wind speed and azimuth angle to estimate

(4)

5~~~~~~~~~~~~~~~~~~~~~~~~~~~
1~ 1~ 1~ 1~ 1~ 1~ 1~ 1M 1% 1~ 1~

Longitude
Figure 7. TC Elsie track as provided by the Joint Typhoon Warning Center (JTWC) every 6 hours (stars)
from November l to November 7, 1992. The day numbers arc indicated on the left, and the peak intensities
in knots (I knot= 0.5 m/s) are indicated on the right. The open circles indicate location of the TC center
as derived from the ERS-1 scatteromctcr. The TOPEX-POSEIDON altimeter track intersects the TC track
on November 4 at 1730 UTC.
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the wind characteristics above 20 m/s. To investigate this
topic, we propose in the following section to analyze quali­
tatively the surface microwave signature provided by differ­
ent satellite sensors for the case of a tropical cyclone.

4.2. The Microwave Signature in Tropical Cyclone Elsie

4.2.1. Microwave signature of the ERS-1 scatterorne­
ter. The case of TC Elsie (November 1992) was chosen be­
cause it was an average-sized, intense typhoon that was
well sampled by ERS-1 and for which there was one track
of the T/P altimeter near the center of the storm. There were
also several SSM/I passes available from the Fl I satellite.
Figure 7 displays the location of TC Elsie every 6 hours, as
determined by the Joint Typhoon Warning Center (JTWC)
on Guams, together with the estimated maximum 1min av­
erage sustained winds derived from the Dvorak [19761 sat­
ellite estimation method. The TIP altimeter swath and the
positions of the TC center as determined from the ERS-1
scatterometer data are also shown. The TC locations from
ERS-1 arc found by locating the minimum high resolution
wind speed in the TC center.

Elsie's track was directed west-northwest while the
storm was intensifying until November 5 with a peak inten­
sity of 150 knots (75 m/s). The rccurvaturc occurred on No­
vember 6, after which Elsie accelerated toward the
northeast and became an extra tropical storm on November
7. Between November I and 7, live ERS-1 scatteromctcr
swaths sampled the cyclone.

As anticipated, ERS-1 computed wind speeds arc much
lower than the JTWC estimates (sec Table I). The follow­
ing reasons can be given:
I. The scatterometcr measurements arc spatial averages

over a footprint of about 25 km where strong gradients oc­
cur, while the maximum wind occurs a few tens of kms
from the TC center, according to the Holland or Rankine
profiles [Franklin et al., 1993]. The two estimates of the
wind speed maximum arc not strictly comparable because
JTWC provides Imn local averages and due to their space/
time separation. Nevertheless, they depict the same evolu­
tion of the TC intensity with a peak on November 5.
2. As outlined in section 4.1, the C band model overesti­

mates the NRCS corresponding to high winds. The wind
speed is therefore underestimated, and the sensitivity to in­
creasing wind speed is too low for the very high wind
speeds. This is illustrated in Table I where the maximum
wind speed only increases by 2 mis between November 3
and 5 when the 1 min average estimated by JTWC increas­
es by 25 m/s.
3. Even though C band signals are not too strongly affect­

ed by atmospheric conditions, heavy precipitation and ice
particles in the clouds may attenuate the NRCS signals and
the rain droplets may also affect the sea surface roughness
(wave damping). Such effects arc hardly detectable without
coincident measurements of the atmospheric parameters
and because rainbands in TCs arc generally also related to
modification of the surface wind patterns [Anthes, I982 J.

Table 1. Estimated Maximum Wind Speed According to ERS-1
Scatterometer HR Measurements for Five ERS-I Passes and the
Concurrent JTWC Wind Estimates

Date Time, Peak Wind Speed, mis

UTC ERS JTWC

Jan. 11, 1992 12 40 20.8 42.5
March 11, 1992 0040 26.4 45.0
May 11, 1992 01 20 28.8 70.0
June II, 1992 13 30 28.5 67.5
July 11, 1992 13 05 27.1 47.5

JTWC, Joint Typhoon Warning Center (Guam).

We will show that the dual-frequency altimeter T/P can be
used to qualitatively estimate the influence of rain on the
NRCS signal at C band.

The microwave signature of the sea surface in TCs is il­
lustrated by Figures 8 and 9 with along-swath sections of
the NRCS and wind speed at constant incidence angles as a
function of the latitude, through the wind maximum and
through the TC center. Two ERS-1 passes arc shown occur­
ring on November 3 (Figure 8) and on November 5 (Figure
9). These two passes correspond respectively to the intensi­
fying and to the mature phases of Elsie, stages where the
wind gradients and intensities are the highest. On Novem­
ber 3, the incidence angles of the NRCS sections are 36.4'
and 38.5', respectively, through the TC maximum and
through the TC center. On November 5, there is only one
NRCS section at 35.7° incidence angle crossing the TC
center as well as the TC maximum (see Plate 2 to locate the
sections). To meaningfully describe the microwave signa­
tures, the following quantities S 1 and S2 have been used
rather than the individual NRCS for each antenna:

51 = (a1+a3)/2"'bo (5)
S2 = (01-cr3)/(01+03)"'/J2xcos2<(>

where CT1 and 03 are the NRCS for the lateral antennae, <!>
is the wind direction relatively to the central antenna and
b0 and /J2 arc the model parameters as already described
in section 2.

These quantities arc first-order approximations, assum­
ing a negligible upwind/downwind difference, i.e., that
b 1 « 1 . S 1 does not depend on the wind direction, the two
lateral antennae being separated by 90', and is thus indica­
tive of the behavior of the NRCS as a function of the wind
speed. S2, designed as the anisotropy coefficient, charac­
terizes the NRCS azimuthal anisotropy. It depends mainly
on the wind direction and depends slightly on the wind
speed only through b2 as shown in Figure 6c. A maximum
in S2 corresponds to an upwind or downwind (crosswind)
case for the forebeam (aft beam), and a minimum corre­
sponds to a crosswind (upwind or downwind) case for the
forebeam (aft beam).

Computations are carried out for the HR as well as for
the LR scatterometer measurements. One can make the fol­
lowing observations:
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Figure 8. Sections of (a) S1 and S2, (b) wind speed, (top) through the region of maximum winds (incidence
36.4°) and (bottom) through the TC center (incidence 3S.5°) on November 3, 1992. Solid and dashed lines
are for the high- and low-resolution modes, respectively.

I. In the sections crossing the TC wind maxima (top panel
of Figure Sa, and Figure 9a), S 1 changes smoothly on both
sides of the TC and docs not exhibit a saturation at the max­
imum level. The NRCS are significantly greater for the HR,
meaning that taking a spatial average is of concern at such

high wind speeds. The HR allows better representation of
the sea surface roughness variability, but it is not accompa­
nied by a great difference in the maximum wind speed be­
tween the HR and LR measurements owing to the lack of
sensitivity of the C band model (Figure Sb and 9b ).
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the high- and low-resolution modes, respectively.
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The coefficient of anisotropy, S2, exhibits a variability
mainly linked to the wind direction variability. On Novem­
ber 3, in the area of maximum winds (above 20 mis be­
tween 12°N and 13.5°N), S2 varies from a value of 0.4
(wind direction upwind for the forebeam or cross-swind for
the aft beam) at 12°N to a value of -0.2 (wind direction up­
wind for the aft beam or cross-wind for the forebeam) at
12.8°N. It means that the upwind forebeam NRCS is rough­
ly 75% or 2.4 dB higher than the cross-wind aft beam value
at 12°N (wind speed about 20 mis) and the upwind aft beam
NRCS is 50% or 1.8 dB higher than the c .iss-wind fore­
beam value at 12.8°N (wind speed> 25 ml . These values
for a wind speed of 20 mis are of the same order as those
provided by CMOD_IFR2 for medium wind speeds, show­
ing therefore still a sufficient azimuthal modulation. If the
physical basis of the azimutal anisotropy is relatively well
understood for moderate winds, it is not obvious what scat­
tering mechanism dominates at the sea surface under the
extreme conditions that occur in TCs. The well-defined be­
havior of the NRCS measurements in TCs is very encour­
aging and can explain why patterns of retrieved wind fields
fit to known wind patterns ofTCs (Plate 2).
2. In the sections crossing the TC centers (bottom panel of

Figure 8a, and Figure 9a), the previous remarks also hold.
Moreover, a striking feature is the notable difference be­
tween the HR and LR measurements. Indeed if the TC cen-

18.5 19 2019.5

ter is well delineated by a drop in the HR values of S 1 on
November 3 (bottom panel of Figure 8a near 12.TN) and
on November 5 (Figure 9a near 17.1°N), it is drastically
smoothed in the LR measurements. It is also shown in the
wind speed patterns (Figures 8b and 9b) for which signifi­
cant differences appear between the HR and LR patterns. It
appears that the 25 km resolution is critical to retrieve the
main TC wind pattern characteristics.

In summary, the scatterometer NRCS signal still exhibits
a very well defined modulation in the regions of maximum
winds and in the center of an intense typhoon, allowing re­
trievial of the wind vector patterns. Additionally, it is
shown that the HR measurements allow a smaller scale mi­
crowave signature in TCs and thus improvement of the de­
scription of the TC structure. Nevertheless, the
scatterometer transfer function is not really calibrated for
such extreme conditions. Moreover, the influence of heavy
rain or ice particles on the ERS-1 C band scatterometer sig­
nal is not known and may be responsible in part for the un­
derestimation of the maximum winds.

In the following section we analyze the microwave sig­
nature of the TIP altimeter in order to provide another per­
spective on the problems mentioned above.

4.2.2. Microwave signature of the TOPEX-POSEI­
DON altimeter. The dual-frequency TIP altimeter obtains
C band and Ku band NRCS measurements at nadir (No-



QUILFEN ET AL.: OBSERVATION OF TROPICAL CYCLONES BY SCATTEROMETRY

25
.......................Tb 37GHz

...... ,

20 ..,,

15 C band

\,._,
I I
I.
\

-·-·'·''·~·-·"',.,.- - ..•--· ·-·-·-·-·-
·-·...·-·,

.,....,_ .... ,...
10

5

O'-~--'..._~_..~~....•..~~...._~~.._~__.~~....•.~~....._~~.._~__,
14 14.5 15 15.5 16 16.5 17 17.5 18 18.5 19

Latitude

Figure 10. TOPEX-POSEIDON altimeter data near
Tropical Cyclone Elsie: NRCS in Ku band (solid) and in
C band (dashed-dotted), in decibels; TMR brightness
temperature at 37 GHz (dotted), in units ofO.lx 0K. High
modulation is observed in Ku band while C band is still
smoother. The TMR brightness temperature increases
near the cyclone for the latitudes 14° to 19°N.

vember 4, 1992, 1730 UTC), just a few kms ahead of
Elsie's center (see Figure 7 and Plate I).

4.2.2.1. Atmospheric effects: Figure I0 displays the
NRCS values, together with the TIP Microwave Radiome­
ter (TMR) brightness temperatures at 37 GHz, near the TC
center (around l6°N). Altimeter NRCS values at C band
and Ku band decrease towards the TC center and are related
mainly to increasing wind speed. The Ku band 00 decreas­
es more and faster than the 00 at C band, but it is not clear
if this is due to a greater sensibility to the sea surface rough­
ness or to greater interactions with the atmospheric precipi­
tation and cloud particles. There is much more small-scale
variability, of the order of a few tens of kms, in the Ku band
signal. It can be hypothesized that this variability is due to
large attenuation of the signal at Ku band by rain cells or
ice particles. The altimeter has lost the signal near the outer
convective band (Plate I) at 18°N, and the 00 measure­
ments are thus erroneous at this location. At this location
both NRCS signals and also the significant wave height
(not shown) have large deviation from the mean behavior,
but they deviate in opposite directions. This behavior was
observed earlier in TIP altimeter measurements by Tour­
nadre and Morland [1997].

If the C band signal is also likely to be affected by atmo­
spheric particles or by the effect of rain droplets on the sea
surface roughness, a strong or systematic influence is not
discernible as it is in the Ku band signal. With the exception
of the anomaly described above, we observe that the TMR
brightness temperatures increase with decreasing NRCS,
but the TMR resolution of 35 km does not allow examina­
tion of the small scale variability in the atmospheric param-
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eters. In order to better analyze the relationship between the
NRCS and the rain events, we have collocated the TIP data
in space and time with the 85 Ghz brightness temperatures
of the SSM/I for November 4, 1992, 2010 UTC (Plate I) .
Estimation of the rain rate is not available because it re­
quires an estimation of the wind speed and the SSM/I wind
algorithms are no longer valid for high levels of liquid wa­
ter content. Nevertheless effects of hydrometeors on the
brightness temperatures at these frequencies result in a de­
polarization of the signal [Petty, 1994], and thus the verti­
cally and horizontally polarized signals are used to compute
an index of depolarization. After it has been normalized by
the effects of the water vapor content and surface wind
speed in the environment, it is defined as the normalized
difference of the two channels. It can be used as an indica­
tor of rain/no rain occurrence in the cells. These variables
are displayed in Figure 11. T~e brightness temperatures de­
crease from a latitude of 14 N toward a minimum corre­
sponding to the temperature at the top of the clouds in the
eyewall region where the surface convergence and atmo­
spheric water content are maximum. "Then they increase in
the vicinity of the TC center near 16 N and decrease again
on the north side of the TC. Farther north ( 18°N) there is
another minimum of temperature corresponding to an outer
rainband and where the altimeter NRCS signal at Ku and C
bands are obviously contaminated. The SSM/I index of de­
polarization is also displayed in Figure 11. It has two major
maxima (signal totally depolarized) on both sides of the TC
center, indicating the possible occurrence of heavy rains
surrounded by large ice particles, and a third one in the
rainband area. The index exhibits small scale variations
elsewhere. To give more consistency to this analysis, we
now relate this index to another rain index derived from the

I'''°' ,.,,....iI ·,.., \,·-·
,.
: ~,., I I

I ·' .1·.._-' I
\ i \ r ' ..! \ -
16 16.5 17 17.5 18 18.5 19

Latitude

Figure 11. Collocated TOPEX-POSEIDON and SSM/I
measurements. Brightness temperature at 85 GHz VV­
pol (dashed) and HH-pol (dotted) in degrees Kelvin,
SSM/I scaled polarization difference (solid), and
TOPEX-POSEIDON rainfall index (dashed-dotted).
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Figure 12. Wind speed (mis) estimation from
the single-frequency algorithms of Witter and
Chelton [1991] (solid) and of Young [1993]
(dashed-dotted) and the dual-frequency algo­
rithm of Elfouhaily [1996] (asterisks). The Ku
band significant wave height (SWH inmeters) is
also given for reference (dotted). The cross char­
acters are data points for which Elfouhaily's al­
gorithm did not converge. Between the latitudes
of 15° and 18°N, convergent and divergent
points are interlaced, which seems to indicate
that rain cells induce differences from the KulC
band relationship for no-rain conditions and
therefore these situations result in numerically
non converging calculations for the dual-fre­
quency wind algorithm.

analysis of TIP echo waveforms and also displayed in Fig­
ure 11. This latter index is based on the Ku band NRCS de­
partures from the mean Ku band/C band relationship
[Chapron et al., 1995]. Tournadre and Morland [1997]
have thoroughly examined many cases of TIP altimeter
measurements in the presence of rain and have concluded
that the Ku band NRCS are lowered in nearly all cases
when the C band signal exhibits a lowering or an increase
only in a few cases. Thus they have defined a rain index, to
be used as a rain flag, that is related to the departure of the
Ku band signal from the mean Ku band/C band relation­
ship, the later having been defined for no rain cases. As dis­
played in Figure 11, this index indicates a variability that is
qualitatively well related to the SSMI index, even if errors
in the collocation, the sensor resolutions and sampling, and
if geophysical effects induce differences in the exact loca­
tion of the maxima that are seen by the two indices. It ap­
pears that there is a close relationship between the small
scale drops in the NRCS signal at Ku band and the peaks of
the SSMII depolarization index, showing that the Ku band
NRCS are strongly contaminated by the atmospheric parti­
cles.
We then note that the C band signal is not so much con­

taminated by atmospheric particles, unlike the Ku band sig-

nal, and that it is possible to retrieve the wind structures
with a relatively good accuracy even in these extreme
events. This is also illustrated by the examples of the re­
trieved wind fields shown in Plate 2. They are quite consis­
tent, and no obvious sign of contamination is visible.
4.2.2.2. A high-wind branch for the C band model: As

outlined in the previous sections, the C band model sensitiv­
ity is too low to display the high wind variability. This be­
havior was also observed on the altimeter winds. In most of
the cyclone cases, the wind exceeds the upper limit of wind
speed (20 mis) imposed by altimeter inversion algorithms
whose calibration is based upon buoymeasurements. On the
basis of parametric model predictions [Holland, 1980]of the
surface winds in TCs, Young [1993] developed a hurricane
algorithm for the Geosat altimeter (Ku band) whose validity
ranges from 20 to 40 mis. This algorithm is only applicable
to altimeter measurements that are not highly attenuated by
the presence of hydrometeors in the atmosphere. Unfortu­
nately, hurricane winds are highly correlated with precipita­
tion in tropical cyclones. Therefore use of Young's
algorithm to estimate high winds must be restricted to cases
where precipitation does not significantly affect the altime­
ter measurements. As was already shown by Tournadre and
Morland [1997] the KulC band relationship for TIP is a
good indicator of rain in tropical cyclones. In addition, a re­
cent study conducted byElfouhaily [1996]demonstrated the
ability to estimate a sea state dependent local wind speed us­
ing the same Ku/C band relationship. The later was called
local wind speed because of its dependence on the local sea
state. Figure 12 shows that the local wind speed is compara­
ble to the one from Witter and Chelton [1991] for winds
lower than 15mis and with wi~ds from roung [1993] other­
wise. For latitudes between 15N and 18N the dual frequen­
cy based algorithm features the ability to discriminate
between measures without significant atmospheric contam­
ination and measures affected by a strong attenuation of the
Ku band NRCS. As hypothesized, this attenuation is always
attributed to rain cells present during the altimeter pass.
The inclusion of C band estimation in the dual-frequency

algorithm thus helped both the estimation of the wind and
the detection of an excessive attenuation of the Ku band in
the presence of rain.

Direct application of altimeter findings to scatterometers
for high-wind estimations is not a straightforward manipu­
lation mainly because of the differences in range of inci­
dence angles at which these instruments operate. However,
when one looks more closely to the scattering mechanism
involved in both configurations, possible transition may be
envisaged. Indeed, differences between C and Ku band al­
timeter measurements may be associated with different cut­
off wavelengths that separate long and short scales on the
surface: the real surface appears smoother to larger micro­
wave wavelength [Chapron et al., 1995]. For C and Ku
band radars, well-accepted cut off values are about 3 times
the incident electromagnetic wavelength [Brown, 1990], 16
cm and 6 cm, respectively. Therefore differences between
C and Ku band measurements are then mainly dominated
by small scale slope and height variances covering the
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Plate 1. SSM/I 85 GHz brightness temperatures in degrees Kelvin (November 4, 1992, 2002 UTC), and
the TOPEX-POSEIDON altimeter ground track (November 4, 1992, 1730 UTC). The altimeter positions
have been shifted in order to take the time differences into account.
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range of centimetric waves (from 6 to abcut 16 cm). Such a
range is also preponderant for C band off nadir scatterome­
ter measurements. We can then envisage to construct a
high-wind branch for the C band scatterometers based on
the high-wind branch of the altimeter algorithm. The possi­
ble methodology would be to collocate ERS scatterometer
measurements with dual-frequency altimeter ones close to
hurricane winds (after elimination of anomalous Ku band
measurements).

5. Examples of Surface Wind Patterns in Tropical
Cyclones

The knowledge of surface wind patterns in TCs is of
great importance to understanding and forecasting the for­
mation and the evolution of cyclones. If the physics of ma­
ture cyclones are rather well known, there remain many
uncertainties regarding how TCs develop and what the at­
mospheric conditions are that enable or inhibit intensifica­
tion of a tropical disturbance. Currently, there is a dramatic
lack of three-dimensional measurements of most of the pa­
rameters of interest. Observations by scatterometers pro-
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vide a unique view of the surface wind patterns in the outer
core of TCs with a good resolution and of the surface wind
of the environmental flow embedding the TC. We intend in
this section to discuss the features delineated by the scatter­
ometer in a few cases, in order to assess this new data
source and its usefulness.

Plate 2 displays the HR surface winds in TC Elsie for
four ERS-1 passes where the TC core was identified.
Elsie's track determined by JTWC and location of its center
determined with ERS-1 scatterometer are shown in Figure
7. Elsie was moving west-northwest away from Guam on
November 3, 1992, while intensifying until November 5,
when it reached its peak intensity of 150 knots (75 mis). It
turned north-northeast later that day and accelerated on No­
vember 6 while weakening. Then it turned east-northeast
and became a typhoon-force extratropical low on Novem­
ber 7. During this period the region of maximum winds in
the outer radius grew from about I00 km to several hundred
of kilometers. One striking feature is strong asymmetries in
the surface winds as displayed in Plate 2. Asymmetries in
TCs have been previously documented [Holland, 1980; An­
thes, 1982; Quilfen et al., 1994; Franklin et al, 1993]. They
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Plate 2. Surface wind field from the ERS-1 scatterometer at a resolution of 25 km in tropical cyclone Elsie:
(a) November 3, (b) November 5, (c) November 6, and (d) November 7, 1992. Location of the TC center
determined from the scatterometer measurements and the TC direction are indicated.

are related to the movement of the axisymmetric vortex in
the environmental flow but also to many other mechanisms.
They partly organize the distribution of convection and are
a characteristic feature of the tropical cyclone evolution.
The maximum winds are on the right side of the typhoon
moving northwestward on November 3 and 5 and also on
the right side of Elsie as it moved northeastward on Novem­
ber 6. The position of the maximum winds reversed after
Elsie's recurvature. This distribution could be due to more
prevailing easterlies in the south part and more prevailing

westerlies in the north part. This characteristic has been ob­
served in many of the TCs sampled by the ERS-1 scatter­
ometer, and is in agreement with previous studies. Franklin
et al. [1993) outlined a similar distribution of surface winds
by using nested analyses of Hurricane Gloria in the Atlantic
Ocean.

Figure 13 displays the surface wind divergence fields for
a few cases of mature or intensifying TCs. It features char­
acteristic patterns of the wind divergence that are nearly the
same in all cases. Strong convergence occurs in the south
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Figure 13. Surface wind divergence in (a) TC Elsie, November 3, 1992; (b) TC Elsie, November 5, 1992;
(c) TC Tina, October 2, 1992; (d) TC Orlene, September 5, 1992; (e) TC Yvette, October 14, 1992; and
(f) TC Frank, July 18, 1992. The arrows indicate the direction of the TC track.
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and north parts of the TCs and the flow is divergent in the
other quadrants. Anthes [1982] noted that surface wind con­
vergence occurs in the vicinity of rainbands with values ex­
ceeding 4 x 10-4 s'. It is also the order of magnitude of the
ERS-1 wind divergence. Nevertheless, it was shown by
Ebuchi [1994] that the scatterometer antenna geometry, im­
perfections in the backscattering models, and processing al­
gorithms could produce wind direction trapping in favored
directions aligned with the antennae. To verify whether or
not these divergence structures are artifacts, we have simu­
lated the NRCS as observed by the ERS scatterometer in a
perfectly symmetric vortex. We have then retrieved the
wind field and computed its divergence. Patterns similar to
those shown in Figure 13 also occur, showing that the re­
trieved features are partly artifacts related to the antenna
geometry. It is thus hardly possible to delineate the true
geophysical divergence field from these artifacts.

6. Conclusion
The wind fields derived from 29 orbits of ERS-1 scatter­

ometer measurements at high (25 km) and low (50 km) res­
olutions have been analyzed for a few tropical cyclone
events. Increasing the resolution enables to greatly reduce
the geophysical noise in the measurement cells, and thus to
improve the NRCS estimates. Such an enhancement for the
measurement definition is due to the high instrument signal
to noise ratio: the radiometric resolution does not dominate
the noise budget.

Examining the surface wind structures in tropical cy­
clones, we show that usable ERS scatterometer data are ob­
tained, even through deep convective clouds. Three main
shortcomings of scatterometry for remote sensing of such
events were identified as follows:
1. The measurement resolution as discussed above is only

50 km for the operational ERS scatterometer activities. It is
too coarse to measure the wind structures that vary typically
over a few kms; NRCS measurements are dramatically
smoothed in the vicinity of the TC centers. The knowledge
of these small scale structures is of great interest for TC
forecasting and physical modeling. It is shown that the high­
er resolution of 25 km providing measurements every 12.5
km retains some of the main characteristics of the surface
wind patterns such as the location of the TC center with its
area of low winds, the location of the outer core maximum
winds and its radius to be featured. A 25 km (or even better)
resolution is critical for measuring the surface wind struc­
tures with sufficient accuracy to help to understand the TC
mechanisms and to improve the estimates of wind radii and
storm surge forecasting.
2. Heavy rain is likely to interact with a microwave signal.

The C band signal is theoretically only weakly affected by
rain through its path in the atmosphere, but little is known
about effects of heavy rains (both on the sea surface rough­
ness and on the C band signal itself) that are permanent fea­
tures of TCs. To provide a qualitative insight on this topic,
we have analyzed the backscattered signals of the TIP dual­
frequency altimeter for one track crossing Elsie's core. The

NRCS at Ku band exhibits drops that are strongly linked to
the variability of a rain index derived from the SSM/I high­
frequency brightness temperatures. At the same time, the C
band signal does not exhibit such a variability at this scale,
and it is thus confirmed that the C band NRCS are not too
seriously contaminated by rain. Moreover, this result sup­
ports the usefulness of a rain index, derived from the T/P al­
timeter, based upon the deviation of the Ku signal from a
mean C band/Ku band relationship.
3. Very little is known about the behavior of the scatterom­

eter signal for very high winds, and the C band backscatter­
ing model is less valid for winds above 20m/s. Estimation of
these winds by using the operational backscattering models
gives very crude estimates of the mean wind level even if
such estimates provide some information on the wind vari­
ability. It is clear that NRCS for high winds arc overestimat­
ed by the existing models, leading to an underestimation of
the wind speeds. An examination of the NRCS signals in
TCs shows that the mean backscattered signal does not ap­
pear to saturate and exhibit sufficient azimuthal modulation
in the most intense tropical cyclones, with a superior sensi­
tivity for the highest resolution. Previous work developing
altimeter wind algorithm for higher winds are illustrated for
a TIP track analyzed in this paper. We propose that an anal­
ogous approach may be used to define a high-wind branch
for the scatterometer C band model.
With these limitations in mind, the surface winds are ana­

lyzed in TC Elsie. The most prominent features are the
asymmetries existing in the wind speed field and the well­
defined patterns in the divergence field. The location of the
wind maximum appears to occur mainly on the right side of
the moving storm, a feature that was previously identified by
different authors on the basis of observational and theoreti­
cal work. This is hypothesized to be mainly due, among oth­
er mechanisms, to the displacement of the storm in an
environmental flow with a prevailing surface wind direction.
Another characteristic feature is the distribution of the wind
divergence, strong convergence patterns being identified on
the south and north sides of most of the studied TC cases.
However, a simulated test shows that the convergence pat­
terns delineated by the scatterometer are partly artifacts of
the antenna geometry, thus limiting their interpretation.

To conclude, the scatterometer data source of surface
winds is very promising but much work is still to be done in
order to interpret scatterometer signals at C band and Ku
band. Such studies will help to better understand the charac­
teristic wind patterns of tropical cyclones as measured by
scatterometry. The forthcoming operational scatterometers
on-board the ADEOS (Ku band) and METOP (C band) sat­
ellites will provide at least twice as many complementary
measurements with a better resolution than the ERS opera­
tional one and should contribute strongly in the near future
to better understanding and forecasting of tropical cyclones.
Continued improvment of the interpretation of the scatter­
ometer signals in tropical cyclones is therefore of great im­
portance, especially because these data are already used by
forecasters.
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Appendix Table A2. Test Values

Al. The Backscattering Model CMOD_IFR2 V,mis <l>, deg e, deg cr0 , dB

The backscattering model CMOD_IFR2 is formulated as 1 0 60 -31.84
follows: 1 90 60 -32.81

a0 = 10a+~JV x (1 + b 1 x cos <t>+ tanhb2 x cos 2<1>; 8 0 40 -14.45
8 90 40 -19.02

(Al) 15 0 25 -2.57where tanh is the hyperbolic tangent, with
15 180 25 -2.71a = c1 + c2P1 + c3P2 + c4P3 22 0 18 4.38~ = C5+c6Pl +c7P2 22 180 18 5.32

where 28 0 18 4.74
28 180 18 6.19

P2 = (3x2- l)/2

x = (e - 36) I l 9
and

b2 = c14+c15P1 +cl6P2+(c17+c18Pl +c19P2)VI
+ (c20+c2lpl +c22P2)V2+(c23+c24P1 +c25P2)V3

where
pl = x

2P2 = 2x - 1 x = (28 - 76 )/ 40

V l = (2V- 28)/22

cr0 is the normalized radar cross section, V is the wind
speed in meters per second, qi the wind direction in degrees
relative to the antenna, and e the incidence angle in de­
grees. Parameters values and test values are given in Tables
Al and A2.

A2. High Wind Bias Correction

After the wind speed Vm has been computed from the C
band model, the following bias correction is added:

Table Al. Parameter Values

Parameter Value Parameter Value

c, -2.437597 C14 0.412754
c2 -1.567031 C15 0.121785
C3 0.370824 Cl6 -0.024333
C4 -0.040590 C17 0.072163
C5 0.404678 Cl8 -0.062954
c6 0.188397 C19 0.015958
C7 -0.027262 C20 -0.069514
Cg 0.064650 c21 -0.062945
C9 0.054500 c22 0.035538
cw 0.086350 C23 0.023049
C11 0.055100 C24 0.074654
C12 -0.058450 C25 -0.014713
C13 -0.096100

vscat = vm + vbias (A2)
with

vbias = 0 if vs; 10 mis

2 3
vbias = 0.0831 xv m - 0.0173 xv m + 0.0009 xv m

if I0 < V :::;22 m/s
Vbias = arctan(V m - 22) + 3.0382 if V > 22 m/s

The function arctan designs the arctangent.

The bias was evaluated by comparison of the C band
model winds with the NOAA buoys winds for the time peri­
od March 1992 to October 1993.
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Abstract. Directional distribution of the wind vectors observed by the ERS-1 active
microwave instrument (AMI) scatterometer over the global oceans is investigated to
examine effects of errors in the geophysical model function used to retrieve the wind
vectors from backscattering measurements. Three scatterometer data products, together
with wind data derived from two operational meteorological analysis models, are analyzed
and compared with each other for a period of 2 months. Frequency distributions of the
wind directions relative to the midbeam looking direction are calculated in bins of 10°. It
is found that scatterometer-derived wind vectors may exhibit systematic directional
preference relative to the antenna beams in comparison with those of the model winds.
This artificial directivity is considered to be caused by imperfections in the model function
used to retrieve the wind vectors. Dependencies of the directional distributions on
incidence angle and wind speed are also discussed for each data products. The distribution
of wind directions is very sensitive to the errors in the model function and can be used as
an effective measure of self-consistency to validate the model function and retrieved wind
vectors.

1. Introduction
Satellite-borne scatterometers can measure the surface wind

vectors with global coverage, high spatial resolution, and fre­
quent sampling. The observed wind fields over the global
ocean are of critical importance for various studies in fields of
oceanography, meteorology, and climatology. However, the
scatterometers do not directly measure the wind vectors but
measure the radar signal backscattered from the sea surface.
The surface wind vectors are obtained from the observed nor­
malized radar cross sections (sigma 0 values) by using a wind
retrieval algorithm with a geophysical model function, which
describes the relationship between the sigma 0 and the inci­
dence angle, wind speed, and azimuth angle of wind direction
relative to the radar antenna beams. Validation of the model
function and retrieved wind vectors is an important step in
determining the quality of remotely sensed wind products and
assessing the error structure of vector winds.
Numerous validation studies have been carried out by com­

paring the observed sigma 0 values and retrieved wind vectors
with in situ wind measurements by buoys and ships [e.g., Jones
et al., 1982; Bentamy et al., 1994; Quilfen and Bentamy, 1994;
Ebuchi et al., 1996; Graber et al., 1996]. In this method it is
sometimes difficult to obtain a large number of collocated
data, especially at initial stages after the satellite launch
(enough data to assess the three-dimensional dependence of
the sigma 0 values on the incidence angle, wind speed, and
direction), because reliable wind observations are limited in
number.
Approaches to validate scatterometer winds using outputs
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from numerical weather forecast and analysis models [e.g.,
Anderson et al., 1991;Stoffelen and Anderson, 1995;Freilich and
Dunbar, 1993;Offiler, 1994;Freilich et al., 1997] have also been
employed. This method totally depends on the accuracy of the
numerical weather models. The differences of the spatial and
temporal resolution between the scatterometer observations
and the numerical models may also affect results of the vali­
dation.
A different validation approach without reference wind data

was tried to find systematic errors in the scatterometer winds.
By analyzing the wind speeds derived from the Seasat A sat­
ellite scatterometer (SASS) using the SASS 1 model function,
Woiceshyn et al. [1986] found that the model function for the
vertical and horizontal polarizations are inconsistent. This type
of validation examining systematic errors and self-consistency
of the retrieved wind vectors may also be effective to refine the
retrieval algorithms and model functions, together with com­
parisons of in situ wind measurements and model outputs.

In the present study, directional distribution relative to the
antenna beam direction of wind vectors observed by the ERS-
1/active microwave instrument (AMI) scatterometer over the
global oceans is examined as a measure of the self-consistency.
If the scatterometer correctly measures the wind fields, the
derived distribution of wind directions is expected to represent
the nature of the global wind field such as the trades and
westerlies and should not have any systematic directivity rela­
tive to the antenna beam looking directions. In comparison of
the directions of the SASS 1 winds with in situ measurements
presented by Jones et al. [1982, Figure 13] the distribution of
data was not uniform but clearly showed four gaps. Anderson et
al. [1991] reported some directional irregularities in the SASS
1 winds.
The directional distributions of three ERS-1/AMI scat-
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terometer wind data products are investigated in order to ex­
amine differences due to geophysical model functions used to
retrieve the wind vectors in the present study. Wind fields
obtained from two operational meteorological analysis models
are also analyzed in the same way and compared with scat­
terometer winds. Dependencies on incidence angle and wind
speed are also discussed.

2. ERS-1/AMI Scatterometer and Wind
Data Products
The first European Remote Sensing Satellite (ERS-1) was

launched by the European Space Agency (ESA) on July 17,
1991, into a 785-km polar orbit at an inclination angle of
98.52°. The mission carried the active microwave instrument
(AMI), along-track scanning radiometer/microwave sounder
(ATSR/M), and radar altimeter (RA). The C band (5.3 GHz)
active microwave instrumentation (AMI) comprises a side­
looking system with three in-flight selectable modes for high­
resolution imaging (image mode) as a synthetic aperture radar
(SAR), measurement of directional wave spectra (wave mode),
and wind scatterometer over the ocean surface (wind mode).

In the AMI wind mode (scatterometer) the sea surface is
sequentially illuminated by C band (5.3 GHz) microwave
pulses with vertical polarization, and the backscattered signal is
measured from three different azimuth angles by three anten­
nas looking 45° (forebeam), 90° (midbeam), and 135° (aft­
beam) to the right of the spacecraft flight direction. The inci­
dence angle of the radar beam varies from 24° to 57° for the
fore and aft antenna beams and from 18° to 47° for the mid­
beam. The three antennas form fan beams with a narrow azi­
muth pattern and a relatively wide elevation pattern in order to
cover a wide swath of 500 km, starting 225 km from the sub­
satellite track. The 500-km-wide swath is sampled every 25 km,
resulting in 19 measurement cells across the swath. The along­
swath sampling interval is also equal to 25 km. The effective
spatial resolution of the scatterometer is reduced, however, to
-50 km because adjacent measurement cells are not indepen­
dent.
Surface wind vectors over the ocean are obtained from the

observed normalized radar cross-section (sigma 0) triplets us­
ing a wind retrieval algorithm with a geophysical model func­
tion. Several algorithms and model functions have been pro­
posed for the ERS-1/AMI C band scatterometer and have
been used to produce wind data products. Three data products
such as the European Space Agency (ESA) fast delivery prod­
ucts, the Jet Propulsion Laboratory (JPL) value-added prod­
ucts, and the Institut Francais de Recherche pour
!'Exploitation de la Mer (IFREMER) off-line products are
utilized in the present study.
At the initial stage of data processing after the launch the

ESA fast delivery products were processed using the pre­
launched model function, CMOD-2 [Long, 1985]. After the
calibration phase an intermediate transfer function, CMOD-3,
was developed by tuning to European Centre for Medium­
Range Weather Forecasts (ECMWF) analysis winds, using
data for 1 month. Then the CMOD-4 model function was
derived by Stoffelen and Anderson [1995] and has been used to
generate the ESA fast delivery products since February 1993.
Freilich and Dunbar [1993] developed a preliminary fully

empirical tabular model function, CMOD-FD, by collocating
sigma 0 values with surface wind data from operational global
numerical weather prediction (NWP) analyses. The JPL value-

added products have been produced by the NASNJPL using
the JPL maximum likelihood estimating (MLE) wind retrieval
algorithms with the CMOD-FD. Ambiguity removal has been
achieved by a median filter technique with field initialization
using the National Meteorological Center (NMC) wind anal­
ysis data.

The ERS-1 off-line data products have been generated at
IFREMER. The first version of the wind products of 16
months' data was delivered in 1993 for test purposes. A model
function called CMOD-IFR, which was developed by tuning
coefficients for an assumed formula with 16 National Oceanic
and Atmospheric Administration/National Data Buoy Center
(NOANNDBC) buoy measurements and the Norwegian In­
stitute of Meteorology (DNMI) wind analysis data, was used to
retrieve wind vectors [Qui/fen and Cavanie, 1991; Katsaros et
al., 1993;Bentamy, 1992; Bentamy et al., 1994].

The second version was distributed in January 1995. The
main differences are a new version of the C band model,
CMOD-IFR2, and refinement of ice detection algorithm (Qui/­
fen, 1995]. To tune the coefficients in the model function for­
mulation, the NOANNDBC buoy data were used for the co­
efficients concerning the wind speed, and the ECMWF wind
data were used for those concerning directions [Qui/fen and
Bentamy, 1994; Qui/fen, 1995]. A bias correction, which was
estimated by comparison with the buoy measurements, was
applied to the model wind speed estimates at high winds.
Ambiguity removal was only applied to wind vectors of wind
speed higher than 3 m s-1•
Ebuchi et al. [1996] and Graber et al. (1996] compared these

three wind data products with the NOANNDBC, Tropical
Ocean-Global Atmosphere/Tropical Atmosphere Ocean (TO­
GA-TAO) and Japan Meteorological Agency (JMA) buoy ob­
servations for a period of 2 years. It was shown that the
IFREMER winds give the best agreement among the three
data products. Systematic biases in wind speed were found for
the JPL and ESA winds.

3. Directional Distribution of Wind Vectors
Three ERS-1/AMI scatterometer wind products such as the

ESA fast delivery products, the JPL value-added products and
the IFREMER off-line products, for a period of 61 days from
March 1, 1993, to April 30, 1993, are analyzed in the present
study. Only the wind vector cells between 45°S and 45°N are
used to avoid contamination by sea ice. Number of the wind
vector cells analyzed is about 8.7 million. Frequency distribu­
tions of the wind directions relative to the midbeam looking
direction are calculated in bins of 10°.

In order to compare with the scatterometer winds, surface
wind fields of the ECMWF analyses and the JMA global wind
analysis (GANAL) data are also analyzed in the same way. The
ECMWF wind data (6 hourly and 1.125° spatial resolution),
which are collocated with the scatterometer observations by
linear interpolation in time and space, have already been con­
tained in the IFREMER data sets (Qui/fen, 1995]. The JMA
GANAL wind fields (12 hourly and 1.875° spatial resolution)
are also linearly interpolated to the time and location of the
scatterometer wind cells in the similar way.

Figure 1 shows polar plots of the frequency distributions of
relative wind directions for the JPL value-added products (Fig­
ure la), the ESA fast delivery products (Figure lb), the
IFREMER off-line products (Figure le), the ECMWF winds
(Figure ld), and the JMA GANAL data (Figure le). Only
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Figure 1. Frequency distributions of wind directions relative to the midbeam looking direction for (a) Jet
Propulsion Laboratory (JPL) value-added products, (b) European Space Agency (ESA) fast delivery products,
(c) Institut Francais de Recherche pour l'Exploitation de la Mer (IFREMER) off-line products, (d) European
Centre for Medium-Range Weather Forecasts (ECMWF) winds and (e) Japan Meteorological Agency global
wind analysis (JMA GANAL) data.

wind vector cells at middle to far ranges (cells 4-19, corre­
sponding to incidence angles from 32° to 56° for the forcbeam
and aftbeam and 23° to 45° for the midbeam) within the swath
and of wind speeds from 5 to 20 m s 1 arc used, because wind
directions observed at the inner cells (i.e., low incidence an­
gles) and low wind speeds are less accurate [Quilfen and Ca­
vanie, 1991; Quilfen and Bentamy, 1994; Bentamy et al., 1994;
Ebuchi et al., 1996; Graber et al., 1996].

The distributions for the two wind analyses, ECMWF and
JMA GANAL, agree very well with each other. Also, the
distribution of the ESA winds agrees well with those of the
ECMWF and JMA wind analyses as should be expected. In
contrast, the distributions of the JPL and IFREMER winds
have artificial lobes relative to the antenna beam directions,
though these two wind products show better agreement with in
situ buoy measurement than the ESA fast delivery products
[Ebuchi et al., 1996; Graber et al., 1996].
Similar frequency distributions of wind directions are calcu­

lated from the wind vectors retrieved by earlier versions of the
model functions. In Figure 2 the distributions for wind vectors
of the ESA prelaunch CMOD-2 model for a period of Febru­
ary 1992 (Figure 2a), the ESA CMOD-3 model for July 1992
(Figure 2b), and the first version of IFREMER off-line prod­
ucts for March and April 1993 (Figure 2d) arc shown for
comparison with the current versions in Figures 2c and 2e.
The directional distributions of the CMOD-2 and CMOD-3

winds arc apparently distorted with reference to the antenna
beams. There arc very sharp gaps between lobes of distribu­
tion. These dircctivities arc much reduced in the distribution
for the CMOD-4 winds, reflecting improvement of the model
function. The gaps in the wind direction distributions may
strongly affect the retrieved wind fields. For a case where the
wind direction is changing gradually, the scattcromctcr-derivcd
wind field may be discontinuous since wind vectors in the
direction of the gaps are not obtained.

It is surprising that the first version of the IFREMER wind
products shows a better distribution than the second version,
even though the second version has been much improved,
especially in wind speed [Quilfen and Bentamy, 1994). The
refinement of the IFREMER model function was made mainly
concerning the magnitude of wind velocity by turning to the
NOAA/NDBC buoy measurements; especially, a bias correc­
tion was applied at high wind speed ranges. It is considered
that these procedures have not improved (or made worse) the
self-consistency of the retrieved wind vectors.
As shown in Figures 1 and 2, the scatterometcr-dcrived wind

vectors may show artificial directivity relative to the antenna
beam directions. Anderson et al. [1991] reported similar direc­
tional irregularities in the Seasat A scattcrometcr winds re­
trieved by the SASS 1model function. In the comparison of the
SASS I wind directions with surface measurements by Jones et
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Figure 2. Directional distribution relative to the midbeam direction of wind vectors retrieved by earlier and
current versions of the model functions. (a) The ESA CMOD-2 winds for February 1992, (b) the ESA
CMOD-3 winds for July 1992, (c) the ESA CMOD-4 winds for March and April 1993 (same as Figure la), (d)
the first version of IFREMER off-line products for March and April 1993, and (e) the second version of
IFREMER off-line products for March and April 1993 (same as Figure le).

al. [1982, Figure 13] the distribution of data was not uniform
but showed clearly four gaps.

In Figures 3 and 4, two examples for influence of the direc­
tivity on the observed wind fields are shown. As an extreme
example, Figure 3 shows comparison of wind fields retrieved by
the CMOD-2 and CMOD-FD. The wind field was observed on
the west side of a cyclone which was located at about 29°N,
136°E. Wind was blowing counterclockwise around the cy­
clone. In the wind field retrieved by the CMOD-2, there exist
several discontinuities of wind directions around 25°N. Most of
wind vectors are aligned along one of antenna beams which
have angles of 45°, 90°, and 135°with the satellite flight direc­
tion. This feature corresponds to what is expected from the
result shown in Figure 2a. The discontinuity of wind directions
is considered to be caused by the gaps of wind directions
located between the antenna beam directions. In the wind field
of CMOD-FD, wind direction changes continuously around
the cyclone, and the cold front which extends across the swath
can be recognized easily.

Figure 4 shows two wind fields retrieved using the
CMOD-FD and CMOD-4. The wind field was observed on the
east side of a cyclone located at about 41°N, 150°E. Though
differences of the two wind fields are not very large, there
exists discontinuity of wind direction around 34°N, 155°E in the
CMOD-FD winds. In the region east of the discontinuity, wind
vectors are aligned in the forebeam direction. In contrast, wind

direction changes continuously in this region for the CMOD-4
winds.

As shown in the examples in Figures 3 and 4, the directivity
in the scatterometer-derived wind vectors may easily cause
artificial discontinuity in the observed wind fields. This may
largely affect the differential of the wind fields such as diver­
gence/convergence field and wind stress curl, which are very
important for meteorological and oceanographic studies. For
example, Chen et al. [1996] considered numerical simulations
on the path of the Kuroshio Current near Taiwan. They found
that intrusions of the Kuroshio are sensitive and steered by the
direction of the wind stress. Yasuda and Hanawa [1996] and
Ozgokmen et al. [1997] examined the impact of wind forcing on
the separation of the western boundary currents such as the
Gulf Stream and Kuroshio from the coast. These studies show
that directional errors in the forcing (i.e., shift in the zero
location of the wind stress curl) can have a dramatic effect on
the response of ocean circulation. Further studies are needed
to evaluate quantitative influence of the irregularity in the wind
vectors on wind stress curl fields and ocean circulation. In a
simple way the influence will be simulated by sampling the
climatological wind stress field with the scatterometer geome­
try and then adding the systematic directivity as found in the
present study.

According to validation studies comparing ERS-1 winds with
buoy observations [Bentamy et al., 1994; Ebuchi et al., 1996;
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Figure 3. Difference of wind fields retrieved using (a) the CMOD-2 and (b) the CMOD-FD (1354 UT;
February 15, 1992).

Graber et al., 1996] the directions of wind vectors retrieved
using CMOD-4, CMOD-FD, and CMOD-IFR2 agree well
with buoy data with root-mean-square (rms) differences
around 25°. No systematic errors in the scatterometer wind
directions have been reported. In Figure 1, however, the dif-

ferences among the three wind products are significant. The
directivity relative to the antenna beams is obvious in the
distributions of the JPL and IFREMER winds. The directional
distribution relative to the antenna beams investigated in the
present study is considered to be sensitive to the difference of
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Figure 5. Dependence of the directional distributions on the location of wind vector cells for the JPL
value-added products.
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Figure 6. Same as Figure 5, except for the ESA fast delivery products.
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Figure 7. Same as Figure 5, except for the IFREMER off-line products.

model function used to retrieve wind vectors. Since these wind
data sets are produced from the same sigma 0 observations by
the ERS-1 scatterometer through similar MLE algorithms, the
directivity is considered to be caused by errors in the model
functions. Though errors in ambiguity removal procedure may
also influence directional distribution to some extent, they may
not cause directional preference. It can be easily expected that
errors in the model function result in systematic errors in the
retrieved winds. However, there is a very complex and nonlin­
ear interaction between the model function and retrieved
winds, which has not been studied systematically. W. Pierson
(unpublished report distributed at the Advanced Earth Ob­
serving Satellite/NASA Scatterometer (ADEOS/NSCAT) Sci­
ence Working Team Meeting in Kyoto, Japan, 1995) tried to
make a simple qualitative explanation to the artificial directiv­
ity of scatterometer winds by modeling errors in a model func­
tion and analyzing properties of the MLE wind retrieval algo­
rithm. Further studies are necessary to understand the
nonlinear relationship between the errors in the model func­
tion and directional distribution of retrieved wind vectors.

If the irregularities of the directional distributions are
caused by the errors in the model function, then the shape of
the directional distribution may vary with the incidence angle
and wind speed, which are two major parameters of the model
function. Figures 5, 6, and 7 show the dependence of the
directional distribution on the location of wind vector cells,
which is associated with the incidence angle, for the JPL value­
added products, the ESA fast delivery products, and the
IFREMER off-line products, respectively. Only wind vector
cells of wind speed from 5 to 20 m s-1 are used. The true global

wind field should not depend on the cross-track distance or
incidence angle and is expected to show distributions close to
those of the global wind analyses shown in Figures ld and le.

For each product the distributions at the inner cells (i.e., low
incidence angles) show artificial directivity relative to the an­
tenna beam directions. The distributions at the outer cells (i.e.,
large incidence angles) are smoother and closer in agreement
with those of the ECMWF and JMA wind analyses shown in
Figure 1. This difference with incidence angle might be due to
the low upwind/crosswind modulation of the backscattering
property of the C band microwave from the sea surface at low
incidence angles [e.g., Freilich and Dunbar, 1993].

Figures 8-12 show the dependence of the directional distri­
butions on wind speed for the JPL value-added products, the
ESA fast delivery products, the IFREMER off-line Products,
the ECMWF winds, and the JMA GANAL winds, respectively.
Only wind vector cells at middle to far ranges (cells 4-19) are
used. The distributions for the two wind analyses in Figures 11
and 12 agree well with each other except for those at very high
winds. For each scatterometer wind product the distributions
at wind speed ranges of 5-10 and 10-15 m s-1 agree better
with those of the wind analyses. At lower winds the distribu­
tions are mainly affected by the directivity and show features
different from those of the wind analyses. At higher winds, very
little is known about the wind distribution either for the scat­
terometer winds and meteorological analyses. Also, the data
sampling is not the same for the all distributions. Further
studies are needed to clarify characteristics of wind vectors at
very high winds.

From the above analysis it is found that scatterometer-
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Figure 8. Dependence of the directional distributions on the wind speed for the JPL value-added products.
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Figure 9. Same as Figure 8, except for the ESA fast delivery products.
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Figure 10. Same as Figure 8, except for the IFREMER off-line products.
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Figure 11. Same as Figure 8, except for the ECMWF winds.
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Figure 12. Same as Figure 8, except for the JMA GANAL winds.

derived wind vectors may show systematic directional prefer­
ence relative to the antenna beams. This artificial directivity is
considered to be caused by errors in the model function used
to retrieve the wind vectors. The distribution of wind directions
varies with the incidence angle and wind speed and is very
sensitive to the errors in model function. It is concluded that
the directional distribution relative to the antenna beam direc­
tion can be used as an effective measure of self-consistency to
validate the model function.

4. Summary and Conclusion
In the present study the directional distribution of the wind

vectors observed globally by the ERS-1/AMI scatterometer is
investigated to examine effects of errors in the geophysical
model function used to retrieve the wind vectors from back­
scattering measurements. Three scatterometer wind data prod­
ucts such as the JPL value-added products, the ESA fast de­
livery products, and the IFREMER off-line products for a
period from March 1, 1993, to April 30, 1993 (61 days), are
analyzed. Only the wind vector cells between 45°S and 45°N are
used to avoid contamination by sea ice. Number of the wind
vector cells analyzed is about 8.7 million. Frequency distribu­
tions of the wind directions relative to the midbeam looking
direction are calculated in bins of 10°.In order to compare with
the scatterometer winds, surface wind fields of the ECMWF
analysis and the JMA GANAL are also analyzed in the same
way.

It is found that the scatterometer-derived wind vectors may
exhibit systematic directional preference relative to the an-

tenna beam directions. The directional distributions for the
JPL value-added products and the IFREMER off-line prod­
ucts obviously show systematic directivity in the direction of
the antenna beams. In contrast, the ESA fast delivery products
processed by the CMOD-4 model function show smooth dis­
tributions very close to those for the ECMWF and GANAL
winds. It is shown that the directivity may cause discontinuous
wind fields and may result in artificial divergence or conver­
gence in the wind fields. Future investigations are needed to
evaluate impacts of the directivity error on the meteorological
and oceanographic utility of scatterometer wind data.

Since these three scatterometer wind data sets are produced
from the same sigma 0 observations through similar retrieval
algorithms, it is considered that these artificial directivities are
caused by errors in the model functions. The directional dis­
tributions of wind directions varies with the incidence angle
and wind speed. Further studies are necessary to understand
the very complex and nonlinear interaction between the model
function and retrieved winds. A simple examination retrieving
wind vectors using a model function with known errors will be
effective to investigate the relationship. The antennae geome­
try of the scatterometer may also affect the wind direction
distribution. This will be tested by comparing data from dif­
ferent scatterometers such as SASS and NSCAT.

It is concluded that the directional distribution relative to
the antenna beam direction can be used as an effective mea­
sure to validate the model function. This method is useful in
choosing a better model function among some candidates, as
far as for the directional component is concerned. In this sense
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the CMOD-4 model provided a better result than the
CMOD-FD and CMOD-IFR2. Though the present method is
not quantitative, at least, scatterometer-derivcd wind vectors
should not show any artificial directivities relative to the an­
tenna beams.
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Abstract. Satellite scatterometer wind velocity measurements are a new source of data
for studies of seasonal-to-interannual ocean-atmosphere interactions in the Arabian Sea,
where the largest and steadiest wind speeds occur in northern summer. Three satellite
wind velocity data products (named CMOD4, FD, and IFR2), all created from radar
backscatter measured by the first European Remote Sensing Satellite (ERS-1 ), were
compared to moored-buoy wind measurements recorded in the central Arabian Sea during
October 1994 to October 1995. Orthogonal regression analysis of 74 collocations indicated
IFR2 winds were more representative of buoy winds compared to CMOD4 and FD. IFR2
winds during 1995 are described, including the time of monsoon onset and the path of the
Somali Jet. Monthly mean vertical transport across the bottom of the Ekman layer of the
Arabian Sea north of 8°N, meridional Ekman transport along 8.5°N, and Sverdrup
transport along 8.5°N were computed with IFR2 data from May 1992 to May 1996. During
the 1992-1995 June-September southwest monsoon, upwelling into the Ekman layer of
the Arabian Sea occurred at a mean rate of 3.4 Sv (1 Sv = 106 m3 s-1), which was one­
third smaller than the volume transport exiting within the Ekman layer across the
southern boundary of the Arabian Sea, and the southward Sverdrup transport was 15 Sv.
During the 1992-1996 December-March northeast monsoon, nearly 5 Sv sank below the
bottom of the Ekman layer, 4 Sv entered the Arabian Sea in the Ekman layer, and the
Sverdrup transport was negligible. Year-to-year transport variations were small.

1. Introduction

Knowledge of spatial variations of vector surface wind stress
is critical to understand, model, and predict ocean circulation
processes and biological-physical interactions in the Indian
Ocean, where seasonally reversing winds or monsoons are
caused by differential heating of ocean and land. The coupled
atmosphere-land-ocean system of the monsoon is one of
Earth's most complex phenomena. In northern hemisphere
summer the wind over the Arabian Sea is dominated by the
Somali Jet. Wind direction over the Arabian Sea is southwest­
erly (toward the northeast) during the June-September south­
west monsoon and northeasterly (toward the southwest) dur­
ing the December-March northeast monsoon. July wind stress
in the Arabian Sea is 2-3 times larger than that in January.
Arabian Sea currents are highly sensitive to surface wind stress.
Knox [1987] provided a good primer on the richness and
uniqueness of wind-driven ocean circulations in the North In­
dian Ocean.

Surface wind stress curl produces a vertical velocity at the
bottom of the Ekman layer, which causes water to upwell and
sink and which significantly influences large-scale ocean circu-

Copyright 1998 by the American Geophysical Union.
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lation, sea surface temperature, and near-surface phytoplank­
ton biomass. Wind stress is extremely difficult to measure over
the ocean. Therefore a parameterization of surface wind stress
is normally formulated from near-surface wind velocity com­
ponents [Trenberth et al., 1990]. Near-surface wind speed and
direction are routinely observed by ships and buoys, inferred
from satellite scatterometer measurements, and simulated
from atmospheric general circulation models. Of the three
wind-measuring techniques, the satellite method is the newest.
The coverage, resolution, all-weather capability, and ability to
infer wind direction as well as speed make spaceborne scat­
terometers particularly appealing sources of surface wind ve­
locity for air-sea interaction studies in monsoon regions. Ex­
cept for 3 months in 1978, satellite measurements of surface
wind velocity did not exist until July 1991, when the European
Space Agency (ESA) first European Remote Sensing Satellite
(ERS-1) was launched.
ERS-1 measures microwave radar backscatter, from which

near-surface wind velocity is determined. Typically, four pos­
sible wind vectors are retrieved for the same location, and
selection of a unique direction is difficult because of symme­
tries in the model function and the scatterometer measure­
ment geometry [Naderiet al., 1991].Three ERS-1 surface wind
velocity data products, all created from backscatter measure­
ments provided by ESA, are compared to moored buoy wind
observations in the central Arabian Sea to select a data set for
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Figure 1. Location of WHOI moored buoy is represented by
the triangle. The region defined to be the Arabian Sea is
shaded.

analysis. The selected data product is used to compute vertical
transport across the bottom of the Ekman layer over the Ara­
bian Sea and Sverdrup and meridional Ekman transports along
the southern boundary of the Arabian Sea for 1992-1996.
Results demonstrate the utility of scatterometer data for mon­
soon ocean-atmosphere response studies.

2. Instrumentation
2.1. IMET

Weller [1996] deployed a surface mooring at 15.5°N, 61.5°E
(Figure 1) with an Improved Meteorological (IMET) instru­
ment to measure wind speed and direction at 1-min intervals at
2.9-m height. Accuracies of IMET wind speed and direction
measurements were 5% and 10°, respectively [Weller and
Anderson, 1996)]. IMET was located near the axis of the So­
mali Jet. IMET data were referenced to 10-m height, assuming
neutral atmospheric stratification, logarithmic wind profile,
von Karman constant of 0.4, and drag coefficient dependent on
wind speed according to that specified by Trenberth et al.
[1990]. At low wind speeds an error may have been introduced
in the IMET 10-m height wind estimate by assumption of
neutral stratification and neglect of stratification-dependent
corrections to the logarithmic profile.

For comparison with ERS-1 data, arithmetic means of sixty
I-min IMET values of east-west component (u, positive east­
ward), north-south component ( v, positive northward), and
scalar speed were computed. The I-hour average wind direc­
tion was calculated from 1-hour u and v components. The
midpoint of 1-hour averaged IMET wind speed and direction
was centered at the time of ERS-1 overflight. The choice of 1
hour to create IMET collocated data was reasonable during
the southwest monsoon, when the displacement of an air par­
cel in 1 hour was comparable to the 50 km diameter of the
circular region associated with ERS-1 data.

2.2. ERS-1
The ERS-1 Active Microwave Instrument (AMI) [Attema,

1991] was designed to operate either as a synthetic aperture
radar or as a wind scatterometer. In wind scatterometer mode
the AMI C band (5.3 GHz), vertically polarized backscatter
cross-section measurements were made in a single 500-km­
wide swath using three fan-beam antennas oriented at 45°, 90°,
and 135° relative to the spacecraft subtrack. Each raw back­
scatter measurement had a characteristic dimension of 50-70

km. Ground-based data processing produced normalized radar
cross-section measurements from each antenna on an approx­
imate 25 km X 25 km along-track/across-track grid throughout
the swath. At the moderate incidence angles characteristic of
the ERS-1 measurement swath, backscatter from the ocean
surface results primarily from a two-scale resonant scattering
mechanism. The calculated normalized radar cross section of
the sea surface is thus a function of both the amplitudes and
the directional distributions (relative to the antenna azimuth)
of centrimetric-scale surface roughness elements. Wind cre­
ated centrimetric surface waves, and wind and waves were in
equilibrium. Collocated backscatter measurements were used
to estimate both wind speed and wind direction [Naderi et al.,
1991].
Three ERS-1 10-m height wind velocity data sets were used:

CMOD4 [Offiler, 1994; Stoffelen and Anderson, 1997], FD
[Freilichand Dunbar, 1993; Freilich, 1994], and IFR2 [Quilfen
and Bentamy, 1994]. All employed the same backscatter cross­
section measurements provided by ESA. Each retrieved wind
used a different empirical model function. A model or transfer
function relates radar backscatter measurements, incidence
angle, radar frequency, radar polarization, and wind speed and
direction. A unique physically based model function cannot be
constructed because of insufficient understanding of radar
scattering from a wind-generated centimeter-scale sea surface.
The CMOD4, FD, and IFR2 model functions used November
1991 European Center for Medium-Range Weather Forecasts
(ECMWF) wind analyses, February 1992 National Centers for
Environmental Prediction wind analyses, and March-June
1992 National Oceanic and Atmospheric Administration
moored-buoy wind measurements, respectively. Each used a
different algorithm to select a unique wind vector from the
(typically four) possible solutions derived from the initial wind
retrieval processing. More important, no model function or
numerical scheme employed IMET data. Each of the data sets
corresponded to estimates of 10 m equivalent neutral stability
winds. Errors in the FD model function resulted in an anom­
alously large number of low speeds [Graber et al., 1996], and
thus all FD data with wind speeds less than 1.2 m s-1 were
discarded prior to comparisons with !MET measurements.

Comparisons between IMET measurements and spatially
and temporally collocated ERS-1 wind velocity estimates were
used to assess the accuracy and representativeness of the
ERS-1 data sets and to select a single scatterometer product
for further analysis. Only ERS-1 wind vectors located within
12.5 km of the buoy were included in the comparisons, yielding
74 collocations spanning the time interval October 24, 1994, to
October 15, 1995. The range of !MET collocated wind speeds
was 3-15 m s-1• The comparison test is noteworthy because of
the large percentage of buoy wind speeds greater than 10 m
s-1• The mean collocated !MET wind speed was 7.6 m s-1,
which is approximately the same as the mean global ocean
wind speed. Forty-four (30) collocations were associated with
IMET wind speeds below (above) 7.6 m s- 1•

!MET measurements are assumed to have fewer errors than
ERS-1 data. Moored-buoy wind speed measurements are not
error free, as illustrated by Large ct al. [1995], who identified
significant wave-induced biases in I0-m wind speeds computed
from buoy measurements recorded within a few meters of the
surface. They found altitude-corrected wind speeds to be sys­
tematically biased low for true 10-m wind speeds exceeding a
transition speed of 7-10 m s - 1, depending on anemometer
height, because surface waves caused a distortion in the wind
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profile. Such biases in buoy data would lead to a significant
negative slope in the linear regression analysis between IMET
minus ERS-1 residual speed versus IMET wind speed if the
ERS-1 data were, in fact, representative of the 10-m wind
speed and the collocated data contained a high percentage of
high speeds, as in the present case.

Mean IMET minus ERS-1 wind speed residuals were 0.0,
0.5, and 0.6 m s·-I for IFR2, FD, and CMOD4 data, respec­
tively. Residuals were dependent on wind speed. IFR2 wind
speeds were less (greater) than IMET for speeds below
(above) 8 m s" 1 (Figure 2a); this behavior was different from
that reported by Graber et al. [1996], in which IFR (an early
version of IFR2) underestimated buoy observations for wind
speeds from 5 to 15 m s-1• The dynamic range of each ERS-1
collocated data set exceeded that of the IMET data. Slopes of
the orthogonal regression line computed between IMET minus
ERS-1 wind speed residuals and IMET wind speed were -0.1,
-0.2, and -0.4 for CMOD4, IFR2, and FD data, respectively.
The slopes -0.1 for CMOD4 and -0.2 for IFR2 were not
statistically different at the 95% confidence level. Root-mean­
square (rms) difference between IMET and IFR2 wind speeds
was 0.8 m s-1, which was equal to that computed with CMOD4
data and which was 0.5 m s-1 smaller compared to FD. The
0.5 m s-1 rms difference was significant at the 95% confidence
level.
There were 43 collocations with IMET directions between 0°

and 100°, and 31 match ups between 210° and 310° (Figure 2b).
Wind direction is defined to be the direction from which the
wind was blowing. During the northeast monsoon, mean (stan­
dard deviation) values of the collocated IMET minus ERS-1
wind direction residuals were 2 (13), 2 (11), and 4 (24) for
IFR2, CMOD4, and FD, respectively. During southwest mon­
soon conditions, mean (standard deviation) values of the col­
located IMET minus ERS-1 wind direction residuals were 9°
(8°), 9° (11°), and 10° (7°) for IFR2, CMOD4, and FD, respec­
tively. It is noted that Large et al. (1995] found negligible biases
in the directions of altitude-corrected wind directions com­
puted from low-level buoy data.

It is not surprising that IFR2 data were more representative
of IMET observations. The a0 to wind speed and direction
model function for IFR2, unlike those for CMOD4 and FD,
was created with moored buoy wind data in the North Atlantic
and North Pacific during 1992. Biases such as that identified by
Large et al. (1995] could therefore be inherent in the IFR2
model and would not be identified by additional buoy compar­
isons. The IFR2 data were the ERS-1 vector data most con­
sistent with IMET measurements. However, we cannot equiv­
ocally state that IFR2 data are the most accurate of the three
ERS-1 data products.

3. Arabian Sea Surface Wind Stress Field
Wind stress components, Tx (positive eastward) and TY (pos­

itive northward), are defined by

and

where Pa is air density (1.225 kg m-3) and Cn is a nondimen­
sional drag coefficient. We used a 10-m height wind-speed­
dependent CD [Trenberth et al., 1990]. The Tx and TY were
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Figure 2a is least squares orthogonal regression line.

(1a)

computed from 1-day average u and v in 1/3° x 1/3°areas. All
1/3° X 1/3° daily Tx and TY values in 1° X 1° regions were
averaged to monthly mean Tx and TY, from which monthly
mean wind stress magnitude, T = (T; + T>:) 112, and direction,
¢> = tan-1 (T)Ty), were calculated.

3.1. Seasonal Cycle
In January 1995 (Figure 3a) the dominant wind directions

were northerly off India and northeasterly in the western Ara­
bian Sea. The directions were representative of northeast trade
winds, which are found throughout the year at similar latitudes
in the Atlantic and Pacific. Wind stress decreased from west to
cast, and near India, wind stresses were two thirds as large as
those in the western Arabian Sea.
In July 1995 (Figure 3c) the wind stress field was remarkably

different from January, with southwesterly (westerly) direction
over the western (eastern) Arabian Sea and much larger wind
stresses. In July, virtually the entire Arabian Sea had wind
stresses greater than 0.1 N m-2, which in January occurred
only over a small region near Somalia. The Somali Jet entered
the North Indian Ocean at the Somalia coast near 5°N, rapidly
gaining strength as it penetrated toward the northeast. Maxi­
mum intensity (0.33 Nm -2) occurred about 200 km offshore of
Somalia at 9.5°N, 53.5°E, where some of the strongest (July
1995mean wind speed was 14m s-1) and steadiest winds occur
in the world during northern summer. The area of T > 0.2 N
m-2 extended downwind toward the northeast for more than
1000 km, covering a large portion of the basin. Assuming that

(lb)
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Figure 3. Monthly mean IFR2 wind stress magnitudes and directions during (a) January 1995, (b) April
1995, (c) July 1995, and (d) October 1995. Contour interval is 4 X 10-2 N m-2• Wind stress direction was
computed from monthly mean 1° X 1° Tx and T" values. Arrows point in the direction the wind is blowing.
Arrow length is constant. For clarity, arrows are shown for alternate 1° X 1° areas.

patches of T > 0.3 Nm -2, of which three occurred in July 1995,
are within the Somali Jet, then in the western Arabian Sea the
jet trajectory is easily defined: from Somalia at 5°N to 10°N,
53°E to 12°N,57°E to 13°N, 61°E. East of 61°E, the Somali Jet
diminished in strength. Using directions of high wind stresses
as a guide, the Somali Jet entered India at 20°N. This pattern
resembled one branch of the split Somali Jct portrayed by
Findlater [1971], who analyzed 1-km-height winds. A split So­
mali Jet did not appear in the IFR2 wind pattern for July 1992,
1993, and 1994. Findlater [1971] had inferred a split Somali Jet
from very sparse wind observations at 1-km altitude with no
data in the 5-15°N, 53-73°E area. Whether the Somali Jet has
one or two branches is a subject of continuing debate (P.
Webster, personal communication, 1997).
Whether the number of intense wind stress patches along

the Somali Jet was dependent on the ERS-1 sampling scheme
was investigated with ECMWF winds, which are produced at
1.125° latitude X 1.125° longitude resolution every 6 hours.
ECMWF winds yielded a single patch near Somalia. ECMWF
winds subsampled with the ERS-1 sampling scheme yielded
two patches, indicating that ERS-1 sampling produced one or
more spurious patches of intense wind stress. A future study of
Somali Jet patchiness will be made with surface wind velocity
data from the National Aeronautics and Space Administration
(NASA) scatterometer (NSCAT), which was launched in Au­
gust 1996 and which provides twice the quantity of data be­
cause it is a double-swath scatterometer.
April 1995 (Figure 3b) was associated with calm conditions.

The October 1995 (Figure 3d) wind stress field was similar to
that in April, both representing transitions between monsoons.

3.2. Monsoon Onset
Throughout India, the time of monsoon onset is easily de­

fined as the day when it begins to rain and continues to rain
heavily for 1-2 weeks, before a break in the monsoon appears.
Rainfall is not a good indicator of monsoon conditions over the
Arabian Sea because there is not much rainfall, especially in
the western area, where hardly any rain occurs. IMET rainfall

measurements totaled 5 cm from October 1994 to October
1995 [Weller, 1996].
For ocean circulation studies, we define the start of the

southwest monsoon at a specific location to be the beginning of
the initial interval in May or June of sustained wind velocities
having eastward and northward components and having a
speed greater than 7.5 m s-1• These conditions must persist for
at least 6 consecutive days, which is three inertial periods at
15°N and two inertial periods at l0°N and which is considered
to be a minimum time to generate Ekman currents. The choice
of 7.5 m s--l seems reasonable because the global mean wind
speed over the ocean is about 7.5 m s-1, and monsoon wind
speeds arc known to be above average. With this definition of
monsoon onset time, the start of the 1995 monsoon at IMET
was June 6-7 (Figure 4).

IFR2 wind velocities recorded within the 1° x 1° area cen­
tered at IMET yielded June 6-7 (with no data recorded from
May 29 to June 5) as the time of monsoon onset (Figure 4).
The excellent agreement between IFR2 and IMET times of
monsoon onset provides an opportunity to examine the mon­
soon onset at the IMET location in other years, when no IMET
was there. For 1992, 1993, and 1994 the times of monsoon-

15
• IFR2

10· o IMET

'"'E
5

5 10 15 20 25 30 5 10 15 20 25 30
JuneMay 1995

Figure 4. Time series of 2-day average wind speed computed
from IMET (open circles) and IFR2 (solid circles) data. About
17 individual IFR2 wind vectors were averaged to form a 1° x
1° 2-day value centered at the IMET location.
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Figure 5. IFR2 monthly mean vertical transports into the Ekman layer of the Arabian Sea north of 8°N
(dashed line), north-south component of Ekman transport along 8.5°N (dotted line), and Sverdrup transport
along 8.5°N (solid line). ERS-1 data coverage in January, February, and March 1994 was about 50% less
compared to other months.

wind onset were June 14-15, June 16-17 (with no data from
June 8-15), and June 10-11 (with no data from June 6-9),
respectively. Onset times were consistent with the June 11-12
(with a 30-day standard deviation) climatological-mean onset
time of monsoon rainfall on the west coast of India near 20°N
[Dhar et al., 1980]. At IMET (15.5°N, 61.5°E) the range of
monsoon onset time for 1992-1995 was 10 days.
Onset times at the 9.5°N, 53.5°E site of maximum wind

stress, named site T, were June 14-15, 1992, May 29-30, 1993,
May 31 to June 1, 1994, and June 8-9, 1995. The range was 16
days. Comparing onset times at site T and !MET indicated
considerable geographical variation. The influence of ERS-1
sampling [Zenx and Levy, 1995]on spatial features of monsoon
onset time will be examined with NSCAT data.

4. Wind-Driven Ocean Transports
4.1. Background
Assuming the monthly mean vertical velocity at the sea sur­

face is zero, the horizontal divergence of the Ekman wind drift
is equal to pW1., where p is seawater density (1025 kg m 1)

and WE is the vertical velocity at the bottom of the Ekman
layer. According to Stammel [1965],

W,. = ( l/pf)(curl,T + {3T)f).

The Coriolis parameter f is equal to 2!1 sin fJ, where l't is the
latitude, His the rotation rate of Earth (7.29 x 10-5 rads 1),

and {3, the rate of change of the Coriolis parameter with lati­
tude, is equal to 2!1cos1'!/R. with R equal to the radius of
Earth (6.37 x 1O'' m). Curl: T, the vertical component of wind­
stress curl, is defined by

curl.r = iJTJi!x - iiT)iJy = 11TJ11x - 11T)!iy. (3)

Curl, T was computed from monthly mean 1° X 1° T_,.and T"
values.

The meridional Ekman transport per unit zonal width is
- T)pf [Stammel, 1965].The vertically integrated north-south
geostrophic and Ekman transports per unit zonal width, named
Sverdrup transport, is curl:Tfp{3 [Stammel, 1965].
The Arabian Sea is considered to be a closed basin, with

boundaries along 8°N, 24°N, 50°E, and 77°E (Figure 1). Em­
ploying conservation of mass. a lowest order approximation of

wind-driven circulation in the Arabian Sea during the south­
west monsoon consists of water upwelling into the Ekman
layer, water exiting the Arabian Sea along 8.5°N, and water
entering the Arabian Sea by the Somali Current. In this sce­
nario the Somali Current transport would equal the Sverdrup
transport: this simple view is contrary to the idea that the
Somali Current is largely the coastal manifestation of the
Great Whirl. The total upward transport into the Ekman layer
is assumed to exit the Arabian Sea in the Ekman layer. Over
the interior of the Arabian Sea, the upward transport com­
puted from wind stress curl is expected to be smaller than the
Ekman transport across 8..5°Nbecause two additional sources
of water entering the Ekman layer are coastal upwelling and
Somali Current. Because land contaminates the <T0 from the
ocean, no estimate of coastal upwelling is made. Hereafter,
vertical transport across the bottom of the Ekman layer over
the Arabian Sea excludes transport within a 50-km coastal
zone.

(2)

4.2. Monthly Mean Ocean Transports 1992-1996
Monthly mean vertical transport across the bottom of the

Ekman layer of the Arabian Sea north of 8°N, meridional
Ekman transport along 8.5°N, and Sverdrup transport along
8.5°N were computed from May 1992 to May 1996 (Figure 5).
Time series began in May 1992 because final calibration of <r0
was made in March 1992 and wind coverage in April 1992was
poor because the ERS-1 orbit was dedicated to a nonoccano­
graphic objective.

4.2.1. Comparison with in situ data. Chereskin et al.
(1997] computed wind-driven upper ocean transports along
8.5°N from acoustic Doppler current profiler (ADCP) mea­
surements recorded from research vessels Malcolm Baldridge
and Knorr during June 4-12, 1995,and September 13-26, 1995,
respectively. Malcolm Baldridge measurements did not extend
cast of 70°E. ADCP estimates of wind-driven southward trans­
port in June and September were -18 and -8 Sv, respectively.
IFR2 southward Ekman transports across 8.5°N for June 4-12,
and September 13-26, 1995,were -15 and -6 Sv, respectively.
The June 4-12 to September 13-26 ratio of ADCP wind­
driven transports was nearly the same as that determined from
IFR2 Ekman transports, which is an encouraging sign about
reliability of IFR2 Ekman transport. The larger magnitudes



7804 HALPERN ET AL: ARABIAN SEA SURFACE WINDS

20N

ION

50E 60E 80E70E
Figure 6. Vertical velocity at the bottom of the Ekman layer
per I0 longitude x I0 latitude regions computed from IFR2
winds for July 1995. Contour interval is 10 x 10-6 m s-1•
Shaded region represents downwelling.

associated with the ADCP method could be related to the
Great Whirl, a nonwind-driven feature which would create
southward flow near 55°E.
A presumed equivalence between Somali Current transport

and Sverdrup transport at the same latitude suggests a test
about the representativeness of IFR2 Sverdrup transport. Dur­
ing June 3-4 and September 12-13, 1995, Malcolm Baldrige
and Knorr, respectively, recorded ADCP measurements across
the Somali Current near 9°N. D. Wilson (personal communi­
cation, 1996) and T. Chereskin (personal communication,
1996) computed Somali Current transports over the upper­
most 450 m of 17 and 24 Sv in June and September, respec­
tively, which included estimates of the current over the conti­
nental shelf where no ADCP data were recorded. IFR2
Sverdrup transports along the Arabian Sea southern boundary
at 8.5°N were not calculated for June 3-4 and September
12-13, 1995, because of poor data coverage. IFR2 Sverdrup
transports along 8.5°N for June 4-12 and September 13-26,
1995,were 3 and -8 Sv, respectively; however, these values are
not reliable because of large variations of zonal averaged IFR2
transports at 1° latitude intervals. In addition to inadequate
ERS-1 sampling during a 12-day interval, another reason for
employing a longer averaging time to compute the Sverdrup
transport is that the Sverdrup transport is applicable to steady
state motion or for motion with long-period variations, such as
10 inertial periods. Monthly mean zonal averaged IFR2 Sver­
drup transport varied smoothly with latitude. Thus monthly
mean IFR2 Sverdrup transport values are compared to Somali
Current transport. IFR2 Sverdrup transports along the Ara­
bian Sea southern boundary at 8.5°N for June and September
1995were -8 and -12 Sv, respectively (Figure 5), which were
one half the magnitude of the measured Somali Current trans­
port. The June-to-September ratios of ADCP Somali Current
transports and IFR2 Sverdrup transports were almost the
same. The difference between Somali Current transport and
Sverdrup transport could be related to the Great Whirl, which
would enhance Somali Current transport.

4.2.2. Seasonal cycle. Four-year (June 1992 to May 1996)
mean values of vertical transport at the bottom of the Ekman
layer over the Arabian Sea (excluding a 50-km wide coastal
zone), meridional Ekman transport along the Arabian Sea
southern boundary at 8.5°N, and Sverdrup transport along the
Arabian Sea southern boundary at 8.5°Nwere -0.5, -2.7, and
-4.0 Sv, respectively. For each variable, month-to-month vari-

ations were similar for each year (Figure 5), and the ranges of
four I-year mean values were smaller than 1 Sv.

Caution is advised in interpretation of vertical transport over
the Arabian Sea to be representative of vertical motion
throughout the Arabian Sea. The Somali Jet strongly influ­
ences the spatial distribution of wind-stress curl. During sum­
mer monsoon, water sinks (rises) in the southern (northern)
portion of the Arabian Sea (Figure 6).
Transports during monsoons were substantially greater than

the annual mean (Figure 5). At the beginning of the southwest
monsoon, water is upwelled into the surface layer. A break in
upwelling in August-September occurred in 3 of 4 years; the
exception occurred in 1994. During the 1992-1995 June­
September monsoon, the average volume of water upwelling
into the Ekman layer (3.4 Sv) was about one-third smaller than
that exiting in the Ekman layer across the Arabian Sea south­
ern boundary at 8.5°N. Additional waters for the Ekman layer
are the Somali Current, in which the surface current reaches
1 m s-1, and coastal upwelling off Oman [Smith and Bottero,
1977]. The 1992-1995 June-September mean Sverdrup trans­
port along the Arabian Sea southern boundary at 8.5°Nwas 15
Sv, and year-to-year variability was very small (0.3 Sv).

During the 1992-1996 December-March monsoon, the av­
erage amount of northward flowing water in the Ekman layer
at the Arabian Sea southern boundary was 3.8 Sv (Figure 5),
which was 1 Sv or 20% less than that downwelled through the
bottom of the Ekman layer over the Arabian Sea. The 1 Sv
imbalance is consistent with 5 Sv equatorward flow along east
Africa [Brnce et al., 1994], 7 Sv poleward flow off west India
[Shetye et al., 1991], and a 0.3 Sv Sverdrup transport along
8.5°N (Figure 5).

In 3 of 4 years the maximum southward Sverdrup transport
occurred in July, which was about 1month after the time of the
maximum southward Ekman transport (Figure 5). This is con­
sistent with different spin-up times for Ekman and Sverdrup
transports. Spin-up times will be analyzed with NSCAT data
because of the greatly increased daily coverage.

5. Concluding Remarks
Three ERS-1 surface wind velocity data products were ex­

amined over the Arabian Sea, where large wind speeds and
large gradients of wind components exist. Comparison of
IMET and ERS-1 data during October 1994 to October 1995
revealed that the IFR2 data product was more representative
of IMET observations than CMOD4 and FD data. The three
ERS-1 data sets differed in the formulation of the model func­
tion and in the ambiguity removal algorithm. Perfect agree­
ment between IMET and IFR2 data cannot be achieved be­
cause a time-averaged buoy wind measurement is not
compatible with a near-instantaneous areal-averaged satellite
wind measurement, even if no errors were associated with each
measurement. This fundamental incompatibility, as well as col­
location errors and random errors in the scatterometer data
can lead to apparent systematic biases, especially in wind speed
comparisons, if the buoy measurements are assumed to be
error-free [Freilich,1997]. Reliability of IFR2 data was further
enhanced by the good correspondence between IFR2 Ekman
transports and ADCP wind-driven upper ocean transports.
Agreement between variations of measured Somali Current
transport and computed Sverdrup transport along the Arabian
Sea southern boundary at 8.5°N in June and September 1995
suggests that the Sverdrup transport along the Arabian Sea
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southern boundary has merit to be a Somali Current transport
index, which requires further evaluation. IFR2 Sverdrup trans­
port should be compared with that simulated from an ocean
general circulation model (OGCM) and with OGCM simula­
tions of Somali Current transport.

IFR2 data did not portray a split Somali Jct, unlike that
described by Findlater [1971]. Wind vectors at the surface arc
not the same as at I-km altitude because wind direction rotates
with height in the tropical planetary boundary layer. The dif­
ference of the Somali Jet at the surface and aloft is a subject
for further investigation.
A remarkable feature of the Arabian Sea is that sea surface

temperature in July is 2°C lower than in April, and in July, sea
surface temperature is almost as low as that in January. This
atypical behavior for northern latitudes in summer is caused by
extreme ocean-atmosphere interactions during the southwest
monsoon. Understanding the relative importance of several
physical processes, such as evaporation, entrainment, up­
welling, and horizontal advcction, requires accurate knowledge
of surface winds. Aliasing will be substantially reduced with
NSCAT data. Because no single data source can capture the
rich spectrum of surface winds, research is warranted on inte­
gration of ERS-2 (ERS-1 follow-on) and NSCAT data with in
situ data.
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Abstract. In this paper a description is given of a physically based theoretical ocean
backscatter model (called the VIERS-1 model) for intermediate incidence angles, and a
comparison of its performance against the CMOD4 empirical model is made. The VIERS-
1 scatterometer algorithm is based on a two-scale composite surface model which includes
both specular and Bragg scattering. Its short wave model is based on the energy balance
equation and accounts for viscous damping, slicks, dissipation due to whitecapping, and
nonlinear three- and four-wave interactions. A number of parameters in the model have
been determined by means of laboratory data and analyzed European Centre for Medium­
Range Weather Forecasts (ECMWF) winds. Because of the two-scale approach the wave
number up to which Bragg scattering applies should be determined. This is done by means
of laboratory data at X band. In addition, laboratory data of the wave spectrum have been
utilized to validate the VIERS-1 short wave spectrum. An inverse of the algorithm is
developed to derive wind speed and direction from the observed (ERS-1) backscatter and
by comparison with ECMWF analyzed winds' three parameters for the short wave
spectrum, namely, the Phillips parameter, the directional width of the spectrum, and the
wave number boundary between gravity waves and short waves have been obtained.
Comparisons between VIERS-1, C band model, version 4 (CMOD4), and ECMWF
analyses are made. VIERS-1 performs better in the high wind speed range, and this
feature is of importance when scatterometer winds are assimilated into an atmospheric
model. However, in terms of backscatter rather than wind speed, CMOD4 shows better
results. It is suggested that this is caused by the too simple directional distribution of the
VIERS-1 short wave spectrum.

1. Introduction

Traditionally, the operational retrieval algorithms for the
scatterometer, which relate the radar backscatter measure­
ments to the surface wind vectors, have been empirical. A
review of the history of this empirical relationship is given by,
for example, Moore and Fung [1979], Jones et al. [1982], Schr­
oeder et al. [1982], and Barrick and Swift [1980]. After Moore
and Pierson [1967] proposed to use a satellite scatterometer's
radar echo to determine the wind speed at sea, a variety of
early scatterometer models appeared in the 1970s [e.g., Valen­
zuela et al., 1971;Guinard et al., 1971;Jones et al., 1977;Moore
and Fung, 1979; Wentz et al., 1984]. The most successful scat­
terometer model of the early 1980s was the Seasat A scat­
terometer system (SASS 1)model. The SASS 1model assumed
a power law between the radar backscatter a and wind speed U
and was tuned to a subset of the available surface truth wind
data from the Joint Air-Sea Interaction Experiment (JASIN).
The wind speed data set was relatively small, 4-16 m/s. When
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results of the tuned SASS 1 model were compared with the
JASIN data not used in the tuning, a favorable agreement was
found, giving confidence in the empirical approach. Neverthe­
less, Woiceshyn et al. [1986] and Anderson et al. [1987] pointed
out several weak points of the SASS 1 algorithm. First of all,
low wind speeds were systematically too high while high wind
speeds were too low. Secondly, winds obtained from horizontal
polarization were not consistent with vertical polarization, sug­
gesting that a power law relationship between backscatter and
wind is not adequate. Furthermore, it was also felt that other
geophysical parameters such as atmospheric stability and water
viscosity would have resulted in an improved wind field re­
trieval, in particular at the lower wind speeds.
Despite the shortcomings, the statistical fitting approach has

resulted in a useful algorithm as follows from the work of
Stoffelen and Anderson [1997], although a somewhat more so­
phisticated power law relationship needed to be introduced.
The resulting backscatter algorithm, C band model, version 4
(CMOD4), showed a very good fit in backscatter space while in
comparison with European Centre for Medium-Range
Weather Forecasts (ECMWF) wind fields, the retrieved wind
velocity had a small wind speed error of about 2 mis and
directional error of the order of 20-30°. However, CMOD4
showed for low and high wind speed similar problems as the
SASS 1 algorithm. When using CMOD4 in ECMWF's analysis
system, Gaffard and Roquet [1995] found that the underesti­
mation of wind speed in the high wind speed range resulted in
less deep lows (by as much as 8 hPa) and, as a consequence, the
quality of the atmospheric forecast suffered. By applying a
wind speed dependent bias correction to CMOD4 (which was
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obtained by a comparison with buoy wind speed data) the
scatterometer winds were found to have a favorable impact on
atmospheric analysis and forecast and even on the ocean wave
analysis and forecast [Andersson et al., 1998].

From a scientific point of view the assumption that the
backscatter only depends on the local wind field may be ques­
tioned, however, since the backscatter reflects to some extent
the state of the high-frequency wind waves. The spectrum of
wind-generated gravity-capillary waves not only depends on
the local wind but is determined by a number of physical
processes, namely, wind input, nonlinear three- and four-wave
interaction, viscous dissipation, and dissipation due to slicks.
Thus, when the waves are sufficiently steep, which may occur,
for example, for young wind seas, nonlinear processes may be
dominant so that the state of the short waves is, through the
energy cascade, mainly determined by the longer gravity waves.
The state of the longer waves depends on factors such as
coastal geometry, duration of a storm system, currents, and
bathymetry, and therefore the radar backscatter may depend
on these environmental circumstances as well. On the other
hand, for low wind speed, viscous dissipation and dissipation
due to slicks may be relevant processes in determining the
shape of the short wave spectrum, again suggesting that not
only the local wind determines the backscatter. Furthermore, it
should be pointed out that the radar backscatter shows an
additional dependence on the state of the long gravity waves
because the short waves which provide the backscatter are
tilted by the longer gravity waves. This effect is especially
relevant for small incidence angles.
The above considerations prompted an extensive investiga­

tion into the dependence of the radar backscatter on physical
parameters such as wind speed, sea state, the presence of
slicks, and the air-sea temperature difference. The work was
supported by the Netherlands Remote Sensing Board (BCRS),
and the Verification and Interpretation of ERS (VIERS)
group emerged, which started an experimental study in the
laboratory and at sea to address the above mentioned issues.
The radar used in these studies operated at X band. Parallel to
the experimental work, the VIERS group started the develop­
ment of a scatterometer algorithm based on the present un­
derstanding of the radar backscatter process and of the rele­
vant processes governing the shape of the gravity-capillary
spectrum. The observed results on radar backscatter and the
short wave spectrum were used as a guideline to tune a number
of unknown parameters in the scatterometer algorithm. As a
result, a backscatter algorithm based on physics rather than
empirical fitting was obtained [van Halsema et al., 1989;
Calkoen et al., 1990; Snoeij et al., 1993; Janssen et al., 1995].

Confidence in the performance of the VIERS algorithm
increased when the simulated backscatter, obtained using the
ECMWF wind and wave model (WAM) wave fields, was com­
pared with the backscatter as observed by the ERS-1 satellite.
The air-sea temperature difference was set to zero since neu­
tral stability is the most common situation that occurs over the
oceans. The period of interest was November 6, 1991, at 1200
UT. In Figure 1we compare the simulated backscatter with the
observed ones showing an overall good agreement, even for
lowwind speed. As a benchmark, we have also shown results of
the present operational scatterometer algorithm CMOD4. We
conclude from this comparison that the VIERS scatterometer
algorithm performs well, even compared to CMOD4. We add
to this that while the VIERS-1 two-scale composite surface
model was tuned at X band, the ERS-1 satellite operates at C

band, thus giving some confidence in the validity of the VI­
ERS-I model over a wider range of radar frequencies. Despite
the good agreement between observed and simulated backscat­
ter, it should be pointed out that the root-mean-square (rms)
error, which is of the order of 2-3 dB, is large when compared
with the observation error, which is about 0.2 dB. This could
imply two things. On the one hand, it can be argued that the
large rms error is caused by model errors. This possibility
seems unlikely, however, since it is known that CMOD4, which
has the bigger rms error, has a reasonable skill in retrieving
wind speed and direction. On the other hand, a source of error
could be provided by the analyzed wind and wave field used in
the generation of the simulated backscatter with the scatterom­
eter algorithms. Hence the observed backscatter might contain
relevant information regarding, for example, the surface wind
field. In view of the large difference between the rms error of
Figure 1 and the measurement error the information con­
tained in the observed backscatter might therefore be quite
considerable. In order to investigate this we need to invert the
VIERS algorithm so that a retrieval of wind speed and direc­
tion from the observed backscatter becomes feasible.
The program of this paper is as follows. In section 2 a review

of the VIERS scatterometer algorithm is given, including a
description of the energy balance of short waves. Once the
wave spectrum is known, a two-scale model is used to deter­
mine the normalized backscatter. The scatterometer algorithm
thus obtained gives the radar backscatter as the function of a
number of geophysical parameters such as wind speed and
direction, the sea state, slicks, air-sea stability, the sea surface
temperature, and, of course, geometrical parameters such as
the look angle and the incidence angle. For practical applica­
tion discussed in this paper we restrict our attention to the
usual parameters, wind speed and direction and incidence an­
gle, and allow the sea state as an additional parameter. Effects
of air-sea stability are disregarded because, except near coasts,
the stability of the atmosphere over the oceans is almost always
close to neutral and only an averaged effect of slicks is taken
into account. Nevertheless, the VIERS algorithm is computa­
tionally very expensive and is as such not a feasible option
when used in routine applications such as wind retrieval for
determining the analyzed weather over the oceans.

For practical applications we therefore generated tabulated
values of the normalized radar backscatter <To as a function of
wind speed, wind direction, incidence angle, and sea state.
Once this table of <To is known, we retrieve wind speed and
direction from the observed ERS-1 <To triplet by minimizing a
measure of distance between observed and modeled backscat­
ter under the side constraint that the retrieved wind direction
does not deviate too much from the wind direction provided by
the ECMWF model. This procedure allows for a unique solu­
tion of the wind vector and is discussed in section 3.

Retrieved wind vectors by means of the VIERS scatterom­
eter algorithm are compared in section 4 with the ECMWF
analyzed wind fields, and it is found that VIERS and ECMWF
winds are compatible in a statistical sense. As a reference, we
use results from CMOD4. A direct comparison between VI­
ERS and CMOD4 winds reveals a good agreement between
the two products, except that in the high wind speed range,
VIERS has higher winds than CMOD4, while at low winds,
VIERS has lower winds. In view of the problems CMOD4 has
at the extreme wind speed ranges (which, as Gaffard and Ro­
quet [1995] have pointed out, have a detrimental impact on the
forecast) it is concluded that the VIERS model is performing
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Figure 1. Simulated normalized backscatter using (top) CMOD4 and (bottom) VIERS algorithm versus
observed backscatter from ERS-1 on November 6, 1991.

better. Nevertheless, it should be emphasized that the misfit in
a0 space between modeled and observed backscatter is gener­
ally larger for VIERS than for CMOD4. This is probably
caused by a too simple directional distribution of wind waves in

VIERS. After the statistical comparison we proceed with a
synoptic discussion of the differences between retrieved and
analyzed wind concentrating on a frontal system that occurred
in the Norwegian Sea on November 6, 1991. A summary of
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conclusions is presented in section 5, and suggestions for im­
provements are given as well.

2. Viers Model
To our knowledge to date, the most successful modeling

attempt of the scattering of the radar signal at the sea surface
is due to Donelan and Pierson [1987]. These authors obtained
the spectrum of gravity-capillary waves from a simplified en­
ergy balance, consisting of wind input and dissipation through
viscosity and wave breaking. Combining this short wave num­
ber with the observed directional spectra of Donelan et al.
[1985], the complete surface wave spectrum is then known.
Scattering off a surface with a broad spectrum of waves is

reasonably well modeled by means of a so-called two-scale
approach [Valenzuela, 1978;Plant, 1990]. Thus the normalized
radar backscatter can be found by integrating the scatter from
the individual facets (which are tilted by the longer gravity
waves) weighted with the probability that the water surface is
tilted by a certain angle. Introducing a separation scale wave
number k0 for high wave numbers (k > kc) the main scat­
tering mechanism is assumed to be Bragg scattering, while for
k < kc, specular reflection is taken. Results are fairly weakly
dependent on the choice of kc [Plant, 1990]; Donelan and
Pierson [1987] selected kc = kb/40, where kb is the Bragg
wave number

where (}1is the local incidence angle, which depends on the tilt
of the water surface by the long waves, and kR is the radar wave
number.
Application of the Donelan and Pierson [1987] scatterometer

algorithm to the VIERS wave tank data set revealed a number
of shortcomings in the model [Calkoen et al., 1990]. First of all,
considerable discrepancies between modeled and observed
short wave spectral shape were found; for large winds the
modeled spectrum drops off too rapidly, while at low wind
speed, considerable amounts of wave energy were observed
beyond the viscous cutoff wave length of Donelan and Pierson.
In other words, the modeled Donelan and Pierson short wave
spectrum was found to be too sensitive to the effects of water
viscosity. Clear experimental evidence of this was also given by
Lahne and Riemer [1990],who, in the framework of the VIERS
project, measured the slope spectrum by means of optical
techniques. Even for low wind speed, considerable contribu­
tions to the slope spectrum were found at wave number k =
800 rad/m, which is well beyond the viscous cutoff of Donelan
and Pierson. Apel [1994] has summarized the findings offiihne
and Riemer [1990] and Klinke and Jiihne [1992] in terms of a
semiempirical model for the short wave spectrum.
Also, shortcomings in the electromagnetics part of the

Donelan and Pierson [1987] scatterometer algorithm were
found. In order to shield off a singularity in the Bragg scatter­
ing near nadir, a cutoff condition was applied when the local
incidence angle was <18°. Nevertheless, for small incidence
angle the contribution of Bragg scattering dominates the one
of specular reflection, which is unexpected. Furthermore, the
choice of the cutoff wave number is not always adequate. For
example, for the wave tank data the dominant wave has a much
larger wave number than at sea, sometimes even beyond kc

In order to alleviate the above mentioned problems it was
decided to develop a new scatterometer algorithm. In partic-

ular, regarding the electromagnetic part, the introduction of a
cutoff wave number on a more or less physical basis was con­
sidered. Furthermore, it was decided to remove the cutoff
condition near nadir and to add the specular reflection. Finally,
it was thought to include more physics in the energy balance
equation, because nonlinear wave-wave interactions and ef­
fects of slicks may be relevant processes as well in determining
the short wave spectrum.

Before our attempt to improve on the Donelan and Pierson
[1987] scatterometer model is described, it is emphasized that
a basic assumption of the VIERS scatterometer model is that
wind wave generation is determined by the surface stress. At
the air-sea interface the stress field is determined by the wind
speed, the stability of the air column, and the sea state, which
we characterize by the wave age of the wind sea. In order to
obtain the stress T or the friction velocity u * the wind profile
U(z) is assumed to have the form

u*U(z) = k [log (z/z0) - tfl(z/L)] (2)

Here the roughness length includes the effects of the sea state
and is parameterized according to Smith et al. [1992]

2
u*zo= a g (3)

(1)
where cP/u * is the age of the wind sea and cP is the phase
speed of the peak of the wind sea spectrum.
For the stability function tf1 we adopt the Businger-Dyer

expression [Businger et al., 1971; Dyer and Hicks, 1970]. For
stable conditions (L > 0) we have

t/1 = -z/L

while for unstable conditions (L < 0) we take

71'
t/1 = 2 + 2 log [(1 + <l>)/2]+log [(1 + <1>2)/2]- 2 tan <f>

(4)

where

<I>= (1 - 16z/L)025 (5)

and the Monin-Obukov length is computed according to Stew­
art [1985]

L = - u*U(z) T.;,
{JK Tsea - Tair

(6)

with g as the acceleration of gravity, K as the von karman
constant, Tair as the air temperature, and Tsea as the water
temperature.
For given wind speed, phase speed of the waves, air temper­

ature, and sea temperature the friction velocity u * is solved
from (2) in an iterative manner.

2.1. Short Wave Model
The model for the short wave spectrum is based on the

energy balance equation, which is solved under steady state
circumstances because the short waves have a very short re­
sponse timescale. Also, advection of short wave energy is dis­
regarded, and the energy balance equation therefore reads

(7)
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where sin represents the effects of wind stress, s non! describes
three- and four-wave interactions, svisc describes viscous dissi­
pation, Sbr describes dissipation due to whitecapping, and
Sslicks describes the resonant energy transfer between surface
waves and slicks (Marengoni effect). The energy balance equa­
tion (7) is solved as a boundary value problem in wave number
space by providing the energy flux from the long to the short
waves at a boundary k = kjoin = g /u;, which corresponds to
clu ; = 1 with c as the phase speed of gravity waves.

In order to determine the energy flux at the boundary k =
kioin' knowledge of the gravity part of the wave spectrum is
required. In general, the long wave spectrum consists of wind
sea and swell, and the simplifying assumption is made that the
energy flux at kioin is mainly determined by the wind sea part
of the spectrum since swell usually has a small steepness. The
one-dimensional wind sea wave number spectrum is assumed
to be given by the Joint North Sea Wave Project (JONSWAP)
shape [Hasselmann et al., 1973], which is obtained from the
frequency spectrum by using the linear dispersion relation for
gravity waves. Hence

where

- [-(kl2 - k~/2)2]
r - exp 2u2kP

In JONSWAP, steady state conditions were considered, and
therefore the spectral parameters kP, aP, ')', and a were only
determined as a function of dimensionless fetch. The sea state
will depend on both duration and fetch, however. In order to
accommodate both circumstances, the spectral shape parame­
ters are assumed to depend on the wave age

where u * is the friction velocity and cP is the phase speed of
the peak of the wind sea spectrum, which in principle may be
obtained from an ocean wave prediction model (e.g., the
WAM model) [cf. Kamen et al., 1994]. Thus

kP = g/c;

'Y=max [1, 1 + 3(1 - (0.038x)2)]

<J = 0.08

The parametrization of the Phillips parameter aP was not
obtained from JONSWAP, because in the JONSWAP fit for
aP, laboratory data were also used which, as is known from
Donelan et al. [1985], belong to a different family. In a tuning
exercise with the full VIERS model it was found that

A= 0.24

B = 1

gave satisfactory results. This choice of parameters for the
Phillips parameter is in fair agreement with the reanalysis of
JONSWAP data performed by Gunther [1981]. Furthermore,
JONSWAP only considered young wind sea cases with a peak
enhancement factor ')',which was on average 3.3. In order to
assure that for old wind sea the JONSWAP spectrum asymp-
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(8)

totes to the Pierson Moskowitz spectrum (hence 'Y --? 1), we
have added the x2 factor in the expression for 'Y·
The JONSWAP spectrum is strictly speaking only valid for

wave numbers up to 9 times the peak wave number. Recent
observations of Banner [1990] confirm that up to a wave num­
ber of 30 rad/m the wave spectrum indeed follows a «:: law,
thus the region of validity of the JONSWAP spectrum may be
extended to these high wave numbers. The present parameter­
ization of the high wave number tail of the gravity wave spec­
trum differs, however, in one important aspect from Banner's
fit to his observations. He chose a less sensitive dependence of
the Phillips parameter on wave age (namely in his case B =
0.5), but the data contained only one young wind sea case. On
the other hand, our parameterization is not in conflict with the
data of Iiihne and Riemer [1990], who found in the Delft wave
tank a linear dependence of the gravity wave part of the spec­
trum on friction velocity which agrees with (10) with B = 1.

For wave numbers higher than kioin a new regime is entered
because three wave interactions start to play a role in the
steady state energy balance of the short waves (equation (7)).
In the following we shall only develop a theory for the one­
dimensional wave number spectrum, while the angular distri­
bution of the short waves is modeled in a fairly simple fashion.
The main reason for this is that we were unable to derive a
reasonable parameterization of the angular dependence of the
nonlinear interactions.
The one-dimensional wave number spectrum F(k), which is

related to the Fourier transform of the autocorrelation of
the surface elevation, is normalized in such a way that
J~ F(k)k dk = E, where E is the wave variance. The wave
energy density cg follows then from

'w-
'g (k) = k F(k) (11)

(9) where we shall only consider pure gravity-capillary waves with
dispersion relation

w(k) = ygk + Tk3 (12)

(10)

with g as acceleration of gravity and T as surface tension.
Hence effects of current and shear in the current will be ne­
glected.

Let us now describe some of the details of the source terms
in the energy balance (7). For the input source term we adopt
Plant's [1980] expression

(13)

where the dimensionless constant 8 is given the value 0.03. The
slowing down of wind by the short waves (the so-called quasi­
linear effect) can be incorporated by renormalizing 8 [cf. Jans­
sen et al., 1989; Snoeij et al., 1993]. As a result, the wind input
to the steep waves is reduced which has in practice a consid­
erable impact on the backscatter which may be reduced by 5
dB.
Although Donelan and Pierson [1987] did not take effects of

nonlinear three- and four-wave interactions into account, the
work of Valenzuela [1978], van Gastel [1987], and Janssen
[1987] suggests that three-wave interactions play an important
role in the dynamical evolution of gravity-capillary waves, while
Kitaigorodskii [1983] and Phillips [1985] stress the importance
of four-wave interactions for short gravity waves. The exact
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expressions for three- and four-wave interactions obtained by
Davidson [1972], Valenzuela [1978], and Hasselmann [1962]will
be used as a guideline to obtain an efficient parameterization
of the nonlinear transfer.

Following Kitaigorodskii [1983], we assume that the nonlin­
ear transfer is a local process in wave number space, and
introducing the energy flux e(k), one thus has

and on dimensional grounds the expression for e reads

where vg is the group velocity awlak, Bis the angular average
of the degree of saturation [Phillips,1985],

B = k4F(k)

while a3 and a4 give the strength of the three- and four-wave
interactions, respectively. The coefficients a3 and a4 may still
depend on the ratio clvg. In particular, a3 should vanish in the
gravity wave regime because three-wave interactions are not
possible there.
Three dissipative processes are assumed to play a role in the

gravity-capillary regime, namely, viscous dissipation, wave
breaking, and damping due to slicks. For viscous damping we
use the exact expression [Lamb, 1932],

Svisc = -4vk2F

where v is the kinematic viscosity of water.
Damping by slicks is caused by the Marangoni effect [Alpers

and Huhnerfuss, 1989], which is the result of a resonant inter­
action between a sound wave in the surface film and short
gravity waves. The Marangoni effect gives rise to an enhanced
viscous damping

where

Veff = vM(k, v, a, E,)
with M a relative damping ratio given by

1 + X( cos o - sin 8) + XY + Y sin o
M = --1-+-2X-(-co_s_o_--si_n_8_)_+_2_X~2--

a is a phase angle and

E, kz
X = I pJ )2vw3 Y= IE'IPw

k
4wv

Furthermore, Es is the dilational modulus of the surface film,
and Pw is the density of water. The surface film is determined
by the two parameters o and Es. The phase angle o is -180°,
whereas Es depends strongly on the type of slick. For a natural
slick, mostly of biological origin, Es may have the value of 0.01
Nim, whereas for chemical slicks its value may vary between
0.01 and 0.05 Nim.

Slicks may be destroyed, however, by the action of wind. We
have modeled this by letting the dilational modulus vanish for
strong enough winds, Es= 0.005[1 - tanhf l Ou, - 4.33)].
In addition, since it is unrealistic that the ocean is covered by
a single large slick, a second modification was implemented.

(14)

Since slicks come in patches, there is need for a fractional
filling factor F [Lombardini, 1986]. With F ~ 1 the damping
is modified according to MF= Ml[M + F(l - M)], where
M is the damping when the coverage is complete. Typical F
values are in the range 0.88-0.99.

It is remarked that in case of open ocean wind retrieval we
have chosen to include an average effect of slicks for low wind
speed. However, when comparing results from our spectral
model with our laboratory data, the effect of slicks is switched
off, because the experimentalists made sure that the water
surface was clean so that no slicks were present. This was
achieved by having an overflow at the end of the wind wave
tank and by running the tank for a sufficiently long time so that
after visual inspection, films had disappeared.

Individual breaking events are difficult to model because of
strong nonlinearity. In a statistical description of wave evolu­
tion the whitecaps cover only a relatively small fraction of the
surface, and whitecapping may therefore be regarded as a
process which is weak in the mean. In work by Kamen et al.
[1994] it is then shown that the corresponding source term is
quasi-linear; it consists of the spectrum at the wave number
considered multiplied by a factor which is a function of the
entire spectrum. Extending the Kamen et al. [1984] expression
for gravity wave dissipation into the gravity-capillary regime,
we take

(15)

(16)

(22)

(17)

where {3dis a constant of the order 2, and wand k are mean
angular frequency and wave number, while E is the wave vari­
ance.

Combining now the explicit expressions for the source terms,
the energy balance equation (7) becomes

a w2

ak e(k) = 'Y k4 B (23)

(18)
where the parameter 'Y is defined as

'Y = ow(:*) 2

- 4vMk2 - (3dw(k2E)2(klk) (24)

(19) and hence gives the net effect of wind input and dissipation.
The energy flux e (k) is given by

(20)
(25)

(21)

and we have eliminated the wave number spectrum F in favor
of the degree of saturation B = k4F.
The interaction coefficient a4 for four-wave interactions is

taken as a constant, a4 = 0.25, while a3 is allowed to depend
on wave number because it is assumed that for gravity waves,
three-wave interactions are not important. We take

37T
a3 = 16{tanh [0'3(x - 1)] + 1}

wherex = (klkioin)112 and 0'3 = 2. We remark that this choice
of a3 is, to a certain extent, arbitrary; however, a continuous
transition from vanishing a3 in the gravity range to a constant
value in the gravity-capillary range is needed to avoid jumps in
the spectrum.
By supplying the boundary condition at k = kioin of conti­

nuity of flux (or spectrum) the differential equation (23) may
be solved for the degree of saturation B, and the wave number
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Figure 2. Wave number spectrum versus wave number for wind speeds of 5, 0, 15, and 20 m/s. The wave age
parameter is 25.

spectrum F(k) follows. In combination with the JONSWAP
spectrum fork < kjoin the full one-dimensional wave number
spectrum is obtained. Examples of the one-dimensional wave
number spectrum according to the VIERS model equation
(23) are shown in Figure 2 for four different friction velocities
and old wind sea (wave age x = 25). The sensitive dependence
of the high wave number part of the spectrum on friction
velocity should be emphasized; this is, of course, the main
reason why a scatterorneter, which "observes" waves with wave
numbers larger than 100, may be used as an instrument for
measuring the wind field above the oceans.

In order to perform a successful wind retrieval the two­
dimensional wave number spectrum is required. To that end
we have taken a simple directional distribution D( <P)

1
D(cp) = 27T

[1 + 2a2 cos 2(¢ - ¢,J] (26)

where <P is the wave direction, <Pw is the wind direction, and a 2
is a parameter which measures the width of the directional
distribution; a 2 is assumed to depend on friction velocity only
and not on wave number. The two-dimensional wave number
spectrum is then given by

W(k, ¢) = F(k)D(</J)

and it will he used in a two-scale model to obtain the normal­
ized backscatter.
We would like to discuss briefly some of the properties of the

energy balance equation (23). In addition, modeled spectra are
compared with observed spectra obtained in the Delft wave
tank.
Since in practice the degree of saturation B is of the order

O. l or less, it is a fair approximation to disregard four-wave
interactions in the expression for the energy flux, (25). Retain-

ing therefore only three-wave interactions, the energy balance
equation (23) may be solved, and the result for the degree of
saturation becomes

( )

1/2 1 lk )_ v!I -2 112 1 . 1'
B - a3 c £0 + 2aji2 .. dk k2 {:;;;

kJ"ln

(28)

where £11 is the value of the energy flux at k = kioin· It is of
interest to discuss the respective terms in (28) separately. The
first term is related to the effect of three-wave interactions. In
the absence of wind input and dissipation it follows from the
condition of a constant energy flux in wave number space.
Using the dispersion relation for pure gravity-capillary waves
(equation (12)), the degree of saturation according to the con­
stant energy flux condition becomes

- ( ~) 1/2. -3/2 y(l + 3y2) 1/2
B 3". - 2 Coa_, (29)

(27)

where y = k/k11, k11 = ( g!T) 112 is the wave number that
separates gravity waves and capillary waves, and c 0 =
(gT)114. Therefore, in the gravity wave range (k < k0), the
degree of saturation increases with wave number like k314
while, in the capillary wave range, B 3w decreases with wave
number like k - 314 and B 3"' attains its maximum value around
k = k.;

Effects of wind input and dissipation (1') are represented by
the second term in (28) and result in a modification of the
"inertial" subrange spectrum given in (29). The degree of sat­
uration now becomes a sensitive function of the friction veloc­
ity while, for large wave numbers, dissipation becomes impor­
tant. For a large enough wave number the degree of saturation
B will vanish. Let us call this particular wave number the cutoff
wave number. In order to be able to compare with results from
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Figure 3. Comparison of degree of saturation B (k) as function of wave number for young and old wind sea.
The wind speed is 15 m/s.

the Donelan and Pierson [1987] model, we shall retain, in 'Yof
(24), only the effects of wind input and viscous dissipation.
Hence the cutoff wave number is determined by viscosity, and
the viscous cutoff wave number in the Donelan and Pierson
model follows from the condition 'Y= 0, or

1 au;
w=--

4 v

In the present model, B does not depend on the local value of
'Ybut depends on an integral in wave number space involving
'Y·As a consequence, the viscous cutoff wave number shifts to
much larger values than given by (30). This shift in cutoff wave
number is caused by the nonlinear energy transfer, which tries
to maintain an inertial subrange spectrum. As a result, the
present model therefore has a reduced sensitivity to changes in
the water viscosity, at least in the wave number range that is
relevant for scatterometry.

Furthermore, it is noted that e0, which is determined by the
JONSW AP spectrum (8), contains all the effects of sea state
(i.e., wave age of long waves) on the short wave spectrum. As
an illustration, we have compared in Figure 3 the degree of
saturation B for young wind sea (x = 7) with old wind sea
(x = 25), and the sea state dependence may be quite consid­
erable, in particular in the low wave number range. From
Figure 3 it is also noted that for young wind sea the increase of
B in the high wave number range is less pronounced than in
the case of old wind sea, which suggests that for young wind sea
the short wave spectrum is controlled by nonlinear transfer
because the short gravity waves are steeper.

We conclude this subsection by comparing results of the
present short wave model with observed frequency spectra in
the Delft wave tank. Frequency spectra were measured by
means of a Lobemeier wire and a laser slope gauge (LSG) of

(30)

Iahne and Riemer [1990] for different friction velocities and
fetches. Lobemeier spectra are thought to be reliable up to a
frequency of 10Hz, while LSG spectra are supposed to be valid
to at least 100 Hz. If the Doppler shift due to the orbital
motion of the long waves is ignored (this is a reasonable as­
sumption in a wave tank), the modeled frequency spectrum
E(f) may be obtained from the wave number spectrum F(k)
according to

2nk
E(f) = -F(k)

Vg

where the group velocity vu is obtained for the dispersion
relation of pure gravity-capillary waves (equation (12)). Exam­
ples of the comparison between observed and modeled fre­
quency spectra are shown in Figure 4 for two different friction
velocities and a fetch of 90 m. In view of the differences that do
exist between the two types of observed spectra it may be
concluded that the present short wave model shows a fair
agreement with the observations. Furthermore, for compari­
son purposes we have plotted for the high friction velocity case
the Donelan and Pierson [1987] short wave spectrum, and con­
siderable differences with the observed wave tank spectra are
found. The reason for this is that the Donelan and Pierson
spectrum has an f-5 shape while the observed spectra in this
frequency range have anr4 shape. Finally, it is remarked that
the water surface in the wave tank was clean, hence effects of
slicks were disregarded. For low wind speed, slicks may have a
dramatic impact on the spectral shape as is illustrated in the
low wind speed case of Figure 4.

2.2. Radar Backscatter Model
Once the two-dimensional wave spectrum is known, the nor­

malized backscatter may be obtained by means of a two-scale
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model. According to the wave-facet model [Plant, 1990) the
normalized cross section is given by

u0 = u'lf + J_~d(tan i/J)J_~d(tan 8)P8(tan i/J, tan 8)u~'(81)

(31)

where P8 is the probability that a (Bragg) facet is oriented with
tilts tane and tanf along-wind and crosswind, respectively,
while 81 is the local incidence angle. For an anisotropic Gauss­
ian surface one has

1 ( tan2 ifJ tan2 o)PB= exp ---2- - --2-
2nsu,vSc,b 2su,b 2sc,b

with s~.h and s;..b as the slope variances in upwind and cross­
wind. The Bragg contribution of a facet is proportional to the
two-dimensional wave number spectrum at the Bragg wave
number kb (compare (1)). In fact,

u~' = 8nk~ cos4 81IYp0d2[W(kb) + W(-kb)] (33)

with k R as the radar wave number and g as a factor which
depends on the polarization. The contribution due to specular
reflection is given by

where P is the probability that a specular facet is oriented with
tilts 'x and 'Y parallel and at right angles to the radar look
direction, respectively. For an anisotropic Gaussian surface
one has

1 ( tan2 8)
p = P('x =tan 8, 'r = 0) = "nsu_,s,_, exp - 2sL

with s~.s and s;.s as the slope variances in the upwind and
crosswind direction, whereas sI,s is the variance in the radar
look direction. Only those waves that have a wavelength longer
than the radar wavelength contribute to the slope variances as
shorter waves are not seen by the radar [Stewart, 1985]. Fur­
thermore, IR(0) I2 is the reflection coefficient at normal inci­
dence, which depends on the radar frequency via the relative
dielectric constant e;

IR(O)I = I0.65(e, - 1)/( F,+ 1)21.
The factor 0.65 in this last equation is based on a correction of
the standard reflection coefficient as specified by Valenzuela
[1978]. The correction factor is needed because the remaining
short wave disturbances of the water surface reduce the cross
section as given by physical optics.
The above general two-scale theory has to be supplemented

with a criterion to separate long waves from short ones. The
wave number spectrum is separated into a low and high wave
number part by means of the separation scale kc

{
W(k, cp)

WL(k, cp) = 0

WH(k, <P) = { ~(k, cp)

Hence, using the directional distribution (26), the slope vari­
ances of the tilting waves are given by

z - 1 + a2 ik, k3F(k) dkSu,h - 2
0

2 1 - a1 lk,
sc,b = -2-

0

k3F(k) dk

while the slope variance of the waves that contribute to spec­
ular reflection is given by sL = s~,h + s;,h. Finally, the
separation scale kc is determined by the condition

u1 = lx F(k) dk
k,

(38)

(32)
Condition (38) follows from the work of Bahar et al. [1983] and
Brown [1978]. An optimal choice for the parameter {3is then
found to lie in the range 0.1-1. On the basis of a comparison
with the VIERS data set [Snoeij et al., 1993], {3= 0.13 turns out
to give optimal results for the normalized backscatter.
The present version of the two-scale model was tested

against observed data obtained during the VIERS tank exper­
iment at Delft Hydraulics. The radar operated at X band.
Observed wave spectra were used as input to the backscatter
algorithm. Figure 5 shows the normalized radar cross section a
(in decibels) as a function of incidence angle for vertical and
horizontal polarization. The fetch was 90 m, and the friction
velocity was u * = 0.367 m/s. From Figure 5 it is concluded
that there is a fair agreement between modeled and observed
backscatter for vertical polarization but that the modeled back­
scatter is too low by as much as 5 dB for horizontal polariza­
tion. A similar poor performance at horizontal polarization
was noted with Plant's [1990] composite surface model.

Finally, we show for C band the dependence of modeled
backscatter on incidence angle for several wind speeds, where
we used the parameterizations for the wind sea spectrum as
appropriate for oceanic conditions. The sea state was assumed
to be fully developed; for young wind seas the backscatter
would increase by about 3 dB for incidence angles larger than
25°.

(34)

(35)

(36)

3. Inverse VIERS Model
The VIERS model consists of the three principal compo­

nents discussed in section 2, namely, (1) a module to determine
the stress for given wind, air-sea temperature difference and
sea state; (2) a module to determine the short wave spectrum
for given stress and sea state of the long wind waves; and (3) a
module to obtain the normalized backscatter for a given two­
dimensional wave spectrum. Therefore the VIERS model re­
lates radar backscatter to wind vector, measurement geometry
(e.g., incidence angle), sea state, air-sea temperature differ­
ence, and slicks. In most applications an averaged effect of
slicks will be taken into account while effects of atmospheric
stability on the stress will be disregarded. However, when
studying some synoptic cases near the Norwegian coast, strat­
ification may be important, and in section 4.2 it is shown that
inclusion of stratification has a favorable impact on wind re­
trieval.
For the practical application of wind retrieval from (ERS-1)

scatterometer data the model has to be inverted, however. In
order to achieve this the following simple, straightforward pro­
cedure was adopted.
A table of normalized backscatter u0 is produced; the VI­

ERS model is run for different incidence angles, wind vectors,
and wave periods (or peak phase speeds) and the resulting u0

values are collected in a table. The wind parameters are wind(37)
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speed U and the direction <f> with respect to the look direction
of the radar. If one accepts an accuracy of 1 m/s in retrieved
wind speed and 15° in the wind direction, the incidence angle
may be chosen in the range of 18° until 57° in steps of 1°, U
from 1 until 30 mis in steps of 1 m/s, and <f> in steps of 15°, for
instance.
The inversion procedure we adopted is specific for the

ERS-1 configuration, where, for a certain cell i, three mea­
surements of radar backscatter for different look angle and
incidence angle were performed. The measured sigma triplet is
denoted by (at, am, aa), where the subscripts denote fore,

middle, and aft beam, respectively. The wind retrieval proce­
dure is then as follows.

1. Determine incidence angles of fore, middle, and aft
beam: ere i), em ( i), ea ( i).

2. Calculate the corresponding model triplets for all tabu­
lated wind vectors according to

af°d = a'"b(e1, U, </> + 45, cP)

(39)
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Here </>is the wind direction with respect to the midbeam, and
cP is the wind sea phase speed obtained from a wave prediction
model (e.g., the WAM model [Kamen et al., 1994]).

3. Determine the normalized quadratic distance between
modeled and measured triplets,

n=1

where the index n refers to the beam (nb

Qn= (Un~~;od) 2

3) and

Here kP is the relative accuracy of the measurement (of the
order of 5%), and kpun is the measurement error in a.

4. Determine the normalized quadratic distance between
retrieved and ECMWF wind (both magnitude and direction)

QGEO = ( U - UGEO)
2
+ ( </>+ Xm - cf>GEO)

2
(42)

~UGEO ~<f>GEO

where Xm is the look direction of the midbeam with respect to
north. The errors in the ECMWF wind fields are estimated to
be ~UGEO = 2 m/s and ~</>GEO= 20°.

5. Determine for all 30 X 24 tabulated wind vectors the
cost function D

and infer its absolute minimum.
6. The model wind that minimizes D is called the retrieved

wind. The wind direction with respect to true north, <f>w, is
given by <f>w = Xm + <f>ret• where <f>ret is the retrieved wind
direction with respect to the midbeam.
The fourth step is inserted in order to remove the ambiguity

in direction of 180°.This is a well-known problem in scatterom­
etry and is evident from expression (33) of the Bragg contri­
bution to the radar backscatter. Thus the ambiguity problem is
removed by step 4, but one may introduce a spurious interde­
pendence between retrieved and ECMWF winds.
The choice of using tabulated values of backscatter to eval­

uate the cost function has certain advantages. The modern
approach to inversion would be to minimize the cost function
using the adjoint of the forward model. However, we thought
that it was far too much effort to write the adjoint of the model,
while from experience it was known that the forward VIERS- I
model was too expensive to run in an operational context. The
introduction of a table is far less expensive. In addition, the
search for a minimum of the cost function is straightforward as
the cost function may be evaluated for all possible wind speeds
and directions. The added advantage is that there is no need to
write an adjoint of the VIERS-1 model.

Before we discuss, in the next section, results for wind re­
trieval with the VIERS algorithm, it is of importance to briefly
comment on the tuning procedure we followed. Several pa­
rameters in the short wave model are not fixed a priori, the
most important ones being kioin' the directional width param­
eter a2, and the Phillips parameter aP. However, it should be
emphasized that there are empirical guidelines for the choices
of a 2 and aP" Nevertheless, the model output depends criti­
cally on the precise choice of k joins a 2 as a function of u *, and
a" as a function of wave age. These three variables were the
basic tuning parameters.

Initially, we tuned the "forward" VIERS algorithm. Thus the

(40)

simulated backscatter, obtained using ECMWF winds and
WAM model periods, was compared with the backscatter as
observed by ERS-1. After some tuning a reasonable agreement
between simulated and observed backscatter was obtained. We
typically found a standard deviation of error of about 2 dB in
u0,which in view of the limited knowledge of the spectrum of
short waves and in view of the accuracy of the analyzed wind
field (which we assume to be 2 m/s) is already quite an achieve­
ment. We were therefore quite optimistic that the thus ob­
tained algorithm would be successful in retrieving winds from
the observed radar backscatter. Unfortunately, this turned out
not to be the case, and some additional tuning was required to
obtain reliable winds. The main reason for the additional tun­
ing is that we needed an accuracy of the model algorithm of at
least 0.5 dB, which cannot be achieved using analyzed winds
with a relatively large error in magnitude (±2 m/s) and direc­
tion ( ::+:15°). The quality of the analyzed winds obtained from
the ECMWF analysis and forecasting system has been studied
extensively by comparing modeled and observed wind speed
form buoys over a 1-year period [Janssen et al., 1997]. As a
result, it is found that the ECMWF winds have on average a
rms error of about 2 m/s, and this estimate of the wind speed
error has been used in the cost function (42).

It was therefore decided to use the inverse of the VIERS
model to do the tuning. To that end, about 30,000 u0 triplets,
measured with the ERS-1 scatterometer (operating at C band)
on November 6, 1991, together with collocated periods from
the WAM model, were supplied to the inverted VIERS model.
The resulting retrieved winds (magnitude and direction) were
plotted against collocated analyzed winds obtained from the
ECMWF atmospheric model. The tuning parameters kioin' a2,
and aP were chosen in such a way that the average bias and
scatter index (between VIERS and ECMWF winds) were as
low as possible and the spectra from the short wave model
were of the best quality. This approach ensures that the VI­
ERS and ECMWF winds are compatible in a statistical sense,
while also reasonable choices for the tuning parameters have
been obtained. For example, the wave age dependence of the
Phillips parameter, as given in (10), is in fair agreement with
Gunther's [1981] reanalysis of the JOl\"SWAP data.
The tuned VIERS algorithm has been used to produce the

plots depicted in Figures 6 and 7. In order to visualize the
density of points, contour lines of equal density (number of
points per square m/s cq") are drawn. As a reference, we have
produced the same plots with the CMOD4 model, using the
same inversion technique. It can be seen that the VIERS is
well tuned in the sense that it produces winds that are com­
patible with the analyzed ECMWF winds.

(41)

(43)

4. Wind Retrieval With the VIERS Algorithm
In this section we would like to present our results for wind

retrieval with the VIERS algorithm. Results are compared in
detail with analyzed wind fields from ECMWF and with re­
trieved winds from the CMOD4 algorithm. Two approaches
are followed. In section 4.1 we shall use statistical tools to
compare results. while in section 4.2 we give a comparison of
results with emphasis on synoptic situations. It is felt that these
two approaches are to some extent complementary, and they
will highlight the strong and weak points of the VIERS algo­
rithm.



JANSSEN ET AL.: VIERS-I SCATTEROMETER MODEL 7819

CMOD4 WINDSPEED vs. ECMWF WINDSPEED (911106

25
Bias = 0.0206574

Scatter = 2.03844

- 20[ N

"'E0~
::>
'<I'
0
0~
0

= 29752

5

5
O~~~~~~~~~~~~~~~~~~~~~~~~
0 2510 15

ECMWF U10 ms-i
20

VIERS WINDSPEED vs. ECMWF WINDSPEED (911106

10 15
ECMWF U10

Figure 6. Retrieved wind speed using (top) CMOD4 and (bottom) VIERS algorithm versus analyzed
ECMWF wind speed on November 6, 1991.

25
Bias = 0.0825692

Scatter = 2.04090

0

::>
(f)
a:ws

5

4.1. Statistical Comparison
We have applied the wind retrieval algorithms of VIERS

and CMOD4 to three cases on November 6 and 7, 1991, and
March 10, 1992, all on 1200UT. To that end we collocated the
cr0 triplets, as measured by the ERS-1 scattcromctcr with wave
periods of the WAM model and with analyzed wind fields from
the ECMWF atmospheric model.
As a first result, we compare retrieved wind speed and di­

rection from VIERS with the analyzed ECMWF winds. The
comparison for the three dates is shown in Figures 6-11. As a
reference, the same plots are produced with CMOD4 using the
same inversion technique as VIERS. As already discussed, we
have performed fine tuning of the VIERS algorithm on the
November 6 case. The results of the two other dates show that

20 25

the tuning procedure was robust. Although the standard devi­
ation of error on these last two dates has increased somewhat,
it should be noted that for CMOD4 a similar remark applies.
Statistical parameters for the three dates are summarized in

Table 1. Regarding the wind vector, the statistics of VIERS
and CMOD4 are comparable, with VIERS having slightly bet­
ter directional properties. However, as may be inferred from
Figures 6, 8, and 10, CMOD4 does not allow wind speeds
below 2 m/s, and this may contribute to more favorable statis­
tics. Furthermore, CMOD4 seems to underestimate the wind
speed for high winds. In order to see this point more clearly we
have restricted the determination of the statistical parameters
to those cases where the analyzed ECMWF wind was higher
than 15 m/s. Results are given in Table 2.
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The statistics in Table 2 show that both retrieval algorithms
are biased low but that CMOD4 clearly underestimates the
wind speed. It is emphasized that an underestimation of wind
speed at high winds is an undesirable property of a retrieval
algorithm. As shown by Gaffard and Roquet [1995],when used
in an atmospheric data assimilation scheme, the retrieved
winds could result in a considerable slowing down of the major
storm systems. Of course, our conclusion on the weak perfor­
mance of CMOD4 at high winds depends on the quality of the
analyzed ECMWFwinds. However, Gaffard and Roquet [1995]
also compared CMOD4 wind speeds with quality-controlled
buoy wind measurements over a 2-year period. The data set
was provided by Meteo-France and consisted of buoy reports
received through the Global Telecommunications System,
which are closer than 100 km in space and 3 hours in time to

400

scatterometer measurements. CMOD4 was found to overesti­
mate wind speeds in the low wind speed range by about 1 m/s,
while in the high wind speed range, CMOD4 underestimated
wind speed by as much as 2 mis or even larger. On the basis of
the comparison between CMOD4 and the buoy observations,
Gaffard and Roquet [1995] applied a wind speed dependent
bias correction to the wind speeds retrieved by CMOD4, and,
in comparison with the ECMWF first-guess winds, hardly any
bias was found in the wind speed range up to 20 m/s. When the
corrected CMOD4 winds were used in ECMWF's analysis
system, an improved agreement between radar altimeter wind
speeds and analyzed wind speed was found, while also the
forecast showed improvements.

It is therefore concluded that for high wind speeds the VI­
ERS algorithm performs better than CMOD4. A similar re-
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Figure 8. Same as Figure 6, but for November 7, 1991.

mark applies to the low wind speed cases. A summary of the
difference in wind retrieval of VIERS and CMOD4 is given in
Figure 12. The differences at low and high wind speed confirm
the picture we have sketched above. Finally, H. Roquet (pri­
vate communication, 1995) compared retrieved VIERS winds
with the buoy data and found a good agreement, in particular
at high wind speeds.

It is emphasized that high wind cases usually correspond to
young wind sea because the timescale to reach equilibrium
condition is proportional to wind speed. One of the reasons to
develop the VIERS algorithm was that it was expected that the
radar backscatter depends on the sea state. Young wind waves
are usually steeper than old wind waves, and therefore for the
same wind speed a larger backscatter would result (compare
Figure 3). However, if one would not take the sea state de-

pendence of the radar backscatter into account (by taking, for
example, a fixed wave age cju* = 35), then the short waves
would be less steep, giving for the same wind a smaller back­
scatter. As a consequence, with the same observed backscatter
one would expect larger winds in a sea state independent
algorithm. This turns out to be the case. We reran the VIERS
algorithm in sea state independent mode by fixing the wave age
c.lu * to a constant value, cJu * = 35. We took the period of
November 6, 1991, and we restricted the wind retrieval to those
cases where the ECMWF wind speed is larger than 15 m/s.
When comparing the thus obtained retrieved winds with ana­
lyzed winds, we found, as expected, a positive bias of 1.64 m/s
while the standard deviation of error was 2.74 m/s, which is
considerably larger than obtained from the sea state dependent
version of VIERS (compare Table 2). It is concluded from this
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comparison that the sea state dependence of radar backscatter
has a considerable impact on wind retrieval under a limited
range of conditions. It gives rise in a change of bias of 2.5 m/s.
Moreover, in view of the smaller standard deviation of error,
we conclude that a sea state dependent backscatter algorithm
is to be preferred.

In order to finish our discussion on the performance of the
VIERS algorithm we finally concentrate on its properties in
the so-called a space. The a space is the space spanned by the
radar backscatter of fore, middle, and aft beam. Let us intro­
duce the distance D,,. in a space as

D,,= ~QERS-1

where QERS-I is given by (40) then, ideally, a perfect model
should have a distance which is as small as possible, i.e., D,,. =

400

0. There are two reasons why in practice D,,. attains a finite
value. The first reason is finite measurement errors. Assuming
that there is no bias between model and observation, (aobs -
amod)= 0, and assuming that the backscatter model is perfect,
one obtains, using (41),

(Qn) = 1

and therefore the minimal distance in a space becomes

D,,= .j3

Assuming, in addition, that the variable a = (aobs - amod)/
kPa obs is a Gaussian variable, then for a perfect model the
distribution of the distance D,,. can be calculated. Thus the
statistics of D,,. are determined by three independent Gaussian

(44)
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Figure 10. Same as Figure 6, but for March 10, 1992.

variables 81,8m, and 8a with (8) = 0 and (82) = 1. In that event
the distribution ofD;, is chi-square with 3 degrees of freedom.
This result is valid if the assumption of independent Gaussian
variables is justified and if the model at hand is perfect.

In practice, the actual distribution may deviate from the
theoretical one, however. The discrepancy is caused by random
model errors (assuming that all systematic errors have been
eliminated) that broaden the distribution of 8. As a result, in
practice, the mean distance (D a> may be larger than \13, and
the distribution of D~ may be different from the chi-square
distribution. In Tables 1 and 2 we show the mean values of D"
for VIERS and CMOD4, and evidently, CMOD4 fits the ob­
served backscatter more closely. This conclusion is supported
by Figure 13, where we have plotted the distribution of Da for
CMOD4 and the VIERS model. The period was November 6,

1991. The distribution for a perfect model is shown as well. We
note from Figure 13 that CMOD4 has a more narrow distri­
bution than VIERS, but both model distributions deviate con­
siderably from the one of a perfect model.
Assuming that the model function describes reality in a

reasonable manner, it is even possible to infer the rms error of
the retrieved wind speed from the misfit in U' space. Of course,
a misfit in U' space will induce an error in both wind speed and
direction. It is known, however, that the mean of the backscat­
ter from fore and aft beam

is to a good approximation independent of the azimuth angle.
This readily follows, assuming Bragg scattering, from the di-
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rectional wave spectrum, given by (27), which involves a
cos(21:l),where l:lis the difference between azimuth angle and
wind angle. Since the azimuth angle for the fore and aft beam
is 90° apart, it follows that the sum of fore and aft beam
backscatter is independent of azimuth angle. The error in wind
speed then immediately follows from

axox= au10 0U10

where ox is the difference between modeled and observed
mean backscatter and the derivative of x with respect to U 10

can be obtained at the minimum distance D by finite differ­
encing. By averaging the square of the error oU10 over all
retrievals, the overall rms error in wind speed aR may be
determined according to

UR= y(oUf,1)

Results of this calculation are shown in Tables 1 and 2. Ac­
cording to this estimate, VIERS has an rms error in wind speed
of about 0.75 mis, and CMOD4 has an rms error of 0.5 m/s,
while for the high wind speed cases of Table 2 we get 1m/s and
0.6 m/s, respectively.
All in all, it is difficult to decide which algorithm is better.

On the one hand, CMOD4 has a smaller rms error in wind speed
because the misfit in tr space is smaller than for VIERS. On the
other hand, when compared to buoy observations and ECMWF
analyses, CMOD4 underestimates wind speed considerably
while VIERS has less problems in that respect. We therefore
conclude that the VIERS model is an acceptable model to
retrieve the wind vector from radar backscatter measurements.
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Table 1. Statistical Comparison of VIERS and CMOD4 Winds Against ECMWF
Analyzed Winds

November6, 1991 November7, 1991 March 10, 1992

VIERS CMOD4 VIERS CMOD4 VIERS CMOD4

Number 29752 29752 25771 25771 30049 30049
/.lu, mis -0.08 -0.0Z 0.02 0.10 0.10 0.07
ar" mis 2.04 2.04 2.20 2.20 2.35 2.43
µq,, deg 1.6 -3.2 -0.5 -4.4 0 -1
aq,, deg 28 33 29 31 24 26
D" 5.2 3.8 5.9 3.9 5.4 3.7
aR, mis 0.75 0.47 0.80 0.47 0.69 0.49

Here, µ refers to the bias and a is the standard deviation.Also, the distance betweenmodeled and
observedbackscatter is given,as well as the anticipated error in wind speed caused by the misfit in a0
space.

Although the VIERS model seems to perform in a reason­
able manner, it is still of interest to discuss possible reasons for
the larger misfit in er space. An important factor could be the
choice of the directional distribution of waves. In VIERS
(compare (26)) we use a rather simple direction spectrum with
a friction velocity dependent width. From observations it is
known that the width also depends on the ratio of wave num­
ber to peak wave number of the spectrum [Donelan et al.,
1985]. In addition, Jiihne and Riemer [1990] have observational
evidence for a bimodal distribution. In order to see to what
extent the directional distribution of the waves plays a role in
the wind retrieval, it was decided to do a retrieval experiment
using only the fore and aft beam, since the mean of fore and aft
beam backscatter is approximately independent of the direc­
tional distribution. A much better fit of the VIERS model to
the observed backscatter was obtained in this manner. The
resulting wind speed error obtained from the misfit in a space
now becomes only 0.5 m/s. Since a retrieval with three beams
gives a larger rms error of 75 cm/s, this suggests that our choice
of directional distribution of the waves is not optimal. After the
VIERS project was finished, Janssen and Wallhrink [1997] im­
proved the directional distribution and were ahle to obtain a
misfit in a space that was similar to the one of the CMOD4
algorithm, but the quality of the wind retrieval product re­
mained the same.

4.2. Synoptic Validation Using Cal/Val Data
In this section we shall discuss in some detail results of

another method of validating the retrieved wind fields ob­
tained with the VIERS model; namely, wc compare wind fields
from VIERS with those of a meteorological model and
CMOD4. Although this synoptic validation is only qualitative,

it has a certain number of advantages over a statistical valida­
tion.

1. One can easily verify by eye the internal consistency of
the wind speed and directions of adjacent scatterometer cells;
in addition, it is fairly straightforward to identify ambiguity
errors and incidence angle dependent problems in the algo­
rithm.
2. One can directly compare the structure of the wind

fields of ERS-1 derived wind fields and model derived wind
fields.
4.2.1. Calibration and validation campaign. When the

European Space Agency (ESA) distributed an announcement
of opportunity for the calibration and validation of the sensors
and products of ERS-1, the VIERS group submitted a pro­
posal for the validation of the wind scatterometer product.
This proposal was granted hy ESA and access was given to the
calibration and validation data acquired during the Cal/Val
campaign in the Norwegian part of the North Sea and the
Atlantic Ocean between 5°W and 10°E and 60° and 70°N in
1991. ESA was the initiator of this large campaign in which
information on the ocean and weather conditions was acquired
during overpasses of the ERS-1 satellite. At that time the
satellite was in a 3-day repeat period orbit, which had a scat­
terometer crossover point west of Norway.
The data acquired from the in situ sensors and other sensors

were used together with those of the Norwegian meteorolog­
ical model (hereinafter referred to as METEO) to provide the
hest possible estimate of the wind field over the scatterometer
swath during the passage of the satellite. Besides the ERS-1
measured triplets of the radar scattering at the ocean surface
the VIERS model needs to have the peak frequency of the

Table 2. Same as Table 1, hut Under the Restriction of ECMWF Wind Speed Faster
Than 15 m/s

November6, 1991 November7, 1991 March 10, 1992

VIERS CMOD4 VIERS CMOD4 VIERS CMOD4

Number 1324 1324 1124 1124 1237 1237
/.lu, mis -0.89 -2.56 -2.18 -3.04 -0.14 -1.26
au, mis 2.02 2.02 2.13 2.51 2.55 2.44
µq,, deg -3.2 -4.8 -6.2 -6.8 4.9 4.2
aq,, deg 12.3 11.5 14.8 15.4 15.5 15.0
D" 5.1 3.6 4.5 3.0 4.7 3.6
aR, mis 1.14 0.60 0.84 0.52 0.98 0.71
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Figure 12. Comparison of VIERS and CMOD4 wind speed for November 6, 1991.

wind sea part of the dominant waves as input. This parameter
was obtained from output of the operational WAM model at
the Royal Netherlands Meteorological Institute (KNMI),
which was kindly provided by J. Onvlee (personal communi­
cation, 1993).

Retrieved VIERS winds were then generated by running the
inverse VIERS model using the collocated METEO winds as
side condition. In a similar fashion, CMOD4 retrieved winds
were obtained. The resulting winds were imaged on a plane
tangential to the earth at 65°N and 5°E. An example is given in
Plate 1. Here wind speed is coded by a color scale, where the
scale ranges from 0 to 24 m/s while the arrows in the plot
indicate the flow direction.
Table 3 presents an overview of the data used. It lists mean

wind speeds and the differences between model and ERS-1
derived winds, as well as the differences between VIERS and
CMOD4. Assuming neutral conditions, the average difference
between VIERS and METEO is 0.8 m/s, and between CMOD4
and METEO the average difference is 0.3 m/s. The standard
deviation of the difference between VIERS and METEO is 2.3
mis and is 2.0 m/s for CMOD4 and METEO. If unstable
conditions are assumed (we took a fixed air-sea temperature
difference of -5°K), which is the usual condition for this part
of the ocean in the autumn, then the mean difference between
VIERS and METEO reduces to 0.1 m/s. The differences be-

tween VIERS and CMOD4 are much smaller than between
each of them with the METEO winds.
4.2.2. Qualitative analysis. A qualitative analysis was

performed on all data which were made available by ESA. This
analysis led to a number of conclusions, which were illustrated
by four case studies in Janssen et al. [1995]. Here we only
discuss one case study, namely the detection and localization of
fronts, while also the main conclusions are summarized.
We study here briefly a case in which a large front is visible

in the ERS-1 data. On the southwestern part of the front the
wind direction is southwesterly; on the other side of the front
the wind direction is northeasterly. Plate 1 shows the VIERS
retrieved wind field on November 6, 1991, in large and the
corresponding METEO and CMOD4 wind field in the subim­
ages. When comparing the images, a striking correspondence
between the VIERS and CMOD4 result on the one side is seen
while there is a clear discrepancy between the METEO winds
and the ERS-1 derived winds. In the METEO wind field the
front is not as pronounced as in the ERS-1 derived wind fields,
and the position is ~200 km north of the front observed by
ERS-1.
This example illustrates the conclusion that the ERS-1 de­

rived wind fields show more structure than the meteorological
model fields. Furthermore, the difference between VIERS
wind fields and CMOD4 wind fields is generally smaller than
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Figure 13. Normalized backscatter distance distribution for CMOD4 and VIERS. The distribution for a
perfect model is shown as well.

between ERS-1 derived winds and winds from the meteoro- S. Conclusion
logical model. It should also be pointed out that the inversion
method we employ is rather successful since the ERS-1 winds
are quite different from the METEO winds which are used in
the minimization of the cost function D. An exception has to
be made in case the METEO wind direction is orthogonal to
the expected wind direction. In that event the inversion pro­
cedure is not always finding the right direction.
Additional observations we have inferred from studying the

wind field maps are (1) because at small incidence angles the
dependence on wind direction is weak, the retrieved wind
direction in cells with these small incidence angles is less reli­
able; fortunately, this only occurred in the cell with the smallest
incidence angle; (2) VIERS wind directions have a better in­
ternal consistency than CMOD4 directions; and (3) the VIERS
model is capable of dealing with very low wind speeds.
Summarizing, we conclude that the structure of the VIERS

wind fields and CMOD4 wind fields is very similar indeed,
while the difference between METEO and ERS-1 derived
wind fields is bigger. This is probably related to the fact that the
METEO wind fields show much less structure than both fields
from VIERS and CMOD4. Once more, it may be concluded
that the VIERS model is an acceptable algorithm to retrieve
the wind vector from radar backscatter measurements.

We have developed a scatterometer algorithm based on the
present understanding of the radar backscatter process and of
the relevant processes governing the short wave spectrum. The
final aim was to be able to obtain wind fields from the back­
scatter as observed by the scatterometer on board of satellites
such as ERS-1.

Using observed wave spectra and observed backscatter in
the laboratory, it was readily realized that a simple two-scale
model for the scattering process performed relatively well. In
addition, it turned out that the short wave model was compat­
ible with the wave measurements in the sense that spectra
sufficiently close to the measured ones could be generated by
tuning parameters which were not fixed a priori. As a final
result, the two-scale model was combined with the wave model
into the VIERS scatterometer algorithm. After a fine tuning
exercise the algorithm evolved into the form described in this
paper.
The present VIERS model has been shown to retrieve wind

fields in a satisfactory manner; this followed both from the
statistical comparison with ECMWF and CMOD4 wind fields
and from the synoptic discussions. Furthermore, we have de­
veloped a method which enables us to retrieve, in a cost effec-
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Table 3. Comparison of VIERS and CMOD4 Retrieved Winds With Analyzed METEO Winds During Cal/Val Campaign

Date METEO
VIERS
(Neutral) CMOD4

VIERS-METEO

Average
Standard
Deviation

CMOD4-METEO

Average
Standard
Deviation

VIERS-CMOD4

Average
Standard
Deviation

Sept. 19. 1991
Sept. 22. 1991
Sept. 28. 1991
Oct. 7, 1991
Oct. 10. 1991
Oct. 19. 1991
Oct. 22, 1991
Oct. 28. 1991
Nov.3, 1991
Nov. 6. 1991
Nov. 12, 1991
Nov. 15, 1991
Nov. 21, 1991
Nov.24, 1991
Nov. 30. 1991
Dec. 3, 1991
Dec. 9, 1991
Sept. 18, 1991
Sept. 24, 1991
Sept. 27, 1991
Oct. 3. 1991
Oct. 6. 1991
Oct. 12, 1991
Oct. 15, 1991
Oct. 21. 1991
Oct. 24, 1991
Oct. 30, 1991
Nov. 2. 1991
Nov.8, 1991
Nov.11.1991
Nov. 17, 1991
Nov. 26. 1991
Dec. 2. 1991
Dec. 5, 1991
Sept. 19. 1991
Sept. 22, 1991
Sept. 28, 1991
Oct. I, 1991
Oct. 7. 1991
Oct. 10, 1991
Oct. 16, 1991
Oct. 19. 1991
Oct. 25. 1991
Oct. 28, 1991
Nov. 3. 1991
Nov. 6. 1991
Nov. 12, 1991
Nov. 15. 1991
Nov. 21. 1991
Nov. 24. 1991
Nov. 30, 1991
Dec. 3. 1991
Statistics
Neutral
Unstable

11.6
14.1
5.9
10.9
7.4
9.9
9.9
5.4
6.4
3.1
6.5
2.0
13.2
11.4
14.4
11.2
8.9
13.2
10.2
5.8
11.6
7.7
4.1
2.8
6.9
7.3
12.0
8.9
8.4
11.2
4.7
12.0
12.3
7.2
12.5
5.2
5.2
10.9
11.2
IO.I
12.6
6.8
8.0
8.8
13.0
10.0
9.5
9.5
8.5
10.4
9.0
8.4

10.1
9.3
6.0
11.1
7.3
13.6
11.5
4.9
7.8
3.4
7.8
4.3
17.1
14.6
14.4
13.5
9.lJ
10.7
10.2
5.9
W.5
8.2
5.5
2.8
9.7
7.2
6.7
9.1
9.3
13.4
7.J
13.9
14.9
7.9
16.5
5.7
6.1
12.4
11.3
!().()
13.6
7.7
8.3
8.3
15.1
12.5
10.l
11.5
8.8
11.2
11.5
8.2

IO.I
8.6
6.2
10.8
7.5
12.9
11.8
5.0
7.8
4.1
8.1
4.7
15.6
14.1
Ll.6
I:l.2
111.2
10.0
9.1
6.1
9.8
7.9
5.5
3.7
9.5
7.4
6.6
8.2
9.4
12.1
7.1
12.4
Ll.2
7.9
14.0
6.2
e.o
11.4
JO.I
9.2
13.3
7.4
7.8
7.4
13.9
12.0
9.3
10.2
X.2
10.0
10.3
7.6

-1.5
-4.8
0.1
0.2

-0.2
3.7
1.5

-0.5
1.4
0.3
1.3
2.3
3.8
3.2
0.0
2.3
I.II

-2.5
-n.t
0.1

- I.I
0.5
1.5
0.0
2.8

-0.0
-5.3
0.2
1.0
2.2
2.6
1.8
2.6
0.7
4.0
0.5
0.9
1.5
0.1

-0.0
1.0
0.9
0.3

- 0.4
2.1
2.5
0.5
2.0
0.3
0.8
2.5
-0.2
0.8
0.1

1.4
2.4
2.0
3.3
1.6
1.5
1.6
1.4
3.0
1.8
1.9
2.1
3.1
4.3
2.8
I.I
2.4
3.5
4.0
2.8
2.2
1.6
3.0
1.7
1.9
l. 9
:u
2.0
2.2
1.9
2.9
2.5
2.0
1.6
I.I
3.9
2.2
1.9
2.4
1.5
2.3
2.2
1.5
2.0
2.5
3.6
2.1
2.9
1.9
2.8
2.1
2.2
:u
2.4

-1.4
- 5.5
0.3

-0.0
0.0
3.1
1.9

-0.4
1.4
0.9
1.6
2.7
2.4
2.7

-0.8
2.0
1.3

-3.2
I.I
0.3
1.8
0.2
1.4
0.9
2.6
0.1

-5.4
-0.7
1.0
0.8
2.5
0.4
0.9
0.7
1.5
1.0
0.8
0.5

- I.I
-0.9
0.7
0.6

-0.2
-1.4
0.9
2.0

-0.2
0.7

-(LI
-0.4

1.2
-0.8
0.3
0.3

1.2
2.5
1.9
3.1
1.5
0.9
1.2
1.2
2.3
1.7
u:
1.7
3.0
4.3
2.2
1.1
2.1
3.4
3.8
2.4
2.1
I. I
2.4
1.2
1.6
1.6
2.7
1.5
U1
1.6

2.0
1.6
1.3
1.3
3.5
1.4
1.6
1.7
I. I
1.9
2.0
1.0
I. I
2.1
3.8
1.6
2.9
1.7
2.2
1.9
1.8
2.0
2.0

-ui
0.8

-0.2
0.3

-0.2
0.6

-0.4
-0.1
0.0

-0.6
-0.3
-0.4
1.4
0.5
0.8
0.3

-11.3
0.7
I.I

-0.2
0.7
0.3
0.0

-0.9
0.2

-0.2
0.1
0.8

-0.0
1.4
0.2
1.5
1.7
0.1
2.5

-o.s
ll.I
1.0
I.I
0.9
0.3
0.4
0.5
0.9
1.2
0.4
0.8
1.2
11.6
1.2
1.3
11.6
ll.5

-11.2

0.6
0.7
0.6
0.6
0.5
0.8
0.7
0.5
I. I
0.7
0.6
0.8
I.I
1.0
0.8
0.6
0.7
I. I
1.0
1.0
1.4
1.2
1.2
I.I
0.9
0.9
I. I
1.0
1.3
I.I
1.2
1.4
1.2
1.0
1.2
1.2
1.2
1.2
1.3
I.I
I.I
1.2
1.2
1.3
1.3
I.I
1.4
1.3
I.I
1.2
1.3
I.I
1.0
1.1

tive way, wind fields using a rather complicated and expensive
algorithm such as VIERS. In fact, it has been shown that in an
operational environment, retrieval of VIERS winds may be
done as efficiently as with the present operational CMOD4
algorithm.
Although the retrieved winds from VIERS and CMOD4 arc

of comparable quality in a statistical sense, we found that
compared to the ECMWF wind fields, the CMOD4 winds arc
biased low in the high wind speed range. A similar conclusion
follows from a comparison with buoy observations. The VI-

ERS bias was much less in this range. It should be once more
emphasized that a reliable retrieval of winds in the high wind
speed range is important. A negative bias in the wind retrieval
would result in a considerably less deep analyzed depression
since over the oceans the wind vector is related to a good
approximation to the pressure gradient (gcostrophic balance).
A weak point of the VIERS algorithm is the too simple

directional distribution of the short waves. This is probably the
major cause of the larger misfit in er space (when compared to
CMOD4). The strong point of the VIERS algorithm, on the
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other hand, is that we have followed an approach based on
physics. The framework of physical modeling as given by VI­
ERS offers great potential for the future. Although CMOD4 at
the moment shows a closer fit between modeled and observed
backscatter, new insights into the directional distribution of the
short waves will improve the performance of VIERS in this
respect. Because of our framework this is a relatively easy step
to take. In addition, in this way we were able to incorporate
effects of sea state, slicks, and atmospheric stability in a natural
manner. Finally, the VIERS algorithm has the added advan­
tage that it can be applied to a fairly wide range of radar
frequencies; hence without too much tuning one would expect
that it should do a reasonable job of wind retrieval from back­
scatter from other scatterometers.
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Abstract. The European Space Agency (ESA) ERS-1 and ERS-2 C band VV
polarization active microwave instrument (AMI) offers the unique ability to combine
interlaced wind scatterometer and high-resolution synthetic aperture radar (SAR)
wave mode imagettes. In this study, more than 2000 imagettes were considered.
Each irnagette has been statistically analyzed in comparison with normalized
radar cross-section (NRCS) measurements from the scatterometer mode. During
tl1c l·:H.S-1AMI wave mode mission the incidence angle of the imagette center
was modified from roughly 19.9° to 23.5°. Using ERS-1 and ERS-2 NRCS,
calibration has thus been completed for both configurations, which allows a better
characterization of some signal data saturation effects. However, since a SAR
relies on platform displacement to achieve fine resolution, surface motions reduce
its nominal resolution. As the wind speed increases, scatterer motion occurring
cl uring the SAR integration time also increases, causing the characteristic large
azimuth cutoff wavelength. Acknowledging the strong dependence between sea
state conditions and azimuth smearing effects, our results are highlighted by the
global comparison with wind estimates derived from the scatterometer. The results
demonstrate the ability to define a SAR wind algorithm from a kinematic point of
view. Finally, a higher-order statistical analysis shows evidence of deviation from
standard Rayleigh statistics, leading to a balance between K law and lognormal
distributions. This deviation is mainly due to the SAR's high-resolution properties.

1. Introduction
Since the launch of Seasat in 1978 it has been clear

that synthetic aperture radar (SAR) instruments can
image ocean surface wave patterns [Alpers et al., 1981;
\lesecky and Stewart, 1982]. Unfortunately, it is now
we] I known that the wave-likepatterns visible in a SAR
imagoof the ocean surface may be considerably different
from the actual ocean wave field. As a result, extraction
of meaningful two-dimensional wave spectral properties
from a SAR scene is not straightforward. The capacity
of SAR to provide usable ocean wave spectra is limited
by the motion of the ocean surface. Although a polar­
orbiting SAR is not an ideal instrument to measure the
directional spectrum of ocean surface waves, valuable
information may be routinely extracted. In particular,
with the ERS-1 and ERS-2 missions and the so-called
SAR wave mode products [European Space Agency,
1992a], wave modelers can, for the first time, obtain
continuous global information [Bruning et al., 1994].

Copyright 1998by the American GeophysicalUnion.
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Wave mode data continuity will be available through
ENVISAT.
As an attempt to extract meaningful information

from ocean SAR scenes, we have focused on the unique
ability of the ERS active microwave instrument (AMI)
to combine interlaced scatterometer and SAR wave
mode measurements. The wave mode is discussed in
section 2. Our objectives are met by carrying out a
systematic comparison between normalized radar cross­
section (NRCS) data and wind vector estimates from
the scatterometer, with various statistical and observed
spectral parameters of collocated SAR imagettes.
A primary measurable of a calibrated SAR is back­

scattered power. This measurement is diffraction dom­
inated and depends upon short sea surface wind waves.
Thus an important capability of a SAR instrument
should be its ability to quantitatively relate image in­
tensity to local surface wind speed. Empirically derived
wind retrieval algorithms are now routinely used to in­
fer wind estimates from scatterometer and altimeter,
but much less attention has been devoted to SAR in­
struments [Vachon and Dobson, 1996]. In section 3 we
present a calibration procedure to use SAR data much
like a higher-resolution scatterometer. In the absence of
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specific information for SAR imagette radiometric anal­
ysis our method is to derive a relative calibration from
direct global comparisons between collocated SAR and
scatterometer central antenna measurements. The rel­
ative calibration follows a strong saturation law. Thus
the relationship between scatterometer central antenna
NRCS and mean values of imagette intensity must take
into account saturation of the analog-to-digital con­
verter (ADC). In particular, this study shows evidence
of the change of imagette incidence angle during the
ERS-1 mission. The validation of this empirical calibra­
tion process is presented in section 4 using a semiem­
pirical wind retrieval scattering model, which has been
developed at the lnstitut Francais de Recherche pour
!'Exploitation de la Mer (IFREMER) and referred as
CMOD-IFREMER, [Quilfen, 1993).

Improved information has also been obtained through
global and systematic analysis of the SAR along-track
resolution, i.e., the azimuthal cutoff. According to the­
ory, this latter parameter is proportional to the root­
mean-square (rms) line of sight of the wave orbital ve­
locity field. Since the ERS-1 and ERS-2 wave mode op­
erate at near-nadir incidence angles (19.9° and 23.5°),
the radial component is supported by the surface ver­
tical velocity which, by definition, will be dominated
by shorter gravity waves than the overall energy inte­
gral [Jackson and Peng, 1985). The portion of the
spectrum supporting these waves is usually assumed
to be wind dependent, and we propose that the az­
imuthal response is wind speed dependent. Early re­
sults based on global comparisons confirmed this as­
sumption [Chapron et al., 1995). In section 5, azimuth
cutoff is discussed in terms of incidence angle, wind di­
rectionality, and sea state development.

From a statistical point of view, direct analysis of
high-resolution radar scenes over the ocean exhibits
departures from a standard Gaussian-Rayleigh model.

cr::i•o::i
I

This deviation is demonstrated in section 6 through
analysis of higher-order moments and is represented in
a Pearson diagram, which is a convenient representation
of distribution families. The source of this deviation is
discussed in light of SAR high-resolution properties by
studying SAR power image variance behavior. Indeed,
the concept of large-scale inhomogeneities (long wave
field) modulating a dense array of small-scale scatters
can lead to non-Gaussian statistics.

2. ERS Wave Mode Data
The CERSAT (Centre for Archiving and Processing

of ERS data), located at IFREMER in Brest, is tasked
with archiving SAR wave mode imagettes and process­
ing scatterometer data for the ERS-1 and ERS-2 satel­
lites. It provides the unique opportunity to combine the
analysis of both products.
The European Space Agency (ESA) ERS-1 and ERS-

2 C band VV polarization AMI offers the ability to ob­
tain interlaced scatterometer data and SAR wave mode
imagettes (Figure 1). The 10 x 5 km imagettes are
range compressed on board the satellite and are inter­
laced with scatterometer data every 200 km along the
satellite track. These imagettes represent magnitude
look detection and incoherent averaging of three inde­
pendent looks. Each imagette consists of 600 pixels in
range (across track) and 320 pixels in azimuth (along
track), with pixel spacing of 20 min range and 16 min
azimuth.

In this work, more than 2000 imagettes have been
considered, representing a wide variety of conditions.
Various statistics have been measured, including NRCS,
azimuth cutoff, and higher-order statistics. Our re­
sults are highlighted by the global comparison with cal­
ibrated NRCS and wind estimates derived from the col­
located scatterometer measurements.

Figure 1. ERS synthetic aperture radar (SAR) wave mode and scatterometer geometry.
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3. Calibration
Ocean ripples are directly related to local sea surface

wind velocity and can be detected by radar techniques.
In particular, SAR scattering measurements are diffrac­
tion dominated and depend upon short gravity-capillary
wind waves. Thus an important capability of a SAR in­
strument is its ability to quantitatively relate image in­
tensity to local surface wind speed. Empirically derived
wind retrieval algorithms are now routinely used to infer
wind estimates from scatterometer and altimeter data.
Much less attention has been devoted to SAR instru­
ments [Scoon et al., 1996; Vachon and Dobson, 1996].
If the SAR is used like a high-resolution scatterometer
to derive wind speed estimates from an empirically de­
rived satellite wind model function such as CMOD, we
need to relate pixel values in the imagettes to NRCS
values.
SAR imaging of the ocean surfaces also relies on

Doppler information from the relative motion between
the SAR and the scene to achieve fine resolution in the
along-track direction. For example, the SAR images
waves by their own orbital velocities. Using the con­
cept of facets, the effect of long waves (longer than the
nominal SAR resolution cell) can be treated determin­
istically [Alpers and Rujfenach, 1979; Swift and Wil­
son, 1979]whereas short waves (shorter than the SAR
resolution cell) may be treated stochastically [Tucker,
1985]. The motions due to short waves induce an az­
imuth smearing that acts as a low-pass filter (often
modeled as Gaussian-shaped) on the azimuthal compo­
nents of the image spectrum. In particular, it has been
stated that this imaging process turns into a superpo­
sition of facets [Hasselmann and Hasselmann, 1991).
The study of the number of superposed facets has not
been considered in detail [Kanevsky, 1993; Chapron et
al., 1994a]. However, this phenomenon should not influ­
ence the mean image intensity level because of the con­
servation of the mean between the real aperture radar
(RAR) and the SAR image [Hasselmann and Hassel­
mann, 1991).
From the radar equation the SAR image intensity

may be written

J( a" g2(0)
lsAR = R3 . () Loss(ADC, ···) (1)

Sill

where K represents a calibration constant, <J"0 repre­
sents the radar cross-section, ()represents the incidence
angle, R represents the slant range, g represents the
two-way elevation antenna pattern, and Loss represents
a function accounting for any power loss processes (such
as ADC saturation). As delivered, imagettes are not
corrected for range spreading and antenna pattern. Yet
these corrections may be considered as corrective con­
stants due to the small incidence angle range over each
imagette (0.8°). The radar equation is simplified as

!dB = 0"0dB+ /{dB+ LossdB
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with J(dB> a modified calibration constant, defined as

3.1. ADC Saturation

The quantization of I (real) and Q (imaginary) sig­
nal data channels within the ADC on a limited number
of bits is known to reduce the output power. For ERS
SAR Precision Images (PRI) [European Space Agency,
1992b],both channels are quantized with 5 bits [Laur
et al., 1993). For SAR imagettes, quantization is ap­
plied on 4 bits [Kerbaol and Chapron, 1996]. Radar
cross-section measurements are then strongly affected
by ADC saturation when the backscattered power takes
large values (> -6 dB), which corresponds to wind
speeds greater than 6 m/s for range winds and 10 m/s
for azimuthal winds. The power loss correction is given
as a function of the I or Q channel standard deviation
(Figure 2). The curve was obtained by simulation, as­
suming the I and Q channels to be normally distributed.

Fortunately, ADC power loss correction can be ap­
plied on ERS-1/2 imagettes even though raw data are
not at our disposal. Indeed, the I/Q channel standard
deviation is provided in the header of each imagette,
and the resulting power loss can be corrected on the
entire imagette since, in most cases, the homogeneity of
the imagette is assured by its small size (5 x 10 km).
Note that the ADC saturation effect is not expected to
significantly affect the mean SAR intensity of ERS-2
imagettes because of a reduction in onboard gains in
July 1995 (Laur et al., 1996].

3.2. Change of the ERS-1 SAR Incidence Angle
From 19.9° to 23.5°

The calibration of ERS-1/2 imagettes would be com­
plete if the calibration constant I< is known. Though
this constant is well known for PRI images, it is not
available for wavemode products, which makes the cal-

2 4
1/0 channel standard deviation

6

(2)

Figure 2. Power loss at analog-to-digital converter
(ADC) output versus I or Q channel standard devia­
tion for a 4 bit ADC.
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ibration issue more difficult. An approach to wave mode
calibration is to compare the mean intensity ofERS-1/2
SAR imagettes to the collocated scatterometer NRCS.
Then, after subtracting f{~B from the mean imagette in­
tensity after correction for ADC power loss, one should
obtain a 1-to-1 ratio with scatterometer o",

This method enabled us to refine the exact incidence
angle used to acquire the ERS-1/2 SAR wave mode
products. For ERS-2 imagettes the incidence angle is
set to 23.5°. This was also meant to be the incidence
angle for ERS-1. However, it was originally set to 19.9°.
In June 1995 the ERS-1 imagette incidence angle was re­
set to 23.5°. Two data sets were chosen to illustrate this
change of configuration. The first one represents 1092
imagettes acquired in November 1992 over the North
Pacific Ocean, while the second one represents 693 im­
agettes acquired in June 1995 over the Indian Ocean
(Figure 3).
Figure 4a shows the comparison result with collocated

scatterometer NRCS at 19.9° (November 1992), while
Figure 4b shows the result at 23.5° (June 1995). As
expected, the change in incidence angle decreases the
mean a" value and results in a reduction of the ADC
saturation effect.

After ADC saturation correction the expected 1-to-l
ratio is obtained for the 23.5° incidence angle data set,
whereas it is only reached for the 19.9° data set for the
lowest measured cross sections. Beyond a certain level,
saturation is so large that it becomes difficult to correct
for power loss. Note the spreading of data around the
l-to-1 ratio line for the smallest scatterometer NRCS
values. This can be associated with the much larger
scatterometer resolution cell (25 x 25 km) compared to

20°ww

the SAR (30 x 30 m). Indeed, the variability at low
wind speed is integrated and smoothed over the large
scatterometer resolution cell while SAR imagettes only
provide local measurements.

3.3. ERS-2 Onboard Gain Adjustment

For ERS-2 SAR imagettes a set of 342 imagettes, ac­
quired over the Indian Ocean in June 1996, was selected
(Figure 3). Figure 5 shows that the imagettes are al­
most not affected by ADC saturation. This is due to
a reduction in ERS-2 onboard gains on July 13, 1995.
ADC saturation correction is not essential, except for
o" values larger than -3 dB. This level is close to the -2
dB level given by Laur et al. [1996, p. 11) for ERS-2
PRI images. All the K' values for ERS-1 and ERS-2
are given in the appendix A.

4. Validation
Recent studies [Scoon et al., 1996; Vachon and Dob­

son, 1996) have shown the SAR ability to work as a
high-resolution scatterometer to retrieve wind speed us­
ing a scatterometer wind model (CMOD4 [Stoeffelen
and Anderson, 1993] or CMOD IFREMER [Quilfen,
1993)). The method is to compare SAR range profiles
to a wind retrieval model assuming a known, steady
wind vector.
Here we propose to validate our empirical calibra­

tion method. For each data set we selected cases whose
wind directions, as given by ERS scatterometer, are ei­
ther in the range or the azimuth direction. The cor­
responding mean SAR intensity is then compared with
CMOD IFREMER. Figure 6 shows the results for ERS-

70°N ~<.I. . 70°N
60° ' •..•• 60°
50° . . ..;I 50°
40° -·-··---·------------ 40°
30° ------.----------------. 30°
20° ) ~~/~::::·::::::~~~::::::::::~::~ 20°
10 ° .. , --=. :_- . - . - . - - - - . - - - - - - - - 10 °
O" ' O"

10° 10°
20° 20°
30° 30°
40° :::::::~:::::::: 40°

----·-----------500 ---------------- 50°
60° . 60°
70°~ ·. 70°S

Figure 3. Areas selected for ERS-1 imagettes: North Pacific Ocean (November 1992) and Indian
ocean (June 1995). Area selected for ERS-2 imagettes: Indian Ocean (June 1996).
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Emoirical Calibration at 19.9°
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Figure 4. ERS-1 mean SAR intensity versus collocated
scatterometer o" before ADC correction (asterisks) and
after correction (squares). The line represents a l-to-1
ratio. The calibration constant K' (Table Al) has been
subtracted from the SAR intensity. (a) North Pacific
Ocean data set (B = 19.9°, November 1992). (b) Indian
Ocean data set (B = 23.5°, June 1995).

1 SAR in both incidence angle configurations (19.9°
(Figure 6a) and 23.5° (Figure 6b)). One can see that
ERS-1 SAR imagettes have been successfullycalibrated
for the incidence angle of 23.5°. Indeed, both wind di­
rections (along range and azimuth) lie on the respective
CMOD IFREMER curve. However, this is not the case
for the data set over the North Pacific Ocean, particu­
larly when the wind speed increases. This is due to the
weakness of the ADC saturation correction at 19.9°. In­
cidentally, it appears that the wind retrieval model used
for this study tends to underestimate high wind speeds,
particularly in the range direction (up/down winds).
Winds are expected to be as high as 18 m/s, rather
than the maximum 15 m/s of Figure 6b. The results
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for ERS-2 imagettes are presented in Figure 7. The cal­
ibration scheme also gives good results for ERS-2 SAR
wave mode imagettes, although only a few examples of
azimuthal wind were at our disposal. Indeed, winds
generally blow from west to east in the roaring forties
(e.g., mainly along the range direction).
According to these comparisons, the SAR instru­

ment may prove its ability to work as a high-resolution
scatterometer. Given a first-guess wind field direction
(such as provided by a meteorological model or synop­
tic chart), the wind speed can be obtained from SAR
images using the CMOD retrieval algorithm. Inversely,
from an independent wind speed measurement a prop­
erly calibrated SAR signal might be able to provide the
wind direction [e.g., Korsbakken, 1996].

5. SAR Azimuth Cutoff

~·

Doppler misregistrations in azimuth are induced by
gravity wave orbital motion, leading to a distortion of
the imaged spectrum and a strong cutoff in the az­
imuthal direction. This effect is proportional to the
range-to-platform velocity ratio R/V [Beal et al., 1983].
ERS-1, ERS-2, RADARSAT, and planned future SAR
missions such as ENVISAT are polar-orbiting platforms
and have an R/V of about 120 s or larger. Then, de­
pending on sea state, the shortest detectable wavelength
in the azimuth direction will not be less than 200m. We
calculated SAR image spectra for all ERS imagettes of
our data set and plotted the spectral peak wavelength
against its direction relative to the range axis (Figure 8).
This plot shows that all waves shorter than 100 m can
only be observed in the range direction. Note that only
a few peaks arise right on the range axis. This is due
to the so-called peak-splitting effect [Bruning et al.,
1990]. The effect of SAR mapping is to low-pass fil-

Emoirical Calibration at 23.5°
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Figure 5. ERS-2 mean SAR intensity versus collocated
scatterometer a" before ADC correction (asterisks) and
after correction (squares). The line represents a l-to-1
ratio. The calibration constant K' (Table Al) has been
subtracted from the SAR intensity. Indian Ocean data
set (B = 23.5°, June 1996).
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Figure 6. ERS-1 SAR a" versus wind speed given
by ERS-1 scatterometer for wind blowing in the range
direction (asterisks) and in the azimuth direction
(squares). The solid curve represents the empirical C
band scattering model (CMOD-IFREMER) a? for a
range wind direction and the dot-dashed curve for an
azimuth wind direction. (a) North Pacific Ocean data
set (B = 19.9°, November 1992). (b) Indian Ocean data
set (B = 23.5°, June 1995).

ter the real aperture radar (RAR) spectral information
in the azimuthal direction such that the SAR spectral
domain is limited to around the range axis.

The issue of the SAR azimuth cutoff interpretation
has been widely considered in the literature, and sev­
eral models have been proposed as a function of wave
and/or wind conditions. A first interpretation was ini­
tially proposed in terms of the significant wave height
Hs [Beal et al., 1983), but the azimuth cutoff has
been shown to also be wind speed dependent. Then
the contribution of azimuthal displacements caused by

the long waves orbital motions was outlined [Jack­
son and Peng, 1985; Tucker, 1985; Hasselmann et al.,
1985] and appeared to be more realistic when compared
with the cutoff behavior [Vachon et al., 1994]. Re­
ferring to studies on processes moving in time [Stein­
berg et al., 1955; Brillinger, 1993] and taking advantage
of wind vector estimates inferred from collocated ERS
scatterometer data, we will show evidence of the SAR
azimuth cutoff dependence with the total variance of
vertical motions on the sea surface.
The power spectrum of a signal whose source is sub­

ject to random fluctuations has already been studied
and has been shown to be filtered by the character­
istic function of the displacement field [Brillinger,
1993]. Hence, extending this relationship to forward
SAR mapping while under the simplifying assumption
that the displacement field and the linear SAR mod­
ulation field (including RAR and velocity bunching
modulation) are independent, the relationship between
Plin (k), the power spectrum of the linear SAR trans­
form of ocean spectrum, and Ps(k), the complete SAR
power spectrum, is

(4)

25

where P{{ (0) represents the total variance of azimuthal
displacements within the SAR integration time. This
exponential weighting function is identical to the stan­
dard azimuthal cutoff factor [Hasselmann and Hassel­
mann, 1991; Krogstad, 1992]. This relationship is often
referred to as the so-called quasi-linear approximation,
and this transform behaves like an azimuthal low-pass
filter in the spectral domain. Noting that the azimuthal
displacement e induced by a moving scatterer with ra­
dial velocity v is

R,_ -v..- v (5)
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Figure 7. ERS-2 SAR a" versus wind speed given by
ERS-2 scatterometer for wind blowing in range direc­
tion (asterisks) and in azimuth direction (squares). The
solid curve represents CMOD IFREMER o" for a range
wind direction and the dot-dashed curve for an azimuth
wind direction. Indian Ocean data set (B = 23.5°, June
1996).
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Figure 8. Wavelengths of observed SAR spectral peak
versus the angle between SAR peak and range axis.

and that at an incidence angle of about 20°, v is well
approximated by the vertical component of the orbital
velocity (i.e., the directivity of the wave field can be
neglected), P{dO) becomes

P{dO) = (~rfo00 w2S(k)dk

where w is the wave frequency. Here S(k) is integrated
over the full wavenumber range in order to include the
Doppler spread of the backscattered signal caused by
the motion of the facets within a resolution cell. This
additional azimuth smear is often expressed in terms of
a coherence time.
One should note that P{dO) does not take into ac­

count the radial acceleration term. Since the integration
time of the ERS SARs is small (about 0.5 s), the accel­
eration contribution can be neglected [Bao et al., 1994].
However, in some cases the smearing due to acceleration
may become important. This is expected for high sea
state cases when specular events, such as those from
breaking waves, may lead to large azimuthal streaks
and an enhancement of the azimuth cutoff [Alpers and
Bruning, 1986; Ouchi and Cordey, 1991].

5.1. Azimuth Cutoff Estimation

An estimation method of the SAR azimuth cutoff has
previously been presented [Vachon et al., 1994]. This
procedure used an ensemble ofmodel functions and var­
ious cutoff wavelengths to find the best fit between gen­
erated and observed SAR azimuth spectra. In order to
gain in computing time we directly use the azimuthal
autocorrelation function (ACF) by fitting a Gaussian
function defined as

Generally speaking, we have found that this method
gives good results. However, one needs to be cautious
with the interpretation of the estimated cutoff. In the
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case of an imagette without any visual contrast, the
ACF will be very close to the narrow point spread func­
tion associated with the speckle noise. When the sea
surface motion increases, the ACF can then be consid­
ered as the sum of two spread functions, corresponding
to the azimuthal resolution and the azimuth cutoff, re­
spectively (Figure 9a).

Azimuth Cutoff: 386 m
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Figure 9. (a) Estimation of the azimuth cutoff through
the azimuthal correlation function. (b) The narrow cen­
tral peak of the non coherent scattering has been re­
moved by using intercorrelation between two indepen­
dent looks.
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In the near future the intercorrelation method be­
tween distinct looks may also be used. Indeed, when
carrying the cross-spectrum of different looks, the inco­
herent scattering contribution will be suppressed [En­
gen and Johnsen, 1995]. The speckle noise contributes a
large bandwidth noise floor (pedestal) in the SAR spec­
trum. The usual way to reduce the noise contribution is
to use the multilook technique, but the azimuthal reso­
lution is then degraded. The cross spectrum technique
will lead to a much better signal-to-noise ratio by elim­
inating the uncorrelated noise. As a consequence, this
technique is helpful when carrying out the intercorre­
lation between looks to estimate the falloff parameter.
As noted above, when one observes the correlation func­
tion of a multilook SAR image, there is still an appar­
ent contribution of the noise in the narrow peak of the
speckle autocorrelation function. The intercorrelation
function between different looks will not show this peak
(Figure 9b). The estimation of the cutoff parameter will
then become more consistent, especially under lowwind
conditions. Furthermore, the acceleration term in the
azimuth smearing due to short lifetime specular events
should not appear in the intercorrelation method.

5.2. SARWind Algorithm

Acknowledging the strong dependence between sea
state conditions and azimuth-smearing effects, Jackson
and Peng [1985] first suggested derivation of a wind
algorithm from azimuth cutoff analysis. Global com­
parisons can now be done by using wind estimates de­
rived from the ERS-1 or ERS-2 scatterometers. For
each imagette the wind speed is obtained from the sur­
rounding area (within 25 km). Linear regression gives
a convincing idea of a possible empirical relationship
to define a wind algorithm from ACF analysis of SAR
image spectra (Figure 10). Practical application of a
linear relationship has already been demonstrated [Ko­
rsbakken, 1996]. If the SAR azimuth cutoff is expressed
as [Lyzenga, 1986]

.>
~ 200

~

o~~~~~~~~~~~~~~~~~~~~~~~~~~~~
0 5 10 15

ERS-1 Scotterometer U10 [m/s]
20

Figure 10. ERS-1 SAR azimuth cutoff versus collo­
cated U10 inferred from ERS-1 scatterometer.

,\ = 7r JP~dO) = 7r ~ \/ 100:.;2S(k)dk (8)

a numerical application using a JONSWAP-like sea
spectral model [Elfouhaily et al., 1996] leads to the
linear relationship ,\ '.::::'.25U10, where U10 is the neutral
stability wind speed at 10 m above the ocean surface.
This evaluation is consistent with the result of our linear
regression

..\=23.4U10+A (9)
where A represents a residual cutoff involving the nom­
inal SAR azimuthal resolution. Note that this relation­
ship is consistent with the analysis of Vachon et al.
[1994] from the Grand Banks ERS-1 SAR validation
experiment but with a different notation.
5.2.1. Wave age dependency. Although the ki­

nematic parameter ,\ is a robust wind speed estimator,
it is necessary to consider that the degree of sea state
development may also play a significant role. For exam­
ple, a cutoff analysis over fetch-limited seas results in
an underestimation of the wind speed [Kerbaol et al.,
1996]. In this case we rewrite (8) as

..\(n) = 7r ~ = 7r ~ \/ 100w2S(k, il)dk (10)

where n represents the inverse wave age dependency of
the wave spectral model defined as [Elfouhaily et al.,
1996]

n ~ 0 84 tanh [ ( 2~01~,) '']-'·" (II)

with z , the dimensional fetch in meters, and k0 is g/U[0.
As an example, and following the wind and fetch­

dependent sea spectrum [Elfouhaily et al., 1996], Fig­
ure 11 shows the behavior of the theoretical ,\ for wind
speeds ranging from 2 to 25 m/s given different fetch
values. For our purpose we also consider that the de­
gree of development is variable over different ranges of
wind speed. If it is reasonable to take a fully developed
model for light to moderate wind speed conditions, this
will not in general be the case for high wind speeds.
Followingstudies using altimeter data [Tournadre and
Blanquet, 1994],we choose an average fetch of 200 km
for the whole range of wind speed over the globe to illus­
trate this effect, which can be thought of as a saturation
phenomenon. This corresponds to an inverse wave age
parameter nof about 0.84 for lowwind speed to about
2 for a 20 m/s wind speed.
As an example, Figure 12 gives the cutoff values esti­

mated from a set of imagettes. These values are plotted
versus the wind speed inferred from the collocated scat­
terometer data. The solid line represents fully devel­
oped seas while the dash-dotted line is for a fixed fetch
condition (developing seas). The agreement is seen to
be reasonable.

25
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Figure 11. Estimation of the azimuth cutoff value for
different wind speeds at 10 m and different fetch values
(unlimited fetch, i.e., fully-developed, 200, 100, and 50
km).

5.2.2. Swell and wave relaxation biases. Ap­
parent to these comparisons between azimuthal cutoff
parameters A and scatterometer wind speed, there are
cases where the observed A is much higher than the pre­
diction inferred from the scatterometer wind speed. For
instance, under light wind conditions, preexisting swell
systems will bias the azimuthal cutoff wind speed esti­
mate since the wind algorithm based on the empirical
relationship (9) only relies on the definition of a pure
wind-wave spectral model (of JONSWAP type). Thus,
if we consider a sinusoidal swell system whose wave­
length is lo and amplitude is A, the additional contri­
bution to the total variance of azimuthal displacement
IS

( R)2 A2 2 (R)2
PE.f.(O) = V -T- = V

7r g A2
2 lo

(12)

·++
+ ..-·

h + Fully developed sea

Fetch= 200 km

10 15
ERS-1 Scotterometer U10 [m/s]

205

Figure 12. ERS-1 SAR wave mode imagette azimuth
cutoff versus U10 inferred from collocated ERS-1 scat­
terometer data (plus). The solid line represents the the­
oretical relationship between SAR azimuth cutoff and
U10 for a fully developed sea whereas the dash-dotted
line represents a fetch length of 200 km.
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Yet, from our comparisons, pure swell contributions
to the total smear do not seem to have a strong impact
except under light wind conditions (< 6 m/s). This bias
is shown in Figure 13 for a swell of 200 m wavelength
and 1 m amplitude. This may explain the dispersion of
azimuth cutoff values for small wind speeds.
Finally, meteorological fronts can also be sources of

overpredicted wind speed with the nominal relationship.
Indeed, recall that spaceborne SAR images often exhibit
strong gradients and striking contrasts over extended
and visually well delineated spatial regions. Such pat­
terns may be associated with a wide variety of oceanic
and/or atmospheric phenomena. Under frontal condi­
tions a conjecture is that a scatterometer or a SAR
can exhibit rapid and severe attenuations due to the
scarcity of capillary-gravity waves, while the azimuthal
cutoff measurements which are primarily influenced by
still-present longer waves react more smoothly. Such a
case can be conceptualized as a low-pass filtering effect,
such that some surface motion can be conserved but
the Bragg-resonant waves (about 7 cm for the C band
ERS SARs) almost disappear [Chapron et al., 1994b].
Such a relaxation difference between scales will affect
and bias the wind speed estimate from an observed A.
To resolve this problem, we will investigate the use of
other statistical parameters.
5.2.3. Directionality aspects. So far, we have

neglected the fact that the azimuth shifts are propor­
tional to the surface velocity component in the direction
of the radar beam. In fact, it is the rms line-of-sight or­
bital velocity that must be considered rather than the
rms vertical velocity. One then must write

fo00 S(k)\T(k)\2dk (13)

w>0
3: 200

~
~ 100s

Fully developed sec

Fully developed seo and swell

o~~~~~~~~~~~~~~~~~~~~~~~~~~~~
o

25

10 15
ERS-1 Scotterometer U10 [m/s]

20 255

Figure 13. ERS-1 SAR wavemode imagettes azimuth
cutoff versus U10 inferred from collocated ERS-1 scat­
terometer data (plus). The solid line represents the the­
oretical relationship between SAR azimuth cutoff and
U10 for a fully developed sea whereas the dash-dotted
line shows the contribution of an additional sinusoidal
swell of wavelength 200 m and amplitude 1 m.
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where T(k) is the linear transfer function associated
with the surface displacement. The transfer function is
defined as [Krogstad and Vachon, 1994]

T(k) = ~ lwl [jcosO +~sine] (14)

where 0 is the local incidence angle and k; is the range
wavenumber. If we further suppose that the spreading
function of the wave spectral model is represented by
a second-order cosine Fourier coefficient, the unidirec­
tional sea spectrum is

1 1
S(k, ¢) = kS(k) 21!"{1 + ~(k) cos [2(¢ - ¢0)]} (15)

with ¢0 the wind mean direction relative to the range
axis. We obtain

>. = 7r~ ,/ fo00 w2S(k) F(k, 0, ¢0) dk (16)

where,

2 (sin2 0 sin2 0 )F(k, 0, ¢0) =cos 0 + -2- + ~(k) -4- cos 2</Jo

(17)

For the ERS SARs the incidence angle is 19.9° or 23.5°,
so cos2 0 + ~ sin2 0 > 0.92. Since the absolute value of
~(k) is bound by unity, the ratio between range and
azimuth cases is at most given by

For 0 = 23.5° the differences between Arange and
>.azimuth are then negligible (< 5%). The directional­
ity dependence will be weak, and only considering the
rms vertical velocity is, at first, a good approximation.

6. Statistical Analysis
Besides calibration and azimuth cutoff analysis of

ERS-1/2 imagettes, higher-order statistical analysis, up
to fourth order, was also carried out. Indeed, the under­
standing and determination of SAR image distributions
remain problems. The results of this study will be dis­
cussed in this section as well as the interpretation of the
statistical information.

6.1. ERS-1/2 SAR lmagette Distributions

The problem of determining the distribution followed
by the cross-section or the amplitude of SAR images
has been widely studied and several models have been
proposed: Rayleigh, K [Jakeman and Pusey, 1976],
lognormal [Trunk, 1972], Weibull [Fay et al., 1977],
etc. A useful method is to compare their higher-order

moments, particularly the couple (/31,(32),the skewness­
squared, and the kurtosis.

When the radar illuminates a large area of the sea,
it is usually found that the amplitude of the signal is
Rayleigh distributed. This is in accordance with the
central limit theorem (CLT) since the signal can be
thought of as being the sum of a large number of ran­
domly phased, independent scatterers. In the case of
a summation process of N1 independent looks in am­
plitude, the distribution will follow the convolution of
N1 Rayleigh probability density functions (pdf). The
couple (/31,/32) is given by

2
/31 =

mac _ 47r(7r-3)2
3 - (19a)

m2c N1 (4 - 7r)3

/32 = m4c2 = 3 + 24 7r- 6 11"2- 16
m2c N1 (4 - 7r)2 (19b)

where mic represents the centered moment of ith order.
For pure speckle ERS imagettes (i.e., with no texture
in the scene), (/31,/32) is (0.13, 3.08). Examples of pure
speckle have been found for SAR scenes over lakes or
large glacier areas.

Very few imagettes have Rayleigh statistics over the
ocean. Indeed, the return signal generally has a more
spike-like structure, which leads to an extended tail of
the SAR amplitude image pdf. The couple (/31,/32) for
all ERS-1 and ERS-2 imagettes considered has been
plotted in a Pearson diagram (Figure 14) which also
shows the different distribution families [Johnson and
Kotz, 1969]. The data lie on the K law three-looks
in amplitude for small values of (31. For large values
of /31 the data lie between K and lognormal. More­
over, /31 and /32 take lower values for ERS-1 imagettes
because of ADC saturation effect. This suggests that
ADC saturation does not modify the pdf family but
rather acts on the range of /31and (32• Note that only a
few points are close to the Rayleigh three-looks couple.
The evident departure from standard Rayleigh statis­
tics demonstrates the violation of the CLT for most im­
agettes. Various explanations for such statistics have
been proposed, including either non-Bragg scattering
contributions [Jakeman and Pusey, 1976] or fluctua­
tions characterized by two spatial coherence lengths due
to SAR high-resolution properties [Ward, 1981; Jake­
man and Tough, 1988].

6.2. Contribution of Non-Bragg Scattering

The extended tail of the SAR pdf has often been in­
terpreted as the result of non-Bragg scattering. Thus,
in the case of rough sea states, the cross-section is dom­
inated by sea spike density due to non coherent specu­
lar scattering (e.g., wave-breaking events). Tilley and
Sarma [1993] suggested that when the cross-section is
dominated by sea spike density clipped in amplitude,
the cross-section measurement can be approximated
by the number of point-scattering processes occurring
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Figure 14. Imagettes kurtosis versus skewness-squared
in a Pearson diagram (squares). (a) ERS-1. (b) ERS-2.

within the integration time. This theory implies that
SAR distribution degenerates to a Poisson law. Jake­
man and Pusey [1976) suggested that the considerable
enhancement of intensity fluctuation can be interpreted
in terms of facet-like scattering. Indeed, large fiuctua-

tions of individual form factors will lead to a decrease
in the apparent number of scatterers contributing to
the scattering intensity. So far, there has been no at­
tempt to relate SAR statistics to sea spike density. It
has been shown that a SAR Doppler spectrum analysis
should provide useful information on spike density and
time coherence [I<erbaol et al., 1996].

1.0

6.3. Modulation Contribution

The departure from standard Rayleigh statistics can
be interpreted from the SAR high-resolution property.
The presence of only a small number of scatterers in
the illuminated area might explain the violation of the
CLT. However, the existence of pure speckle imagettes,
that are well modeled as a Rayleigh three-look distribu­
tion, makes this rather unlikely. The average number
of scatterers within a resolution cell can then be con­
sidered asymptotically large. Nevertheless, long wave­
length gravity waves and swell contribute to the dis­
tortion of the overall distribution. This concept of
large-scale inhomogeneities modulating a dense array
of small-scale scatterers has been introduced in various
ways in the literature, including the effect of fluctua­
tions of the number of scatterers within a cell [Jakeman
and Tough, 1988] or the representation of the two-scale
ocean surface by a compound process [Ward, 1981].
Both models lead to the K law.

Let us consider that the observed SAR power im­
age as being equal to Y(x) = X(x) S(x) where S is
the speckle governed by the Rayleigh three-look distri­
bution and X is the unspeckled image containing the
ocean wave modulation. If we assume that S and X are
independent, the spectrum of Y is given by [Goldfinger,
1982)

<I>v(k) = E[S]2 <I>x(k) + [<I>x(k) + E[X)2 J(k)] ®<I>s(k)
(20)

where 0 is the convolution operator. Acknowledg­
ing that the characteristic correlation distance for the
speckle is shorter than for the modulation in X, it was
suggested that <l>y(k) could be approximated as [I<rog­
stad, 1994]

1.0 <I>v(k) = E[S]2 <I>x(k)+ [var(X) + E[XJ2] <I>s(k) (21)

Hence, considering the relative wave modulation m and
x the normalized speckle spectrum such that <I> s (k) =
var(S) x(k), <I>v(k) becomes:

<l>y(k) =a E[Y]2 x(k)+E[Y]2 [<I>m(k)+ avar(m) x(k)]
(22)

where a = 0"1j E[S]2 = .253 for ERS-1/2 three-look
power imagettes (et is 1/3 for three-look power summa­
tion). The first term in (22) represents the underlying
speckle spectrum while the second represents the modu-
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lation contribution. SAR power image variance to mean
squared ratio is derived from (22) such that

var(IsAR)
---2 =a+ [var(m) (1 +a)] (23)
E[IsAR]

This last equation illustrates the departure from a Ray­
leigh three-look distribution, providing a wave system
is imaged by the instrument. SAR normalized variances
(corrected for ADC saturation) have been plotted as a
function of scatterometer wind speed for ERS-1 (Fig­
ure 15). Azimuth and range wind direction were se­
lected. One can see that the wind direction can be
discriminated when analyzing SAR variance to mean
squared ratio. An attempt was made to simulate this
parameter using a JONSWAP-like two-dimensional sea
spectrum and the modulation transfer functions (MTF)
as described by Hasselmann and Hasselmann [1991]. In
addition, an average swell system was added to the sea
spectrum to account for the fact that modulation was
always detected, even at lowest wind speeds. There are
still discrepancies between theoretical predictions and
observed data. However, most of the salient features
are captured by the simulation. Since the RAR modu­
lation transfer function is based on the Bragg-scattering
model, discrepancies may be related to the specular con­
tribution. Indeed, at such an incidence angle (about
20°), quasi-specular scattering mechanisms cannot be
neglected. Thus the analysis of the SAR variance to
mean squared ratio parameter should help to improve
the RAR MTF definition.

7. Summary
The ERS-1 and ERS-2 wavemode imagettes can offer

new insights to wind/wave modellers. The interpreta-
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Figure 15. ERS-1 SAR wave mode imagettes power
normalized variance versus U10 inferred from collocated
ERS-1 scatterometer data for wind blowing in range di­
rection (asterisks) and in azimuth direction (squares).
The solid line represents the theoretical normalized vari­
ance value (a = 0.253) corresponding to the square of
the convolution of 3 Rayleigh laws and the dash-dotted
line represents the simulated SAR normalized variance.

tion of ERS-1 SAR wavemode data in terms of normal­
ized radar cross section (NRCS) through intensive com­
parisons with scatterometer estimates, clearly show sat­
uration effects for ocean scenes. Such a problem seems
to be adequately compensated for ERS-2 wave mode
products after reduction of onboard gains and for ERS-
1 after ADC corrections. Our results show that SAR
NRCS products can be successfully interpreted using a
standard scatterometer wind speed retrieval algorithm.
This affirms the use of the SAR instrument as a high­
resolution scatterometer. The difference in resolution
between the SAR and the scatterometer does not ap­
pear to present any obstacle to the use of an operational
wind speed algorithm.
The along track resolution has been studied using a

time-domain method to obtain cutoff wavelength esti­
mates. Observed azimuthal falloff confirmed the pre­
dicted limitation of high-altitude synthetic aperture
radars. Convincing comparisons highlight the devel­
opment of a SAR wind algorithm, from a kinematic
point of view, that accounts for vertical motions of sea
surface (i.e., the directivity can be neglected). This
analysis suggests the use of an alternative method to
obtain an independent wind speed measurement. How­
ever, one needs to be cautious with the estimation bias
caused by the inertia of gravity waves in the case of
fetch limitation or relaxation effects. Further investiga­
tion is required to extend this algorithm to other sen­
sors such as RADARSAT or ENVISAT. In particular,
sea surface motions can no longer be reduced to vertical
displacements at larger incidence angle, and the direc­
tivity cannot be neglected. Moreover, acknowledging
that HH polarization SAR instruments are more sensi­
tive to short lifetime, fast-moving scatterers [Jessup et
al., 1990;Apel, 1994;Smith et al., 1996],collocation be­
tween ERS-2 and RADARSAT SAR data may be used
to address this issue.
It was also shown that the statistical distribution of

the SAR wave mode products is well characterized by
an extended-tail distribution lying between K law and
lognormal law in the Pearson diagram. Furthermore, an
attempt was made to reproduce SAR power image vari­
ance by simulating the SAR transform of a JONSWAP­
like two-dimensional sea spectrum using standard mod­
ulation transfer functions as described by Hasselmann
and Hasselmann [1991]. This leads to the conclusion
that the departure from the standard Rayleigh three­
look pdf was mainly due to the SAR high resolution.
Further investigations may be envisaged to globally de­
fine a standard RAR modulation transfer function to
improve SAR inversion algorithms.
To conclude, following the methodology presented

here, the analysis of SAR data in the spatial domain
rather than exclusively in the spectral domain also of­
fers useful information for operational purposes. An
independent wind speed product, based on azimuth cut­
off analysis, is proposed. This would complement the
scatterometry-type analysis.
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Table Al. Summary of K' Values.
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Data SetSensor Number of Imagettes I<:rn Incidence Angle

ERS-1 1092 76.21 ()= 19.9° (prior to June 1995)
ERS-1 693 77.55 ()= 23.5° (after June 1995)
ERS-2 342 73.78 ()= 23.5° (after April 1995)

North Pacific Ocean
Indian Ocean
Indian Ocean

Appendix: Calibration Constant
Retrieval

Following the assumption of a l-to-I ratio between
IsAR - LossdB - K~B and o" SCAT, the mean square
estimator for K' is given by

K' = ]:_tusAR - LossdB - u0scAT) (Al)
n i=l

This estimator is expected to be consistent for both
data sets over the Indian Ocean (ERS-1 and ERS-2 at
23.5°). In the case of the North Pacific Ocean (ERS-1 at
19.9°) the estimator should only be applied to a? values
of scatterometer that are below -2 dB (above this level,
ADC correction is not expected to give satisfactory re­
sults). Table Al presents the results of this estimator
for both incidence angle configurations of ERS-1 and
for ERS-2.
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Mesoscale wind measurements using recalibrated ERS
SAR images

S. Lehner
Deutsche Forschungsanstalt fiir Luft- und Raumfahrt, Deutsches Fernerkunclungsclatenzentrum
Wel3ling,Germany
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Abstract. The precision images (PRI) of the synthetic aperture radars (SAR)
on board the European Remote Sensing Satellites ERS-1 and ERS-2 are used to
derive mesoscale wind fields over the ocean. For calculation of the wind speed
the C- band model (CMOD4) is used, which was originally developed by Stoffelen
and Anderson [1993] for the European Space Agency (ESA) to derive wind fields
from measurements of the wind scatterometer (SCAT). In the case of the ERS-1/2
SAR the CMOD4 is used to compute the wind speed from the normalized radar
backscatter cross section (NRCS) and the incidence angle of the radar beam, both
computed from the SAR.PR! data. The third input variable is the wind direction,
which is estimated from the wind streaks in the images or from ground truth
measurements. The SAR data are affected by a power loss, caused by saturation of
the analog to digital converter (ADC) of the SAR. Therefore the images have to be
recalibrated. Errors in the derived wind speed are mainly due to ADC saturation
and uncertainties of the input wind direction. These errors are estimated for various
wind conditions. Mesoscale wind fields computed from ERS-1/2 SAR.PR! images
taken between the Shetland Islands and the west coast of Norway are compared
to ground truth measurements and modeled wind fields from the German weather
service (DWD). Wind fields of the nonhydrostatic mesoscale model Geesthacht
simulation model of the atmosphere (GESIMA) are compared to the derived wind
field of the ERS-1 SAR.PR! image at the island Riigen in the Baltic Sea.

1. Introduction
The grid cell of state of the art meteorological mod­

els is of the order of 10 km. Finer spatial resolution
is needed to model a variety of coastal processes, e.g.,
currents, waves, wind, and related transport processes.
Validation with conventional ground truth measure­
ments usually requires enormous efforts in large cam­
paigns.
The spatial resolution of 25 m together with the

coverage of 100 x 100 km makes the synthetic aper­
ture radar (SAR) on board of the European Remote
Sensing Satellite (ERS-1/2) especially valuable for mea­
suring spatially inhomogeneous wind and wave fields.
Therefore radiometrically calibrated SAR images offer
a unique opportunity to make synoptic mesoscale wind
measurements that were never possible before. Figure
1 shows an ERS-1 SAR image at the south coast of
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Norway with superimposed wind speeds derived with
the C- hand model (CMOD4) out of the SAR precision
image (PRI) data.
The object of the investigation is to derive mesoscale

wind fields over the ocean surface from the normalized
radar backscatter cross section (~RCS) of ERS SAR
data and compare these results to model and ground
truth data. Wind speeds from ERS SAR images of the
ocean surface have been derived, e.g., by Alpers and
Briimmer [1994], Ctuiprou et al. [1994], Rosenthal et
al. [1995], Johannessen et al. [1996],and Scoon et al.
[1996]. In these articles either recalibration is not con­
sidered or extensive comparisons to models and ground
truth arc not given.
The backscatter from the rough ocean surface for

moderate incidence angles (20°-70°) is dominated by
resonant Bragg scattering [Valenzuela. 1978]. Addition­
ally, Raleigh scattering and specular reflection may con­
tribute to the backscatter. Following Wright [1966],the
backscatter signal is caused by the water wave compo­
nent which is in resonance with the incidence radiation.
The prime resonant water wave number kw is related
to the electromagnetic wave number ke1 of the radar
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Figure 1. ERS-1 synthetic aperture radar (SAR) im­
age from September 26, 1995, at 1036 UTC. The iso­
tachs are given in m s-1 and were derived using the
C band model (CMOD4) with a constant wind direc­
tion of 270°.

according to
kw = 2kel sin a,

where a is the incidence angle of the radar beam. In
case of the ERS SAR, operating at C- band with inci­
dence angles between 20° and 26°, the range of scatter­
ing wavelengths extends from 8.2 to 6.5 cm. Therefore
the NRCS can be used to evaluate parameters which in­
fluence the small-scale roughness, like the wind speed.

For the determination of the wind speed and direction
over the ocean surface from the three antennaes of the
ERS scatterometer (SCAT), an empiric C- band model
CMOD4 [Stoffelen and Anderson, 1993]was developed,
a revision of which is described by Stoffelen and An­
derson [1997]. The SCAT and SAR on board ERS-1/2
operate at the same frequency. Thus the CMOD4 can
be applied to the SAR. In contrast to the SCAT, the
SAR collects data only from one antenna. Therefore
the wind direction is needed as further input to derive
the wind speed by the CMOD4. Usually, SAR images
show distinct features like wind streaks or shadowing
behind coasts from which the large-scale wind direction
can be derived.
It is obvious that for this procedure, accurately cal­

ibrated SAR images are needed. Unfortunately, while
studying the characteristic range dependence of back­
scatter [Meadows and Wright, 1994; Scoon et al. 1996]

0

on the ocean surface, it became evident that ERS-1
SAR data are not properly calibrated; the measured
drop-off in backscatter between near range to far range
of the SAR image can be up to 5 dB lower than the
expected value of about 6 dB for an ocean surface .

This phenomenon can be assigned to the receiver gain
setting causing a too high input power into the analog
to digital converter (ADC). It gets saturated when large
homogenous areas of relatively high backscatter are im­
aged [Meadows and Wright, 1994]. Because of ADC
saturation the SAR data are affected by a power loss.
This is especially the case for ocean surfaces in medium
to strong wind conditions and on inland ice, but inho­
mogeneous areas of large backscatter, like cities, show
the same effect. In the case of the ocean surface the
near-range part of the image, where the backscatter is
higher, is most strongly affected. The European Space
Agency (ESA) tried to avoid this problem for the second
satellite ERS-2 by a reduction of the receiver gain set­
ting of the SAR system (about 4 dB lower). Therefore
the problem of ADC saturation is less severe for ERS-2
SAR images, but it is still present. In consequence, ERS
SAR images used for determination of wind fields over
the ocean have to be recalibrated.0

2. Estimation of Wind Direction

(1)

Figure 2 depicts an ERS-1 SAR image acquired on the
August 12, 1991, at 2107 UTC, showing the island of
Ri.igen, situated at the German coast in the Baltic Sea.
Typical for this area is brackish water and a structured
coastline with several lagoons called "Bodden." For this
area, mesoscale models of wind speed, sea state, cur­
rents, and transport-related processes were developed
that are compared to respective SAR images. An ap­
plication can be found in work by Wolf and Gayer [1995]
and in work by Horstmann and Wolf [1997].

On the sea surface the typical features of a mesoscale
wind field, like shadowing behind the cliffs at the east­
ern part of the island, wind streaks, and varying wind
speed in the Bodden can be observed. Where wind
streaks are visible, they can be used to estimate the
wind direction up to 180° ambiguity, finding the dom­
inant direction by fast Fourier transform (FFT) meth­
ods.

The solid black lines in Figure 2 give the orienta­
tion perpendicular to the main spectral power of wind
streaks as derived by FFT. For the thin lines an area of
5 x 5 km was used, and for the thick lines an area of
10 x 10 km was used. For the estimation a regression
weighted with the energy densities for wavelengths be­
tween 500 and 1500 m was computed. As an example,
Figure 3 shows the image power spectrum of a 10- x
10-km subset taken north of Riigen. The main spectral
energy is located perpendicular to the orientation of the
streaks, which give the wind direction with a 180° am­
biguity. Because of the shadowing the 180° ambiguity
could be removed, resulting in a wind direction of 296°.
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Figure 2. ERS-1 SAR image of the island of Riigen at the German coast of the Baltic Sea,
taken on August 12, 1991, at 2107 UTC. The solid black lines show the orientation of streaks
in the image as computed by fast Fourier transform. The thick lines were computed for a 10- x
10-km area and the thin lines for a 5- x 5-km subarea.

This agrees well with the measured ground truth wind
direction of 282° at Arkona at the north tip of Riigen.
In the left part of Figure 2, no wind streaks could be

detected, and the spectra yielded no reasonable direc­
tional information. For the calculation ofwind speed for
Figure 2 the wind direction was taken to be a constant
290° over the whole image.
Using this procedure, wind direction and wind speed

are derived at different scales attributing all the vari­
ability to wind speed, while the direction is held con­
stant. In the upper right corner of Figure 2 it can be
seen that the error clueto this procedure between the 5-
ancl 10-km scale is rather small at ~ 10°. In the Bodden
area a higher variability is to be expected.

This method fails when no wind streaks or wind shad­
ows are detectable, but in 70% of the SAR images con­
sidered, wind streaks could be detected and were used
as input for the wind direction into the CMOD4. The
error in wind speed clue to error in wind direction is
discussed in section 6.

3. Effect of Power Loss on Wind
Measurements
A first-calibration procedure converting intensities,

I (amplitudes squared), of the SAR.PR! data to the
NRCS is given by Laur [1992]
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Figure 3. Image power spectrum of an area in the
open water north of Riigen. Wave numbers taken for
estimation of wind direction correspond to wavelengths
from 500 to 1500 m. The main energy is along an ori­
entation of 26° versus north; the wind streaks are ori­
entated perpendicular.

I sin o
NRCS = K sin aref'

where K is a calibration constant at the reference angle
aref (23°) of the SAR.PR! images, which unfortunately
depends on the individual processing and archiving fa­
cility processor and depends on the processing date.
A list of K values is available at ESA; for the Ger­
man processing and archiving facility (D-PAF), K is
666, 110. for ERS-1 and 944,064. for ERS-2. The fac­
tor sina x sin-I aref takes the variation of K with the
incidence angle a between 19° and 26° into account.
Depending on the PAF and the processing date, a cor-

'l * ERS-1
o ERS·2

cc 4
:::'..
"'"'.s•.. 2
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Figure 4. Power loss correction for ERS-1 and ERS-2
SAR images.
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Figure 5. Estimate of the effect of power loss on wind
measurements derived with the CMOD4 from ERS-1
and ERS-2 SAR images in the case of upwind for wind
speeds from 2 to 26 m s-1 in steps of 4 m s-1.

(2)

rection for the antenna pattern has to be applied. A
detailed list is available at the ESA help desk. An ini­
tial contact is available at http://earthnet.esrin.esa.it/.
In addition to the effects mentioned in (2), the new

calibration procedure takes the power loss due to the
ADC saturation and the changes in replica power into
account. The replica power is part of the internal SAR
calibration. Details are given in the paper by Laur et
al. [1996]. The resulting complete calibration formula
is of the form

I sin o IRP
NRCS = K . RRP power loss, (3)

smaref

where IRP denotes the replica power of the image and
RRP denotes the replica power of the reference image.
While all the other corrections are in the range of 1 dB
and may be important for an accurate calibration, the
power loss correction can be higher than 6 dB and is
thus crucial.
Figure 4 shows the power loss correction for ERS-1

and ERS-2 SAR images. The NRCS is averaged over
the area which contributes to the signal at the input to
the ADC. It can be seen that for ERS-1 a power loss
correction larger than 1 dB needs to be applied only for
scenes with a NRCS igher than -6 dB. This is usually
only the case for rough ocean surfaces, inland ice, and
areas containing a lot of targets with high backscatter
values such as towns. Because of the different gain set­
tings of the ADC on the ERS-2 SAR, power loss correc­
tions above 1 dB are only necessary for a NRCS larger
than -1 dB. For ERS-2, there is a power gain for NRCS
values below -20 dB, which is clue to quantization ef­
fects for low return values. As NRCS values below -17
dB would correspond to wind speeds below 2m s-1, this
effect is of no relevance to wind speed measurements.
In Figure 5 we give a theoretical estimate of the ef­

fect of power loss on wind measurements from ERS-1
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Figure 6. Estimated relative reduction in percentage
of wind speed derived by CMOD4 clue to the power
loss of ERS-1 SAR for an incidence angle of 23°. The
wind direction is given clockwise from flight direction;
for example, go0 is corresponding to upwind.

and ERS-2 SAR images. The solid lines show the ex­
pected range dependence of NRCS values for ERS-1/2
calculated by CMOD4 at wind speeds between 2 and
26 m s-1 when the wind is blowing toward the an­
tenna. Using the table of the power loss correction al­
gorithm, the dotted lines show the expected NRCS for
ERS-1 SAR, and the dashed ones show the expected
NRCS for ERS-2 SAR at the respective wind speeds.
The NRCS for upwind and downwind is higher than
for cross wind. In the former case the power loss has
the largest influence. For ERS-1 SAR images in near
range (a about 1g.6°), already for wind speeds above
6 m s", the NRCS exceeds the critical value of -2 dB,
where power loss above 1 dB occurs. In far range, signif­
icant power loss occurs for wind speeds above 10 m s:".
For ERS-2 the situation is less severe; power loss occurs
in near range above wind speeds of about 10 m s-1 and
at far range of about 18 m s-1.
In Figures 6 and 7 the relative reduction in percentage

of wind speed derived by the CMOD4 clue to the power
loss is plotted as a function of wind direction and wind
speed for the ERS-1 and the less affected ERS-2 SAR
images for an incidence angle of 23°. The conclusion is

10 15
Wind speed [mis)

20 25

Figure 7. Estimated relative reduction in percentage
of wind speed derived by CMOD4 due to the power
loss of ERS-2 SAR for an incidence angle of 23°. The
wind direction is given clockwise from flight direction;
for example, goo is corresponding to upwind.

that at least for ERS-1 images, recalibration is always
necessary.

4. Comparisons to Ground Truth
CMOD4-derivecl wind speeds from 20 recalibrated

ERS-1/2 SAR images at different geographical locations
are compared to the analyzed wind fields of the Ger­
man weather service (DWD) model, with a grid size
of 0.5° x 0.5°, 10-min-mean wind speed measurements
of the German research vessel (R/V) Gauss operated
by the Bundesamt fiir Seeschiffahrt und Hyclrographie
(BSH) and from measurements of the Royal Nether­
lands Meteorological Institute (KNMI) [Koek, 1995a,
b, c] at the oil platform Cormorant and the lighthouse
Lista Fur. Table 1 lists the SAR frames considered.
Figure 8 shows an ERS-1 SAR image taken on De­

cember 1, igg5, at 1101 UTC near the Gullfaks oil field.
The oil platforms can be seen as bright spots, and one
of them is pointed at by the white arrow. The position
of the R/ V Gauss is denoted by a star.

In this case, wind direction can be taken from the
wind streaks which give the wind direction with a 180°

Table 1. List of the ERS-1/2 SAR Images Considered for Comparison

Time, Time,
Orbit Frame Date UTC Orbit Frame Date UTC
21539 2439 Aug. 28, 1995 1047 1866 2439 Aug. 29, 1995 1047
21682 2457 Sep. 07, 1995 1033 2009 2457 Sep. 08, 1995 1033
21789 1161 Sep. 14, 1995 2140 2095 2439 Sep. 14, 1995 1045
21811 2421 Sep. 16, 1995 1050 2138 2421 Sep. 17, 1995 1050
21911 2439 Sep. 23, 1995 1030 2216 1161 Sep. 22, 1995 2120
21954 2439 Sep. 26, 1995 1036 2259 1161 Sep. 25, 1995 2125
21975 1161 Sep. 27, 1995 2131 2281 2439 Sep. 27, 1995 1036
21997 2439 Sep. 29, 1995 1042 2302 1161 Sep. 28, 1995 2131
22018 1161 Sep. 30, 1995 2136 2324 2439 Sep. 30, 1995 1042
22899 2367 Dec. 01, 1995 1101 3226 2367 Dec. 02, 1995 1101
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Figure 8. ERS-1 SAR image 22899-2367 taken on De­
cember 1, 1995, at 1101 UTC in the area of the Gullfaks
oil field west of the Norwegian coast. The isotachs are
given in m s-1. The star denotes the position of the
research vessel (R/V) Gauss. The arrow points to a
platform in the Statfjord field.

ambiguity. By looking at the wind shadowing behind
the oil platforms the ambiguity can be removed, and
the wind direction is estimated to 170° (wind streaks
and shadows are present in the SAR image but are not
reproduced in Figure 8). Using the CMOD4 and this
wind direction, wind speeds are calculated for the whole
SAR image. Figure 9 shows the mean NRCS in range
from the recalibrated SAR image in comparison to the
expected NRCS from CMOD4 for constant wind speeds
of 11, 13, and 15 m s-1. The mean wind speed over the
whole image is 14.3 m s": only in the immediate near
range it drops down to "'12.5 m s-1. Table 2 gives a
comparison of the computed wind speeds to the differ­
ent ground truth measurements.

40 40 20 080 60
Distance in range [km]

60

Figure 9. Mean normalized radar backscatter cross
section (NRCS) in range of ERS-1 SAR image versus
incidence an~le in comparison to the NRCS for 11, 13,
and 15 m s" computed by CMOD4.

80 The KNMI received the values from offshore plat­
forms. It was not possible to get detailed information
on measurement and calibration of the data. The sen­
sor height at those platforms is normally higher than
50 m, and wind speed is reduced by a prescribed wind
profile. The analyzed wind fields of the DWD are com­
puted from an atmospheric model on a 0.5° x 0.5° grid
and improved by inserting available ground truth mea­
surements. The data from R/V Gauss are taken by a
sensor in 19.5-m height, which is regularly maintained.
The SAR measurements of wind direction and wind

speed agree well with the R/V Gauss measurements.
The wind speed from KNMI is 4.2 m s-1 larger than
from SAR. The direction is turned 20° counterclock­
wise. The DWD and KNMI wind speeds were taken 1
hour later, differing from each other by about 6 m s-1.
The SAR measurement lies between these two values.
From the weather charts we conclude a homogeneous
wind situation for the area covered by the SAR image.
This is supported by the time series measured from the
R/V Gauss.

Figures 10 and 11 show scatterplots of ground truth
measurements versus the values from the SAR for all
scenes considered. Out of the 20 SAR images, 14
showed distinct wind streaks. In Figure 10 a compari­
son of wind direction from SAR images to KNMI ground
truth measurements is given. The measurements com­
pare well with a bias of 1.53° and a correlation of 0.99.

Wind Speed, m s-1

Table 2. Ground Truth and ERS SAR Data

Wind Direction, deg Time, UTC
R/V Gauss
KNMI
DWD
ERSSAR

15.3
18.5
12.3
14.3

167
150
156
170

1100
1200
1200
1100

Wind speeds are u10, and the time is on December 1, 1995. KNMI is
the Royal Netherlands Meteorological Institute, and DWD is the German
weather service.
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Figure 10. Scatterplot of the wind directions of the
SAR versus the Royal Netherlands Meteorological In­
stitute (KNMI) data set.

Comparisons to wind directions of DWD showed a much
higher bias of 24° with wind directions of DWD being
generally turned to the right. Figure 11 shows the scat­
terplot of wind speed with a bias of O.G m s-1 and a
correlation of 0.78.

From the close agreement of SAR data with the R/V
Gauss and l\:N'.vll data we conclude that the SAR is
capable to derive valid wind fields on a large scale. This
is a strong motivation to investigate the SAR wind fields
on a smaller scale.
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Figure 11. Scatterplot of the wind speeds of the SAR
versus the KNMI data set.
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5. Comparisons to the Mesoscale Wind
Model GESIMA

High-resolution wave and current models require de­
tailed wind information to calculate hydrographic pa­
rameters. It was important for us to test the ca­
pability of our algorithm to reproduce spatial varia­
tions of the wind field. Since no area-covering measur­
ing methods exist, we used the mesoscale atmospheric
model Geesthacht simulation model (GESIMA), devel­
oped at GKSS Research Centre to estimate the wind
field around the island Riigen situated before the Ger­
man coast in the Baltic Sea. It is a three-dimensional
nonhydrostatic model of the atmospheric circulation
with terrain-following coordinates. A detailed descrip­
tion of the model is given by Kapitza and Eppel [1992].
An overview of sample applications is given by Eppel
et al. [1995]. The ERS-1 SAR image from August 12,
1991, at 2107 UTC was used to compute the wind field
with a constant wind direction of 290°. For our compar­
isons, GESli\IA was run for neutral atmosphere with a
horizontal grid cell size of 1 km and variable grid size
in the vertical. The lower boundary condition for the
friction velocity over the sea is given by Charnock's rela­
tion. Over land the variable bottom stress is taken into
account from land use charts. For the upper boundary
condition at 1500m, height stationary wind speed of 16
m s-1 coming from 306° was assumed.

Figure 12 shows isolines of wind speed as computed
by GESIMA, and Figure 13 shows isolines as computed
by C:VIOD4. Wind direction and relative changes in
the wind speed clue to shadowing effects, particularly
behind the white cliffs of Riigcn, are clearly visible.

IOO
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' 60t
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"''5 40

20
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0 w ~ @ w 100
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Figure 12. Wind speeds computed by the Geesthacht
simulation model of the atmosphere (GESIMA). The
solid lines represent isotachs in m s-1. The image center
is at 54.5°N and 13.25°E.



7854 LEHNER ET AL.: MESOSCALE WIND MEASUREMENTS USING ERS SAR IMAGES

100

80

20 8040 60
Distance [km]

Figure 13. Wind speeds computed by the CMOD4
out of the ERS-1 SAR data. The solid lines represent
isotachs in m s-1. The image center is at 54.5°N and
13.25°E.

The SAR image shows much finer detail in wind
structure and a higher variability in wind direction.
This is clue to the difference between the snapshot of
ERS-1 SAR of a highly turbulent wind field and the
mesoscale model simulation assuming a stationary sit­
uation. On the ocean surface north of Riigen the SAR
image shows wind rolls from which the the wind direc­
tion is derived. These features cannot be reproduced
by the GESIMA model. So the SAR data give a lot of
additional information on the turbulent structure of the
atmosphere. East of the island of Riigen, the wind shad­
owing shows the same order of magnitude. The wind
speed drops clown to about 6 m s-1 behind the island
before picking up again toward the open ocean. The
geometrical location of the wind shadowing in the SAR
and GESIMA data is slightly different, showing again
that the results of GESIMA yield a much smoother solu­
tion than the distribution of wind speed in real nature.

Since the model has been run for stationary condi­
tions, a full coincidence with the SAR wind field cannot
be expected. We consider the comparison as a proof
that the developed SAR algorithm for the wind field
extraction can indeed resolve spatial inhomogenities in
the wind field, which in this case come from the vari­
able topography and the variable bottom stress for the
atmosphere.

6. Error Analysis of CMOD4-Derived
Wind Speed

30
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Figure 14. Wind speeds computed with a constant
wind direction of 270° from the ERS-1 SAR image on
December 1, 1995, at 1101UTC. The solid line indicates
the mean; 90% of the values lie between the clashed
lines.

uncertainty in wind direction, and the computation of
power loss. Figure 14 shows the wind speed values com­
puted with the CMOD4 for different grid cell sizes of
the ERS-1 SAR image from December 1, 1995, at 1101
UTC, shown in Figure 8. Four 40- x 40-km areas were
selected from the image, and the power-loss-corrected
NRCS expressed in linear units was averaged over each
area. As SAR incidence angle, the value in the middle of
the grid cell was taken. Then the wind speed was com­
puted with a fixed direction of 355° that was deduced
from wind streaks. The 180° ambiguity was resolved
by looking at wind shadowing behind the oil platforms.
The procedure was repeated using smaller areas clown
to a size of 0.1 x 0.1 km. In Figure 14 the resulting
wind speed values are plotted versus the corresponding
grid cell size. The mean values for each area, shown as
a solid line, are nearly constant at 15 m s-1. The 90%
confidence intervals, shown as clashed lines, are narrow
and between 1- and 10-km grid cell size only, slightly de-

5

0 - - 26m/s

= .r: ~ ~18m/s
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-15 CMOD4

0 90 180 270
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In the following we discuss three major sources of Figure 15. The dependency of NRCS on wind direc­
error when deriving wind speed from SAR images by tion for different wind speeds. The wind direction is
CMOD4: the effect of the grid cell size, the effect of the given clockwise to flight direction.
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Figure 16. Estimated relative error in percentage of
wind speed due to an uncertainty in wind direction of
±10° for an incidence angle of 23°. The wind direction
is given clockwise from flight direction; for example, goo
is corresponding to downwind.

pending on area size. It is obvious that at grid cell sizes
of <0.5 km the estimated wind speeds are influenced
by speckle effects [Bally and Fellah, lgg5] and error in
the mean wind direction. For small grid cell sizes up to
5 km, point targets like ships or oil platforms influence
strongly the mean NRCS resulting in too large wind
speeds.

The next source of error when deriving wind speed
by ERS SAR is the necessity to have information on
the wind direction as input into CMOD4. Usually, at
wind speeds above 8 m s-1 the SAR images show pat­
terns from which the wind direction can be derived.
This direction compares very well to ground truth; see
Table 2. However, Figure 15 shows the dependency of
backscatter of the ocean surface at different wind speeds
versus wind direction (clockwise to flight direction) at
a radar incidence angle of 23°. The backscatter is obvi­
ously highest when the wind is blowing downwind and
upwind at go0 and 270°, respectively, and lowest when
blowing sideways to the antenna.

From CMOD4 the relative error in wind speed clue
to a 10° error in wind direction is derived. Figure 16
shows a contour plot of this error for wind direction
versus wind speed. The error is minimal when the wind
is blowing sideways to the antenna. The maximum error
of 24.l % occurs at a wind speed of about 10 m s-1, and
the wind direction is 220° relative to flight direction.

Another source of error is the approximation used
when recalibrating the ERS SAR images. To avoid
this, the SAR preprocessing data (RAW) would have
to be recalibrated and processed at high costs. Using a
large sliding window to derive the power loss over the
already processed PRI image is only an approximation.
Generally, the algorithm works well for large, fairly ho­
mogeneous surfaces like the open ocean, but it fails at
sharp boundaries such as coast lines in near range at
high wind conditions. In this case the land is relatively
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dark in comparison to the water surface, and the sharp
boundary leads after recalibration to a reduced NRCS
on the water surface because of the fact that the slid­
ing window used for estimating the power loss is partly
over land of low backscatter. Especially for ERS-1, this
leads to unrealistically low values of wind speeds near
the coast.

7. Conclusions and Outlook

25

It is shown that application of the ESA CMOD4 al­
gorithm to ERS-1/2 SAR images can give valuable in­
formation on mesoscale wind fields over the ocean. If
wind streaks show up in the SAR images, wind direc­
tion can be measured to an accuracy of 5°. Compar­
isons to available ground truth wind speed measure­
ments show that the wind extraction algorithm is re­
liable for the prediction of coastal wind fields for dis­
tances > 3 km from shore. Recalibration of the SAR
images to calibrated backscatter values remains a prob­
lem, especially for ERS-1 images near coastlines. In
principal, the use of ERS-2 images for wind measure­
ments is recommended. The method will be used in the
future to calibrate mesoscale atmospheric models like
the described GESIMA model. The direct use of the
measured wind data, without employing a model cali­
bration as an intermediate step, will only be possible if
SAR imagery for individual regions becomes available
more frequently. Therefore the increased availability of
SAR images of coastal areas is strongly needed for the
worldwide demanded, improved coastal zone manage­
ment.
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Abstract. A unique series of European Remote Sensing Satellite (ERS) 1 and 2 C band synthetic
aperture radar (SAR) images was obtained off the southern coast of Norway during the Coast
Watch'95 experiment in September 1995. In this paper we carry out a systematic analysis of the
mesoscale coastal wind field conditions expressed in the SAR images. Four different categories of
phenomena including windrows, fetch-limited seas, wind fronts. and oceanographic fronts are
examined and discussed. The quantitative retrievals of the wind field are based on examination of
both the SAR image backscatter characteristics and the spectral properties. Results are compared
and validated against coincident ship and buoy data, providing complementary and independent
observations of the oceanographic and meteorological conditions.

1. Introduction

Wind scatterometer observations over the ocean provide
direct estimates of the global wind vector field at a spatial
resolution of50 km with an accuracy of±2 mis in speed, ±20°
in direction and a directional ambiguity of 180° [Stoffel en and
Anderson, 1993]. However, for some applications, such as in
semi-enclosed seas, straits, coastal regions, estuaries. sea ice
polynyas, and along the marginal ice zones. this resolution ts
too coarse. For monitoring and forecasting in these regions,
wind field estimates retrieved from high-resolution synthetic
aperture radar (SAR) images can therefore be very useful.

Quantitative estimates of the wind field from SAR images
have not been systematically examined until recently.
Chapron et al. [1995] have proposed a method for extracting
the wind speed from the spectral properties of a SAR image.
Vachon and Dobson [1996] have systematically applied the C
band model (CMOD4) [Stoffelen and Anderson 1993] to ERS
SAR data and compared with in situ measurements to provide
qualitative performance assessments. Vachon and Dobson
[1996] obtained an accuracy better than 1.5 mis (compared to
in situ measurements) if the wind direction was known and
corrections for the ERS-1 SAR analog to digital conversion
(ADC) saturation were applied. Scoon et al. [1996] have
compared wind speed obtained using CMOD4 on SAR
images from the English Channel to those from synoptic
weather maps and conclude that a proper ADC correction is
necessary to obtain reliable wind speed estimates.

In order to better quantify SAR imaging of upper ocean and
atmospheric boundary layer processes. an experiment, Coast

Copyright 1998 by the American Geophysical Union.
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Watch'95 [Johannessen et al., 1996], was carried out off the
southwest coast of Norway during September 1995 as a ERS-
1 and ERS-2 tandem announcement of opportunity project.
The tandem operation provided a unique SAR coverage of the
experiment area consisting of 148 SAR images (frames).
Along-track scanning radiometer (ATSR) and National
Oceanic and Atmospheric Administration (NOAA) advanced
very high resolution radiometer (AYHRR) data were also
obtained during the experiment. In situ meteorological and
oceanographic observations were provided from the research
vessel (RIV) Hdkon Mosby of the University of Bergen, and
an advanced metocean buoy from the Naval Postgraduate
School (NPS), Monterey. Digital transmission of near real­
time analysis of the SAR data to the vessel was continuously
used in the planning and execution of the field study.

The main study objective reported in this paper is to
optimize the wind retrieval from SAR by combinations of the
two methods suggested above. We emphasize that our
intention is not to improve the methods themselves. but to
examine their responses under different conditions and taking
advantage of combining the methods to derive the wind
direction. We also want to compare the different algorithms
against Coast Watch'95 in situ measurements and a
meteorological hindcast model.

Because of the spatial resolution of the hindcast data as
provided from the Norwegian Meteorological Institute, a
direct validation based on these data becomes difficult, but the
data are still used as an indication of the wind direction. The
model is run on a 75 km resolution and based on a large
number of in situ observations. Results are stored for off-line
use with an interval of 6 hours.

In our analysis we use the procedure outlined by
Korsbakken [1996] and Korsbakken and Johannessen
[1996]. and section 2 contains a brief review of the two
retrieval methods. Application of the methods to the Coast
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Watch '95 data is reported in section 3 including a systematic
comparison of the separate wind speed estimates from the
spectral and radar backscatter properties (CMOD4) of the
SAR images as well as a combination of the two methods.
Three different categories of wind regimes are used, and in
section 4 the results are discussed in accordance with the
characteristics of these different regimes.

In particular, we present a comparison of the wind speed
results, in areas where we do not have supporting ground
truth, motivated by the following.

I. We believe that there are basically two different
mechanisms responsible for the wind speed response in the
two methods, namely, the short centimeter-scale waves for
the CMOD4 and the longer wind-generated waves for the
azimuth cutoff method. This makes it interesting to compare
the two different algorithms under different conditions.

2. Consistency in the derived wind speed results is
important for the method to obtain the wind direction.

3. Comparisons to local in situ measurements are not
satisfactory to validate these algorithms to obtain a high
spatial resolution wind field for a larger area (of course,
limited by the SAR coverage).

4. Different responses in the methods may provide new
oceanic information.

5. We want to demonstrate local variability, especially in
coastal regions.

Finally, m section 5 the main results including the
feasibility of the methods are summanzed.

2. Wind Retrieval Algorithms

The two SAR wind retrieval algorithms are based on the
extraction of the wind field from different parts of the ocean
surface wave spectrum, in particular the medium wind-wave
regime and the small centimeter-scale regime. Figure 1 shows
a conceptual overview of the wind field estimation described
below.

2.1. SAR Wind Algorithm

The SAR wind algorithm (SWA; the notation is used for
the first time in this paper), proposed by Vachon et al. [1994]
and further examined by Chapron et al. [1995], is based on a
relation between the smearing effects [Hasselmann and
Shemdin 1982] in the SAR image and the wind field.
Smearing effects tend to increase the coherence (correlation)
length of the radar returns in the spatial image domain and to
influence the spectral properties of the SAR image.

The SWA is derived from a comparison of ERS SAR
wave-mode data and the ERS wind scatterometer data which
can be simultaneously acquired with the same satellite. In the
case of a fully developed sea (no fetch limitation), the
empirical SWA relation, based on an evaluation of 1200 SAR
wave-mode imagettes with a central incidence angle of 20.2°,
is given by Chapron et al. [1995] as

[
A. -30 \

U10 =4.75 c J
110

-Ims (1)

where U10 is the wind speed at 10 m above the surface and A,.
is the azimuth cutoff wavelength.

Expression (1) is also consistent with the expression
A."=23.4U10+A as given by Kerboal et al. [this issue], who

SAR Image:
Extraction of sub-image

lnput

Extract the normalized
radar cross section

Estimation of Auto
covariance function

(ACF)

Modeling of the noise free
ACF

Analogue to digital power
loss correction (ERS-1)

Estimation of the azimuth
cut off wavelength External

wind
direction

Linear wind model
(azimuth cut off)

CMOD4

Wind speed Wind speed

Windfield

Figure l. Conceptual overview of wind retrieval models. The
external wind direction may be obtained from windrows in the
SAR image as proposed in the text.

discuss the method and its capabilities in greater detail. In this
expression A represents a residual cutoff involving the
nominal SAR azimuth resolution. In case of the SAR
precision image (SAR.PRI) as used in this study, the nominal
azimuth resolution is about 30 m (A= 30 m).

Assuming a Gaussian shaped low-pass filter for the
azimuth cutoff, the cutoff wavelength can be estimated from
the autocovariance function (ACF) derived from an inverse
Fourier transform of the SAR image power spectrum (the
Wiener Khinchin theorem). The effect of strong azimuth
filtering effects due to the smearing and, finally, the azimuth
cutoff are clearly seen in the presentation of the case studies in
this paper. As proposed by Chapron et al. [1995], the ACF
can be regarded as a sum of the narrow peak due to the system
response of the broadband noise and a broadened "shoulder"
corresponding to the Gaussian-shaped filter (in the spectral
domain) defined as c(x)=exp(-7tX/A.,}2,where xis the lag in the
ACF. A Gaussian functionfix)=exp(-ax)2 is then fitted to the
ACF in the azimuth direction over the broadened "shoulder"
part of the function to determine a. In return, Ac is then
obtained from the relationfix)=c(x).

The spatial resolution of the SWA method is limited by the
needed full-resolution subimage to obtain statistical
confidence in the estimation of the SAR image power
spectrum.

2.2. The CMOD4 Model

The CMOD4 wind retrieval model [Stoffelen and
Anderson 1993] was developed for the ERS-1 C band
scatterometer, but it has also been shown to give good
estimates of wind speed when applied to ERS-1 SAR images
[e.g. Johannessen et al., 1995; Vachon et al., 1995; Vachon
and Dobson 1996; Wackerman et al., 1996]. The CMOD4
model provides <Jo values as a function of relative wind
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direction (<l>=O for a wind blowing toward the radar), wind
speed, and incidence angle, expressed as

<Jo = B0[1+B, cos(<P) + B2 cos(2¢ )]

The coefficients Bo, Bi, and B2 depend on the local
incidence angle of the radar beam and wind speed. The
accuracy in the model is ±20° in relative wind direction and
±2 m/s in wind speed when applied to scatterometer data.

The CMOD4 model is derived for a neutral stratification.
Jn order to compute the wind speed (U10) from the radar
backscatter accounting for the stratification (t.7) in the
atmospheric boundary layer (ABL) the CMOD4-derived wind
speed must be modified followmg the method suggested by
Wu [1993) or Smith [1988).

The saturation effect of the ADC in the satellite is
described by Meadows and Willis f 1995], Laur et al. [1993],
and Scoon et al. [1996]. 111e effect ts strongest in the near
range and increases with radar backscatter intensity (e.g. at
medium to high winds over the ocean surface) and leads to an
underestimation of cr0, which has to be compensated in order
to properly estimate the absolute value of the radar
backscatter. In tum, underestimation of cr0 leads to an
underestimation of the wind speed.

In this work the absolute calibrated cr0 from ERS SAR is
derived in accordance with a comprehensive calibration
scheme provided by European Space Agency (ESA) [Laur et
al., 1996] except for correction for variance in the replica
pulse power. The latter is shown to be negligible using the
CMOD4 algorithm for wind speed retrieval in SAR data
[Scoon et al., 1996].

In this paper we also emphasize that the wind direction can
be estimated from the CMOD4 model for different incidence
angles, provided the wind speed, derived from the SWA
method, can be associated with the corresponding measured
radar backscatter (cr0). In such cases we will show that four
solutions, i.e., two pairs, each with a 180° ambiguity can be
found, except in the cases when the direction is close to
upwind (the wind blowing toward the radar) or downwind. for
which only one pair is found. (Note that for the three beam
scatterometers on ERS-1 and ERS-2 the number of solutions
is reduced to a single pair with a 180° ambiguity.)

It has also been demonstrated [Johannessen et al., 1995]
that windrows manifested in the SAR images can be used to
indicate the near-surface wind direction during the SAR
integration time. In such cases, the number of wind direction
solution pairs is also reduced to one ( 180° ambiguity). In
some cases, e.g., off-ice and offshore winds the ambiguity can
be completely resolved. Estimating the wind direction has also
been proposed derived from the long-wave part (1000 m or
more) of the SAR image power spectrum [Vachon and
Dobson 1996; Wackerman et al., 1996]. This requires that
that the spectra are estimated from subimages large enough to
resolve the low-frequency part of the spectra and that the wind
streak pattern appear as a stationary wave field within the
subimage.

3. Coast Watch'95 Analysis
The analyzed SAR data is three-looks ground range data in

ERS PR! format, which is corrected for antenna elevation gain
and range spreading loss. The ground resolution in range

(2)

(normal to the satellite track) direction and azimuth is about
30 rn, and the pixel size is 12.5 m in each direction. All
satellite passes are descending tracks, and here the
northernmost SAR image is always referred to as the first.
Each SAR image (100 x 100 km) has been regularly divided
into 9 x 9 subimages covering about l0 x 10 km at the
ground.

The SWA wind speed and SAR image power spectrum
(SIPS) are estimated from each subimage following the
method suggested by Mona/do [1991l For the estimation of
the CMOD4 wind speed and direction, each subimage is
averaged to a pixel size of l00 x I00 m before the ERS-1 data
are corrected for the ADC power loss according to Laur et al.
r 1996). The CMOD4 wind speed IS then calculated and
compared to the SWA-derived wind speed assuming the in
situ wind direction from the RIV Hdkon Mosbv to be valid in
all subimages. The wind direction is also independently
estimated from the CMOD4 model function by a combination
of the SWA wind speed and the calibrated radar backscatter.
The ambiguity in wind direction is then resolved by
comparing the four results with the in situ measured wind
direction and also the windrows seen in the SAR image.

Three case studies from the Coast Watch '95 database are
presented, including case I, windrows under fetch-limited
conditions; case 2, wind front; and case 3, oceanic front (jet)
together with a local wind front.

A composite overview of these three cases including the
SAR image expressions together with the retrieved wind
vector maps is shown in Figures 2-5. They can be briefly
characterized as follows.

Case 1 includes the ERS-1 SAR images from September
16, 1995 (Figure 2, left), which show a very characteristic
pattern of windrows aligned in the wind direction of about
120°. There is also a gradual increase in the backscatter
toward the south. The corresponding wind vector map is
shown in Figure 2 (right). The wind speed in the vicinity of
the ship is about 13 m/s and reveals a clear northwest
gradient, as expected.

The SAR images from September 17, 1995 (Figure 3, left).
also show a pattern of windrows with an orientation of about
I I0° as well as higher backscatter in the southern parts. The
corresponding wind vector map (Figure 3, right) confirms
this. Overall, the wind speed has dropped by about 4-5 mis in
comparison to the previous image.

Case 2 includes the SAR images from September 23, 1995
(Figure 4, left), which show a characteristic local wind front
appearing as a bright-dark boundary. Windrows are also
present. The corresponding wind vector map shows a
northeasterly wind speed gradient and a wind direction of
260-300°.

Case 3 the final case study, is based on the SAR images
from September 27, 1995 (Figure 5, left), which shows a
westward flowing coastal jet bounded by two distinct, and in
some places parallel fronts. A local, 5-10 km wide wind
feature is also running diagonally, in the second image. The
corresponding wind vector map (Figure 5, right) shows a
wind speed of about 10m/s from the southwest at about 215°.

A more detailed analysis of the three cases is presented
systematically below. Since many of the SAR images express
distinct areas associated with the different surface conditions,
they are divided into subareas to ensure near-homogeneous
backscatter within the analyzed subimages. A selection of the
SIPS as obtained within the different regions of the image is
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Figure 2. Case 1: SAR images from Septemberl6 (left) and corresponding wind vector map derived from
inverting the CMOD4 model function using the SWAwind speed and the calibrated bakscatter (right). Isobars and
corresponding surface wind vectors from diagnostics are superimposed. The position of the RIVHdkon Mosby and
the "rnetocean" buoy at the satellite overpass is indicated. The observed discontinuity in wind direction between
the northernmost and the center image is due to the processing of the SAR images as discussed in the text.

also plotted to demonstrate the effects of variability in the
wind speed from one subarea to another for case 2 and 3. The
SIPS do not provide direct quantitative information about the
real sea state. bu they are still valid m assessmg the SWA
performance, since the wind information ts directly derived
from the azimuth response in the spectra. Moreover, if we
assume a linear ocean to SAR mapping of the ocean waves,
the SIPS will still contain valuable information of the main
wave modes and their propagation direction.

3.1. Case 1: Windrows (Fetch)
Four distinct subareas are identified in the composite of the

three SAR images from September 16 as illustrated in Figure
6 (left). They include nearly homogeneous backscatter with no
structure (area 1), low frequent streaks (area 2), homogeneous
(periodic) wind streaks (area 3), and windrows with dark
patches in between (area 4). Superimposed on the figure is the
ship track.

In comparing the SWA and CMOD4 derived wind speed,
about 80% of a total of 238 subimages have a wind speed
difference less than 2 mis using the in situ measured wind
direction to present all subimages in the CMOD4 model. In
the scatter plots in Figure 7 the wind speed ranges from 3 to
15 mis. The correlation is good for areas 1 and 2, and the

SWA wind speed retrievals tend to be higher than the
CMOD4 wind speed for area 3, although some impression of
saturation is seen in CMOD4 at winds around 9 mis. For the
low number of subimages in area 4, the correlation seems to
be relatively good. Deviations in the obtained wind speeds
will be further discussed in terms of surface conditions and
spatial variability in section 4.

The second and third SAR image were originally processed
using a nominal chirp function in the processing of the SAR
image (information provided by ESA). Compared to standard
processing, where the chirp function is extracted from the
received raw SAR data, this leads to a reduction in the
average a0 value. To compensate for this, ESA provided a
correction constant of 4.1 dB to be added. This correction may
not preserve the full dynamical range of backscatter and may
cause the saturation-like effect in area 3. Similarly, a
discontinuity in the derived wind direction is seen in Figure 2;
on the other hand, this is not supposed to impact on the SWA
wind speed. Nonetheless, the wind direction retrieved from
the combination of SWA and CMOD4, as shown in Figure 2,
is in good agreement with the observed windrows in the SAR
images as well as the in situ measurements.

Table I summarizes the observations in areas 1 to 4, listing
the main properties of the subareas and the corresponding
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Figure 3. Case 1: SAR images from September 17 (left) and corresponding wind vector map derived from
inverting the CMOD4 model function using the SWA wind speed and the calibrated backscatter (right). Isobars
and corresponding surface wind vectors from diagnostics are superimposed. The positions of the RIV Hakon
Mosby and the "metocean" buoy at the satellite overpass arc indicated.

Figure 4. Case 2: SAR images from September 23 (left) and corresponding wind vector map derived from
inverting the CMOD4 model function using the SWAwind speed and the calibrated bakscatter (right). Isobars and
corresponding surface wind vectors from diagnostics are superimposed. The positions of the RIV Hakon Mosby at
the satellite overpass is indicated. Boxed area indicated in the SAR image is a subimage used in Figure 12.
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Figure 5. Case 3: SAR images from September 27 (left) and corresponding wind vector map derived from
inverting the CMOD4 model function using the SWA wind speed and the calibrated backscatter (right). Isobars
and corresponding surface wind vectors from diagnostics are superimposed. The position of RIV Hakon Mosby at
satellite overpass is indicated.

Dark patches
Figure 6. Identification of subareas of the SAR images on
September 16, 1995 (left) together with the ship track prior to
and during satellite overpass. Shaded area marks the presence of
windrows and the lines roughly indicate the orientation but not
the spacing of the windrows. The ship and buoy were in the
same position at satellite overpass as marked by S.O.

SAR image power spectra as extracted from the subareas, and
finally, the difference in the derived SWA and CMOD4 wind
speeds and wind directions from the combination of SWA and
CMOD4 provided collocated with wind direction from the
hindcast model and in situ observation if available. Because of
the spatial resolution of the hindcast model of 75 km the
number of collocated data sets become limited.
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Figure 7. CMOD4 wind speed versus SWAwind speed derived
from the SAR images on September 16, 1995. The interval of±2
mis is indicated.
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Table I. Summary of Analyses of September 16SAR Images

Wind Direction

Area Location (SAR Features Observed Waves Obtained From SWA-CMOD4 Wind SWA Hindcast In Situ
Images 1,2, and 3, in the Different SIPS Speed Comparison Combined

From Top to Bottom Areas (Magnitude of WithCMOD4
in Figures 2 and 6) Difference in the

Area)

Area I, westernmost Nearly Mode of about 300 m CMOD4>SWA g40 114°
part of the first homogeneous, propagating 45c to (7-3m/s)
image no presence of range direction

streaks

Area 2, main part of Streaks which are Mode about 500 m CMOD4-SWA 105° 152°
the first image more low propagating about 20° (I - 2m/s)

frequent than the to range direction
characteristic
windrows

Area 3, the second Characteristic A strong mode of about CMOD4<SWA 125° 124° 130c
and third image homogeneous I00 m in near range (0- 2 mis)

windrows direction and a long 136° 114°
mode (>300 m) in near
azimuth direction

Area 4, lower south- Characteristic A strong mode of about CMOD4>SWA 96° 123°
east parts of the windrows and I00 m near 45° to range (2 - 4 mis)
third image some dark spots direction and a long

mode (>300 m) in near
azimuth direction
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In order to validate the wind field estimates further, these
results are compared to meteorological records (obtained by
the RIV Hdkon Mosby along the ship track) prior to and at the
satellite the overpass (see Table 5). The wind speed shows
fluctuations between I0 and 13 mis before the satellite
overpass, while the wind direction was stable at 120° prior to
the satellite overpass. Very good agreement between the wind
direction along the ship track and the observed windrows in
the SAR image is found, suggesting that the use of the in situ
direction in all CMOD4 estimates is valid. The air-sea
temperature difference shows only a weak unstable (D.T=-1°C)
atmospheric boundary layer stratification at the satellite
overpass, allowing us to neglect this in the CMOD4-SW A
comparison.

Another SAR image with clear expressions of windrows is
obtained for exactly the same area 1 day later on September 17
(Figure 3). Three distinct areas are identified in this SAR
image, as shown in Figure 8 (left). Again, the northernmost
area, west of the coast, lacks expression features, while in the
southern areas are windrows with a west-northwestward
orientation of 110°.

Wind retrievals from a total of 238 subimages were
compared for the September 17 images. The CMOD4 - SWA
wind speed difference was less than 2 mis for about 90% of
the subimages. The scatter plot in Figure 9 reveals good
agreement between the SWA and the CMOD4 derived wind
speeds in the range of 3 to 15 mis for all three images. In
contrast to the previous results, no evidence of saturation is
found for the high CMOD4 winds in this case. The outliers in
area 1 (represented in Figure 9 as squares) arise from a very
dark patch (low a0) close to the coastline where the SWA
wind retrieval method fails because of fetch-limited seas with

N
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- '-Areal

04.00UT~

SO:I0.30UT~/

12.0
UTC

~ Dark patches

Figure 8. Identification of subareas of the SAR images on
September 17, 1995 (left) together with the ship track prior to
and during satellite overpass. Shaded marks presence of
windrows and the lines roughly indicate the orientation but not
the spacing of the windrows. The ship position at satellite
overpass is marked by S.O.
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Figure 9. CMOD4 wind speed versus SWA wind speed,
derived from the SAR images on September 17, 1995. The
interval of ±2 mis is indicated. The subimages containing land
are rejected. Squares are used for the northernmost SAR image,
triangles for the center image, and diamonds for the
southernmost SAR image.

subsequent lack of fully developed waves and corresponding
wave modulation. In such regions, no particular azimuth
cutoff is present, and the azimuthal resolution is only
dependent on the response function of the system (speckle
noise response), and the SWA method produces high wind
speed values . Therefore no wind vectors could be produced in

Table 2. Summary of Analyses of September 17 SAR Images

this area (see Figure 3), since there were no intersecting points
between observed a0 and modeled a0 based on the SWA wind
speeds.

There is generally very good agreement between the wind
vector map and the isobars superimposed on the map (Figure
3) both in regard to direction and to changes in magnitude
from north to south.

Table 2 summarizes the observations for the three areas
including a listing of the main properties of the subareas and
the corresponding SAR image power spectra as extracted from
the sub-areas and, finally, the response in the derived wind
speeds and wind directions.

Although the range of winds in the September 16 to 17
SAR images is about the same, there is a gradual decrease in
wind speed at the buoy and ship locations. This explains why
the wave field is undergoing moderate changes.

The meteorological records from the RIV Hdkon Mosby in
the time period before, during, and after the satellite overpass,
show that the wind speed is gradually decaying in the area
before the satellite overpass reaching about 7 mis as
mentioned above, while the wind direction was relatively
stable at I00° prior to and at satellite overpass. The air-sea
temperature difference is weak and slowly changing to
neutral. A southward increase in the wind speed of about 4
mis over the distance from the ship (6-7 mis) to the buoy (I 0-
11 mis) is also encountered, in agreement with the SAR­
derived wind vector map (Figure 3).

3.2. Case 2: Wind Front

The SAR images from September 23 display the existence
of a clear wind front (Figures 4 and I0). The images have
moreover been arranged mto three areas (Figure 10, center), in
which area I is in the near-shore zone, area 2 is immediately
north of the wind front, and area 3 is out of the front. Weak

Area Location (SAR
Images 1,2, and 3,

From Top to Bottom
in Figures 3 and 8)

Waves Obtained From
SIPS

Features Observed
in the Different

Areas

Wind Direction

SWA-CMOD4Wind
Speed Comparison
(Magnitude of
Difference in the

Area)

SWA Hindcast
Combined

WithCMOD4

In Situ

Area 1 (Image 1) Dark patches Weak range traveling
mode at about 100 m

124°CMOD4>SWA
(0 to 1mis)

98°

108° 147°

Area 2 (Image 2) Windrows Strong short mode of about SWA>CMOD4 101° 124° 100°
100m 20° to range and (0 to 1mis)
a near azimuth
traveling mode at about
500m

Area 3 (Image 3) Windrows and some Short mode of about 100m SWA>CMOD4 100° 107°
dark patches in 20° to range and a near (0 to 1mis)
low left comer azimuth traveling mode 87° 960

at about 500 m

140 ° 101°
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Figure 10. Identification of subareas of the SAR images on September 23, 1995 (center) together with the ship
track prior to and during satellite overpass. Shaded area marks the presence of windrows, and the lines roughly
indicate the orientation but not the spacing of the windrows. The ship position at satellite overpass is marked S.O.
A selection of SAR image power spectra in the different areas (left). The concentric circles indicate wavelengths
of I000 m (inner ring), 300. 150, and 75 m, RA is range direction, AZ is azimuth direction, and N is north.

evidence of windrows is found in areas 2 and 3.
Superimposed on the figure is the ship track, while the
locations and extracts of the SAR image power spectra are
shown to the left.

The wind front curves through the image with a width or
transition zone of about 15 to 20 km. The largest gradient in
cr0 appears to be oriented approximately perpendicular to the
wind direction (darkest area in the front as illustrated in
Figure 10), while the cr0 gradient becomes weaker as the
frontal orientation becomes more closely aligned with the
wind direction. A pattern of northeast oriented windrows is
seen in the upper left part of the second image between the
front and the coastline. Some windrows are also manifested to
the south of the front. The in situ wind direction indicates that
the fetch distance should be more than 200 km in the second
image, and fetch-limited seas are expected in the northwest
sector, in area I, of the first image.

A total of 116 subimages were examined, of which 60%
have a SWA-CMOD4 wind speed difference of Jess than 2
m/s in the range from 3 to 15 mis as shown in Figure 11. The
SWA wind speed tends to be somewhat Jess than the CMOD4
wind speed in area 1. In area 2 the majority of the estimates
are still within ±2 mis, but we also observe that some of the
CMOD4 wind speed estimates exceed the SWA wind by
more than 2 mis. However, in area 3 the agreement is
generally poor, with the SWA wind speed generally larger
(more than 2 mis) than the CMOD4 wind speed. Possible
reasons for the lack of agreement in this area may be due to
incoming swell as derived from the SIPS analysis (Figure 10),
which in tum. increases the SWA wind speed.

The change in the CMOD4 wind speed across the front
from area 2 to 3 is about 2-3 mis, as indicated in the contour

plot (Figure 12) of the derived CMOD4 wind speed obtained
using the in situ northeasterly wind direction of 220°.

The wind field derived from inverting the CMOD4 model
function combined with the SWA wind speed and the
calibrated cr0 is shown in Figure 4, together with the hindcast
isobaric map and wind vectors from the hindcast model 90
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Figure 11. CMOD4 wind speed versus SWA wind speed
derived from the SAR images on September 23, 1995, and
classified according to the three areas. The interval of ±2 mis is
indicated.
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km (in range firecrion)

Figure 12. Contour plot of the CMOD4 wind. The structure
reflects the change in wind speed across the front seen in the
image. Also the local increase in wind close to the coast is
clearly seen in the upper left part of the plot. The subimage
frame is shown in Figure 4.

min after the satellite overpass. In area 2 a patch of windrows
aligned with the in situ wind direction stretching along the
coast and eastward in the top of the second image has no wind
vectors which can be associated with diverging SWA and
CMOD4 wind speeds. The presence of these windrows
suggests that there may be a local increase in the wind speed
in this area. This is also reflected in the CMOD4-derived
wind speed (in area 2), which is about 2 mis higher than the
CMOD4 wind speed in the surrounding areas, whereas the
SWA wind speed does not respond similarly. The increased
CMOD4 wind speed is also seen in Figure 12 as a peak in the
upper left part of the plot.

Table 3. Summary of Analyses of September 23 SAR Images

During the satellite overpass, the ship position was about
75 km northeast of the wind front. Prior to the overpass, the
winds varied from 8 to 15 mis, and at overpass the wind speed
in the area of the R/V Hdkon Mosby was about 12 mis, while
the wind direction remained constant around 250° during the
observation time.

Unstable stratification of about 2°C slowly changing
toward neutral is encountered along the ship track during the
observation interval. This may help to explain why CMOD4
seems to overestimate the wind speed in area 3 (Figure 11).

Table 3 summarizes the observations for the three areas
analyzed in case 2 including a brief characterization of areas,
features, SIPS results and the derived SWA versus CMOD4
wind speed differences, as well as comparison of the wind
direction retrievals.

3.3. Case 3: SST Oceanographic Front and Wind Front

As shown in the beginning of this section, the SAR images
from September 27, 1995 (Figure 5, left) express a westward
flowing coastal jet bounded by two distinct, and in some
places parallel fronts as well as a narrow-banded diagonal
wind feature with some backscatter patches possibly
originating from rain showers and downdraft. In Figure 13 the
SAR is shown to be classified into five distinct zones covering
the vicinity of as well as inside these frontal features.
Superimposed on the figure is the ship track and the locations
and extracts of four SAR image power spectra.

A total of 144 subimages were analyzed for the September
27 image (Figures 5 and 13), of which only 8% have a wind
speed difference of less than 2 mis in the range from 3 to 15
m/s. Figure 14 shows that the SWA wind speed is up to 10
m/s higher than the CMOD4, in particular, for areas 2 and 3.
A shift of about 1.5 m/s to 2 mis in the CMOD4 wind speed
is observed across the jet and across the wind front between
areas 4 and 5, as seen in the left plot in the Figure 14. In
contrast to CMOD4 wind speeds, there is a large spread in the

Area Location (SAR
Images 1,2, and 3,
From Top to Bottom
in Figures 4 and I0)

Features Observed
in the Different

Areas

Waves Obtained From
SIPS

SWA-CMOD4Wind
Speed Comparison
(Magnitude of
Difference in the

Area)

Wind Direction

SWA Hindcast
Combined

WithCMOD4

In Situ

Area I, all open ocean Some undefined Near azimuth propagating SWA<CMOD4
sub-images in brighter areas mode (about 250 m) (0 to l mis)
image I

Area 2, north-east of Some windrows Short mode of75 min near SWA<CMOD4
front (near the coast) range direction and a (0-4 mis)

that disappear in weak strong mode of
the area bounded 200 m about 45° to closer to front:
by the front range direction SWA>CMOD

(I - 2 mis)

Area 3, south of front Windrows Short mode of75 min near SWA>CMOD4
range direction and a (2 -6 mis)
strong mode of 200 m
about 45° to range
direction

260° 250°

305° 262° 260°

277° 266°

265° 261°
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DBrightarea

Figure 13. Identification of subareas of the SAR images on September 27, 1995 (center) together with the ship
track prior to and during satellite overpass. The gray area marks the presence of windrows, and the lines roughly
indicate the orientation but not the spacing of the windrows. The ship position at satellite overpass marked S.O. A
selection of SAR image power spectra in the different areas is shown at left and right. The concentric circles
indicate wavelengths of I000 m (inner ring), 300, 150, and 75 m, RA is range direction, AZ is azimuth direction,
and N is north.

SWA-derived wind speed for the areas. However, no evidence
of wind shifts is found across the fronts.

From the SIPS analysis, a strong peak in the energy occurs
between 150 and 300 m wavelength, 30° to 50° to the range
axis. This peak in the SIPS is most likely caused by a

5 10
CM004 wind spccc (rn/s)

corresponding peak in the real ocean wave spectrum,
suggesting the presence of incoming swell. As proposed
previously, the swell seems to strongly affect the wind field
results, in particular, the SWA wind speed and the directional
estimates.
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Figure 14. CMOD4 wind speed versus SWA wind speed derived from the SAR images on September 23, 1995.
The interval of ±2 mis is indicated.
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Table 4. Summary of Analyses of September 27 SAR Images

Wind Direction

Area Location (SAR Features Observed Waves Obtained From SWA-CMOD4Wind SWA Hindcast In Situ
Images 1,2, and 3, in the Different SIPS Speed Comparison Combined

From Top to Bottom Areas (Magnitude of WithCMOD4
in Figures 2 and 6) Difference in the

Area)

Area I, west of the jet Uniform area some 200 m mode traveling SWA>CMOD4 220°
feature in the first dark patches about 30° relative to (4to 7 mis)
image range direction

Area 2,inside the jet Bright patches 150 to 200 m mode SWA>CMOD4 260°
feature in the first traveling about 15°to (3 to 11mis)
image 30° relative to range

direction

Area 3, south-east of Uniform area about 150m mode SWA>CMOD4 205°
diagonal in the traveling about J 5° (4 to 12mis)
first image relative to range

direction

Area 4, north-east of Uniform area 150 to 200° traveling about SWA>CMOD4 220°
diagonal in the 15° to 30° relative to (4 to 8 m/s)
second image range direction

Area 5, south-west of Some bright spots Strong 200 m mode SWA>CMOD4 206° 219°
diagonal in the (rain cells) traveling 45° relative to (4 to 8 m/s)
second image range axis

Because of the large deviation in the SWA and CMOD4
wind speed, the retrievals of wind directions and in tum, wind
vectors were possible only from area 5.

Table 4 summarizes the observations for the five areas
analyzed in case 3 including a brief characterization of areas,
features, SIPS results and the derived SWA versus CMOD4
wind speed differences, as well as comparisons of the wind
direction retrievals. In comparison to the previous results, in
particular from case 1, the results are poor. The SWA is
consistently larger than CMOD4 by at least 4 m/s and
completely without any correlation for the conditions
encountered in case 3.

The boundary layer conditions prior to and during SAR
acquisition observed from the RJV Hdkon Mosby reveal a
complicated and variable pattern in both time and space.
During the ERS- I overpass, the ship is located at the edge of
the SST front. The measured wind speed varies from 3 to I0
m/s and is about 9 m/s at the time of satellite overpass. There
is also a rapid variation in wind direction from 150° to 300°
with a direction of approximately 220° at the satellite
overpass. The observed air-sea temperature difference of about
- l .5°C gave unstable ABL stratification west of the jet, while
the air-sea temperature difference appears to be small (neutral
ABL stratification) inside the jet. Under moderate wind speed,
these gentle changes in stratification can cause a shift in the
surface roughness, which is expressed by the SAR.

4. Discussion of Results
Table 5 provides the available in situ measurements as

taken from the R/V Hdkon Mosby and the buoy (for case 1)
and corresponding SAR measurements taken from a SAR 10

x 10 km2 subimage centered at the position of the RIV Hdkon
Mosby using the geographical comer and center coordinates
provided with the SAR image and global positioning system
(GPS) records from the ship. The database has also been
enlarged, exceeding the number of SAR images in the case
studies to include 10 SAR images where corresponding in situ
measurements were available. In evaluating the result of this
comparison, it should be noted that the two SAR wind speed
retrieval methods are based on spatial averaging 1O x I0 km",
while the in situ measurements represent 15 min temporal
averages prior to SAR acquisition (corresponding to a 9 km
travel distance at a speed of 10 m/s). In all cases, it is seen
that the estimated wind speeds from the SWA and CMOD4
agree to within 2 m/s except on September 27. On the other
hand, all cases show that the SAR-derived wind speeds are
generally lower than the directly measured wind speed.

Table 6 summarizes the obtained wind direction as given in
Tables 1-4 compared to the sparse number of in situ
measurements and the available hindcast wind directions
within the SAR frames. Table 6 reveals good agreement
between the estimated wind directions and the in situ and
modeled results. A deviance ofless than 30° is obtained.

On September 16, when the ship was in the same position
as the buoy at the satellite overpass, the wind speeds obtained
from the SAR images (case 1) are 4 to 5 m/s lower than the in
situ buoy- and ship-measured winds. Almost the same results
are obtained when the SAR-derived and ship-measured wind
speeds are compared on September 17. In contrast, the SAR­
derived wind speeds from the area close to the buoy are in
very good agreement with the in situ measurements. The SAR
images for these 2 days had in common clear expressions of
large areas of homogeneous windrows.
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Table 5. Wind Speeds Obtained From SAR Images and In Situ Measurements From the RIVHakon
Moshx (H.M.) and the "Metoccan" Buol'.

Estimated Wind Speed Deviations (Absolute Value) mis
From SAR Image m/s

---
Location of In Date in SWA CMOD4 In Situ SWA- In Situ- In Situ -

Situ Measurement 1995 Wind CMOD4 SWA CMOD4
Speed at
Overpass
(±2m/s)

H.M Sept. 16 8 8 13 0 5 5

Buoy Sept. 16 8 8 12 0 4 4

H.M. Sept. 17 4 3 5 1 I 2

Buoy Sept. 17 9 10 10 1 I 0

H.M. Sept. 23 5 6 12 I 7 6

H.M. Sept. 22 6 8 12 2 6 4

H.M. Sept. 14 5 4 6 I I 2

H.M. Sept. 26 9 7 14 2 5 7

H. M., (ERS-1) Sept. 27 9 5 6 4 3

H. M., (ERS-2) Sept. 27 10 4 10 6 0 6

Deviation (Mean) 1.8 3.3 3.7

In case 2 on September 23, the deviations in the SWA and
CMOD4 retrievals and the in situ measured wind speed have
increased to 6-7 rn/s, while the SWA wind speed compares
well with the in situ ship measurement in case 3 on September
27. In this latter case the CMOD4 wind speed is far too low.
Overall, the magnitude of the in situ measured wind speed in
the region remains from I0 to 13 mis (except for September
17) for these three cases and cannot therefore explain the wide
span that results from comparison with the SAR-derived
winds. On the other hand, the SAR images from the two days
m cases 2 and 3 have in common an increase m spatial
variability in backscatter at the expense of clear expressions of
homogeneous windrow areas. The effect of this on the wmd
and wave field retrievals from the SAR images may cause the
larger discrepancies.

On average, Table 5 shows that the mean deviation of the
two SAR wind speed retrieval methods is less than 1.8 mis,
and grows to 3.3 mis and 3.7 mis for the in situ SWA and the
in situ CMOD4 wind speeds, respectively. Regarding the
wind direction retrievals, on the other hand, there is a good
overall agreement, except for the case 3 on September 27 and
the additional SAR scene from the same date. Again, we
emphasize that this is locally in the position of the in situ
measurements and does not reveal the spatial variability.

Although the two SAR retrieval methods agree quite well,
as demonstrated in the previous section and summarized in
Table 5, several possible effects and error sources in the

CMOD4 and SWA wind field retrievals may explain the wide
range of results when locally compared to in situ
measurements as suggested in Table 7. This may also explain
some of the spatial variability we obtain in comparing the
SWA and the CMOD4 results in cases 1 to 3. In the
following, some of these are considered in more detail,
without reflecting on possible uncertainties and errors from
the in situ measurements.

As mentioned above, fetch-limited seas can lead to
underestimation of the local SWA wind retrievals since the
sea state has not reached equilibrium with the local wind
speed [Kerbaol et al., 1996; Korsbakken and Johannessen,
1996). This effect can be compensated for, provided the wind
direction and fetch distance can be determined. This effect
may explain the deviation between the SWA and in situ
measurements for case 1, September 16 and 17 SAR images,
where we expect fetch-limited seas at least in the northern
parts of the images. The fetch dependency is theoretically
estimated by Kerhoal [this issue] for fetch of 50, 100, and 200
km. The azimuth cutoff wavelength decays as a function of the
wind speed at different fetch compared to a fully developed
sea. The corresponding underestimation of wind speed in
SWA becomes significant at 10 mis wind speed ifthe seas are
not fully developed. An approximate correction for our results
in case 1 is estimated if the fetch is assumed to have the
following characteristics: ( 1) 50 to 100 km in the position of
in situ measurements (Figure 2 and Table 5) on September 16,
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Table 6. Wind Directions Obtained From SAR Images and In Situ Measurements From the RIV
Hdkon Mosby (H.M.), "Metocean" Buoy and Hindcast Data

Deviations (Absolute Value) Wind
From SAR

Date in Estimated Wind In Situ Wind Speed Nearest In Situ Hindcast
1995 Direction From Direction at Available

SAR Image. Overpass H. M. or Hindcast
Buoy Data

Sept. 16 84 114 30

105 152 47

125 124

136 130 114 6 22

96 123 27

Sept. 17 98 124 26

108 147 39

101 100 124 24 23

100 107 7

87 96 9

140 101 39

Sept. 23 260 250 IO

305 262 43

277 260 266 6 II

Sept. 27 206 219 13

Deviation (Mean) 12 23

All numbersexceptdates in degrees.

and the correction in wind speed 1 to 3 mis; (2) 50 km in the
ship position (Figure 3) on September 17, yielding a
correction of 1 mis; and (3) 100 km in the buoy position
(Figure 3) on September 17, yielding a correction of 1 mis.
Adding these corrections to the SWA wind speed will reduce
the difference between the SWA wind speeds and in situ
measurements.

In contrast, incoming swell generated by surface winds
outside the region will, of course, introduce a surface wave
field that is not, again, directly in equilibrium with the local
wind field. Hence. the SWA method might overestimate the
local wind speed because of increased smearing.

The CMOD4 wind speed estimates appear not to be
affected by fetch-limited seas. Instead, this method is affected
by surface boundary layer conditions such as the stratification
and presence of surface films. While the former effect can be
corrected for via a boundary layer model for stable (intensify
wind speed at 10 m) or unstable (reduce wind speed at 10 m)
stratification [e.g. Wu 1993), the effect of the latter will always
dampen the surface roughness and hence reduce the wind
speed. Assuming the weakly unstable (-1.0 to -2.0°C)

boundary layer stratification reported from the ship to be valid
across the entire images, the CMOD4 wind speed at 10 m
above the surface will be reduced. At the same time an
increased presence of film due to accumulation of breaking air
bubbles returning to the surface after the wind maximum
passed early on September 16 will further magnify this
reduction. Quantifying here is difficult because the attenuation
of'o, depends on the unknown thickness of the surface films.

An uncertainty factor in applying the CMOD4 model to
SAR data is local variations in the surface wind direction and,
in tum, our assumption of a local in situ measurement to be
valid in all subimages in the imaged area. The only confidence
in this assumption applies to case 1, where windrows confirm
the homogeneity of the wind direction. The variability in wind
speed due to variations in the wind direction is illustrated in
Figure 15 for examples of 5 mis and 15 mis CMOD4 wind
speed. Deviance in CMOD4 wind speed due to error in the
wind direction used, as taken from in situ measurements or
windrows in SAR images, is plotted for variations around 0°,
45°, and 90° wind direction (relative to the satellite look
direction). Because of the wind-directional asymmetry in the
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Date in 1995 Observed Problem

Table 7. Overview of Observed Problems and Possible Explanations for the Case Studies

Possible Explanation(s)

16 September SWA wind speeds
lower than in situ
measurements

CMOD4 wind speed
lower than in situ
measurements

17 September SWA wind speeds
lower than in situ
measurements

CMOD4 wind speeds
lower than in situ
measurements

23 September SWA wind speed
generally higher
than CMOD4 wind
speed

27 September SWA wind speed
generally higher
than CMOD4 wind
speed

CMOD4 wind speed
less than in situ
wind speed

Fetch limited seas

Local variations in wind direction; surface films

Fetch limited seas

Variations in wind direction

Incoming swell (increase in SWA); all effects reducing
CMOD4 wind speed

Incoming swell

Stratification; variations in wind direction
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Figure 16. Plots of the cro and corresponding CMOD4 wind speed measurement as a function of subimage size.
Plots I and 2 are taken from the same position as the in situ measurements from the RIV Hdkon Mosby in case I
on September 16 and I7. Plots 3 and 4 corresponds to in-situ measurements in case 2 and 3 on September 23 and
27. respectively.

CMOD4 model, the largest errors occur, if the used wind
direction has positive deviations from a real wind direction of
45°. Figure 15 also shows that the error estimate does not vary
in the range of ERS SAR incidence angles of about 19° to
26°. For the relatively high wind speeds observed in most of
the cases in this study, the wind direction used to derive the

CMOD4 wind speed becomes a significant error source and
may cause errors up to 5 mis in the derived wind speed.

In comparing the CMOD4 and in situ measurements, we
do not obtain as good quantitative agreement as Vachon and
Dobson [1996] in their comparison to in situ measurements.
The discrepancy between our CMOD4 results and the results
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obtained by Vachon and Dobson [1996] seems to be difficult
to explain and has to be further investigated. In this work the
spatial resolution of the CMOD4 estimates was primarily
chosen to be the same as the spatial resolution for the SWA
method, which in tum, may explain the better agreement when
comparing SWA and CMOD4 wind speed retrievals than
when comparing CMOD4 and local in situ measurement.
Vachon and Dobson [1996] used a subimage size of 4x4 km.
However, choosing this same size of the subimage did not
significantly improve the agreement with in situ
measurements in our case, as illustrated in Figure 16, which
shows the variability in cr0 and the corresponding CMOD4
wind speed as a function of increasing the subimage from
1OOx100m to IOx10 km. The enlargement of the subimages
is done symmetrically around the location of the in situ
measurements from the RIV Hdkon Mosby. In general, the
plots in Figure 16 show small vanations in cr0as a function of
the subimage size and the corresponding CMOD4 winds do
not change significantly in any of the cases.

Moreover, the CMOD4 is capable of quantifying the
change in wind speed and direction across wind fronts. The
radar backscatter will have a maximum change, if for a given
wind speed change the wind direction at the same time
changes from the near range in the high wind zone to the near
azimuth on the low wind side of the front [Johannessen et al.,
1991].

In summary, the performances of the two SAR wind
retrieval methods are best for case 1 on September 16 and 17.
Images for these days are similar with respect to the
meteorological situation, the windrows in the SAR images
and the SIPS. Gradual spatial variations in both the SWA and
CMOD4 wind speeds over several subimages (considered as
independent samples) therefore give confidence in the wind
speed estimates, assuming that the wind and wave field
undergoes small changes at a scale similar to the subimage.

5. Summary
In this paper we have shown that the radar backscatter and

spectral signatures of the ocean surface obtained from ERS-1
and 2 SAR images can provide valuable and quantitative
information on near-surface wind speed and wind direction.
Ten ERS SAR images, from September 16,17, 23, and 27,
1995 have been examined by studying their cr11 and spectral
properties in 736 subimages. Two different wind retrieval
models, SWA and CMOD4, have been applied to the data.
We have found by comparing the SWA and CMOD4 wind
speed retrievals that 65% of the sub images gives a wind
speed difference less than 2 mis, but the comparison also
reveals relatively large spatial variations in the agreement due
to different scattering clusters. In general, we also obtain an
underestimation of the wind speed from SAR in comparison
with the available in situ observations. The obtained wind
directions are also in good agreement with the hindcast results
and in situ measurements and are consistent with the good
agreement in wind speed. However, we also observe diverging
results in specific areas.

It is demonstrated that the surface conditions impact on the
performances of the different wind field retrieval methods and
their corresponding results. The presence of homogeneous
windrows is clearly favored. For fetch-limited seas and in
vicinity of wind fronts, on the other hand, the SWA method
underestimates the wind speed. For fetch-limited seas the
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waves are not in equilibrium with the near-surface wind
speed. Hence the distribution of the velocity field of surface
scatters, as introduced by the orbital velocity of the waves,
will be narrower than for fully developed seas, leading to
underestimation. Moreover, the relatively large relaxation rate
for the longer wind waves (also the medium wavelengths
suppressed by the general resolution of the SAR) allows these
waves to propagate across a wind front. Hence they will
maintain their original equilibrium state over some distance
away from the front. In tum, the wind front will not be
resolved properly by the SWA method. For the same reason,
the presence of swell may cause an increase in the derived
wind speed. In contrast, the CMOD4 method is not limited by
these conditions.

While absolute image calibration is necessary for the
CMOD4 method, it is not required for the SWA method, since
the former method uses radar backscatter values while the
latter uses spectral characteristics. However, as mentioned in
the analysis of the September 17 image, the SWA method is
limited to SAR images containing clear wave modulation
from which the azimuth cutoff can be derived. In the case of
very low wind conditions (lower than approximately 3 mis) or
in the presence of slicks, the SWA method will therefore
break down, but these conditions will also affect the CMOD4,
since the threshold wind speed for C band waves is around 3
mis [Johannessen et al., 1996].

Further investigation of these methods is necessary in order
to fully understand their limitations and strengths, particularly
in regard to the surface conditions and synoptic weather
situation. However, as reported in this and other papers on
wind retrievals from SAR (included in this special section),
the possibility looks promising in regard to the continuation of
regular spacebome SAR observations.
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Katabatic wind fields in coastal areas studied by ERS-1
synthetic aperture radar imagery and numerical
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Abstract. Synthetic aperture radar (SAR) images acquired over Mediterranean
coastal waters from the first European Remote Sensing Satellite (ERS-1) showing
sea surface manifestations of katabatic wind fields are presented. In particular, sea
surface roughness patterns generated by katabatic winds blowing from 1800 m high
mountains through a broad valley at the western coast of Calabria (southern Italy)
into the Gulf of Gioia is investigated. The ERS-1 SAR images show that their areal
extent and shape vary strongly, depending on the meteorological conditions. The
roughness pattern sometimes has the form of a mushroom, an elongated tongue,
a broad blob. or a narrow truncated band. For one event (September 8, 1992) we
have simulated the wind field at the sea surface by using a nonhydrostatic mesoscale
atmospheric model and then compared it with the wind field derived from the
ERS-1 SAR image by using the C band wind scatterometer model CMOD4. The
comparison shows that the atmospheric model reproduces quite well the rnushroom­
like form of the wind field pattern, while the wind speed is obtained somewhat
lower than the one inferred from the SAR image. This study demonstrates that
SAR images acquired over coastal waters are well suited to study local wind fields
in coastal areas and to test numerical models that describe local wind fields which
extend from the coast onto the sea.

1. Introduction
It is well known that on synthetic aperture radar

(SAR) images of the sea surface, often "imprints" of
atmospheric phenomena. occurring in the marine bound­
ary layer can be delineated. They include atmospheric
boundary layer rolls [Thompson et al., 198:3;Alpers and
Briimmer, 1994], atmospheric convective cells [Alpers,
1995], atmospheric internal waves [Vachon ct al., 1994;
Alpers and Stilke, 1996]), tropical rain cells [Atlas, 1994;
Atlas et al., 1995; C. Melsheimer et al., Investigation of
multifrequency / multipolarization radar signatures of
rain cells over the ocean using SIR-C/X-SAR data, sub­
mitted to the .lourn al of Geophysical Research, 1997],
and meteorological fronts [.Johatuiessen et al., 1991;
Rufenach cl al., 1991]. These atmospheric phenomena
become visible on radar images of the sea surface be­
cause they are associated with a spatially varying wind
stress at the sea surface which modulates the- sea sur­
face roughness and thus the backscattered radar power,

Copyright 1998 by the American Geophysical Union.
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which usually is expressed in terms of the normalized
radar cross section (NRCS). By using a.wind scatterom­
eter model one can convert the NRCS values of the
SAR image into wind speed at the sea surface, pro­
vided the wind direction is known [sec, e.g., Vachon et
ul., 1994; A lpers and Stilke, UJ96]. On SAR images of
the sea surface the wind direction can often be inferred
from the orientation of "wind streaks," from the posi­
tion of wind shadows behind isolated islands, or, as in
the case of kat.abatic winds, from the direction of the
wind "tongues" (see section :l) emanating from coastal
valleys.

In this paper we present several SAR images that
were acquired by the first European Remote Sensing
Satellite (EnS-1) over the Mediterranean Sea off the
coast of Calabria (southern Italy), which show differ­
ent forms of roughness patterns generated by katabat.ic
winds blowing from the coastal mountains onto the sea.
Katabat.ic winds arc caused by the gravitational flow of
cold air off high terrain. The cold air that is formed at
night near the ground in sloping terrain flows downslope
because of t.lw differential cooling between the ground
surface and the free atmosphere at the same height level
some distance away. The direction of the cold air flow is
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controlled almost entirely by orographic features. Kata­
batic winds occur late in the evening and at night after
the air in the mountains has cooled down. Superim­
posed on the katabatic wind fields are often other local
wind fields, like sea or land breezes and valley winds
[Mahrt and Larsen, 1982]. When the airflow associated
with these local coastal winds hits the sea surface, it
increases its short-scale roughness. According to Bragg
scattering theory [Valenzuela, 1978] the short-scale sea
surface roughness determines the backscattered radar
power or the NRCS. The higher the wind speed, the
larger the NRCS and thus the brighter the SAR image
intensity. The average NRCS is determined mainly by
the local wind speed, but also, other oceanic phenom­
ena, like the long ocean surface wave field, have an effect
on the average NRCS. However, these effects are of sec­
ond order and can often be neglected. The sea surface
roughness patterns generated by katabatic winds often
have shapes that resemble "tongues," "mushrooms," or
broad "blobs" emanating from coastal valleys. The
areal extent and shape of the sea surface roughness
pattern depends, among others, on the orography of
the valley, the synoptic weather situation, the thermal
state of the air in the valley, and the sea-land temper­
ature difference.
In this investigation we concentrate on studying the

sea surface roughness pattern generated by katabatic
winds blowing through the broad valley of Gioia in
southern Italy into the Gulf of Gioia in the Tyrrhe­
nian Sea (Mediterranean Sea). This roughness pattern
is usually very large because this valley has a favorable
orography for channeling the wind and is surrounded by
1800 m high mountains, where large volumes of air are
cooled down after sunset. For this study we had avail­
able in total 36 ERS-1 SAR images of the Gulf of Gioia,
which were acquired always at 2213 LT± 1 min in the
years 1992-1995. Out of these 36 images, 20 show sea
surface manifestations of katabatic winds in the Gulf of
Gioia. Five typical examples, which encompass the full
range of the observed patterns, are depicted in Figures
3-7.
The SAR images show the actual state of the sea sur­

face roughness which can be caused by oceanic as well
as by atmospheric phenomena [Alpers, 1995]. However,
from the form and the location of the roughness pattern
one can in most cases, but not always, determine un­
ambiguously whether they are of oceanic or atmospheric
origin. The best way to extract maximum information
from SAR images of the sea surface showing sea surface
manifestations of mesoscale atmospheric phenomena is
to combine them with surface observations and/or with
mesoscale numerical models [McNider and Pielke, 1984;
Gudiksen et al., 1992]. The great advantage of SAR
images of the ocean surface is that they provide very
detailed information on the areal extent of mesoscale
atmospheric phenomena in the marine boundary layer.

For the ERS-1 SAR image acquired on September
8, 1992, which shows a roughness pattern resembling
a mushroom, we have carried out numerical simula­
tions by using a nonhydrostatic mesoscale atmospheric

model. This model yields as output, among others, the
wind field at the sea surface, which can be compared
with the sea surface wind field inferred from the SAR
image intensity. Furthermore, we discuss qualitatively
how different meteorological parameters affect the areal
extent and shape of the sea surface roughness pattern
generated by the katabatic wind.

The present analysis shows that SAR images acquired
over coastal waters are a valuable means to study kata­
batic wind fields in mountainous coastal regions. Fur­
thermore, they can also be used to validate numeri­
cal models describing coastal wind fields. These local
winds strongly affect the microclimate in coastal re­
gions. Furthermore, they determine to a large extent
the advection and dispersion of pollutants in the atmo­
sphere, which are released by industrial plants located
in coastal areas. Since these local winds also act on the
sea surface and generate there local surface currents,
they also have a strong effect on the advection and dis­
persion of pollutants in coastal waters. Since most of
the world's population lives in coastal areas and since
most pollutants are released into the environment near
coasts, the study of these local winds is also of great
relevance for environmental protection purposes.

2. ERS-1 SAR Images
Figures 2-7 show synthetic aperture radar (SAR) im­

ages that were acquired from the first European Re­
mote Sensing Satellite ERS-1 (launched on July 17,
1991) over the Mediterranean Sea at the western Cal­
abrian coast (southern Italy). This satellite carries a
SAR that operates at a radar frequency of 5.3 GHz (C
band), transmits and receives the radar signals at verti­
cal polarization, and has a right-looking antenna which
illuminates the Earth's surface at a mean incidence an­
gle of 23°. The ERS-1 SAR images presented in this
paper are precision-processed SAR images provided by
the European Space Agency (ESA).
The locations of the imaged scenes, which all cover

areas of 100 x 100 km2, are marked in the map shown
in Figure 1. One of the six ERS-1 SAR images ana­
lyzed in this study is from area 1, and the five others
are from area 2. On all of these images, roughness pat­
terns generated by katabatic winds blowing from the
mountains of the Calabrian Apennine through coastal
valleys onto the Mediterranean Sea can be delineated.
The SAR image of area 1 depicted in Figure 2 was ac­
quired on February 20, 1995, at 2113 UTC (orbit 18839,
frame 783), and the five SAR images of area 2 shown
in Figures 3-7 were acquired on September 8, 1992, at
2114 UTC (orbit 6014, frame 765); February 20, 1995,
at 2112 UTC (orbit 18839, frame 765); June 3, 1994, at
2113 UTC, (orbit 15079, frame 765); August 24, 1993,
at 2114 UTC (orbit 11024, frame 765); and May 4,
1995, at 2113 UTC (orbit 19885, frame 765), respec­
tively. Note that the SAR scene shown in Figure 2 is
the northern continuation of the SAR scene shown in
Figure 4.

Meteorological data at times close to the time of the
SAR data acquisitions, which took place always at 2113
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Figure 1. Map of a section of the Tyrrhenian Sea
(Mediterranean Sea) with the position of the ERS-1
synthetic aperture radar (SAR) scenes shown in Fig­
ures 2-7 insert eel. The SAR scene of Figure 2 is from
area 1, while the SAR scenes of Figures :l-7 arc from
area 2.

UTC ± 1min or 2213 LT± l min are available from the
Italian stations, Lamezia Terme (:38°53'N, 1()0I5'E) and
Messina (38°13'N, 15°3:3'E) and from weather maps.
The locations of these weather stations arc marked in
Figure 1. They are located in mountainous coastal ter­
rain, which implies that the measured meteorological
data are influenced by local atmospheric effects and
thus are not necessarily representative for the synop­
tic weather situation. Wind speed, wind direction, air
temperature, and cloud coverage reported by these sta­
tions at 2100 UTC for those 5 clays on which the SAR
scenes shown in Figures 2-7 were acquired are listed in
Table 1. Note that according to the meteorological con­
vention, wind direction denotes here the direction where
the wind is blowing from, and the angle of the wind di­
rection is counted positively in clockwise direction from
north (e.g., a wind direction of 90° means that. the wind
is blowing from the east). The water temperatures at
the sea surface given in the last column of Table l are
only estimates obtained from in situ temperature mea­
surements carried out from ships transiting t.hearea and
from climatological data.

The SAR image depicted in Figure 2 shows a rough­
ness pattern that stretches like a band along the western
Calabrian coast and that has a width of up to 28 km.
Close to the shoreline, the pattern is strongly influenced
by orographic features. Coastal valleys can be localized

by the associated tongue-like bright patterns on the sea
surface. Note also the mottled pattern in the left-hand
section of this image, which we interpret as sea surface
manifestations of atmospheric convective cells. They
arc generated in calm weather conditions when the air
is cooler than the underlying water such that the air
is heated from below [Agee, HJ89;Miinil: and Viktorov,
1990;Miinik, UJ92]. From Table 1 we see that the water
was almost 5°C warmer than the air, and thus a con­
dition for the formation of atmospheric convective cells
was fulfilled. The convective cells are associated with a
variable horizont.al wind field at the sea surface, which
modulates the sea surface roughness and thus the SAR
image intensity.
The SAR image depicted in Figure 3 shows, on the

left-hand side at the bottom, the northeastern part of
Sicily and, on the right-hand side, a part of the southern
Italian province Calabria, which are separated by the
Strait of Messina. This image was acquired on Septem­
ber 8, 1992, ~;J hours after sunset. The most notice­
able feature visible on this SAR image is, in the cen­
tral right-hand section, the "mushroom-like" sea sur­
face roughness pattern that seems to emanate from the
valley of Gioia. This valley opens to the Gulf of Gioia
and is bordered on the eastern side by the mountains
of the Calabrian Apennine, which have heights up to
1800 m. By carrying out numerical simulations with
a mesoscalc atmospheric model we will show in section
5 that this mushroom-shaped pattern is indeed caused

rna
Flight Look

Figure 2. l1:HS-l SAR image acquired on February
20, 1995, ai '21I:\ UTC showing a sea surface roughness
band stretching along the western Calabrian coast.
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by katabatic winds. We have drawn a line through this
pattern, along which we will determine the variation of
the SAR image intensity. As will be shown in the next
section, we are able to convert the SAR image inten­
sity along this line into wind speed at the sea surface.
Also visible in Figure 3, in the upper left-hand sections,
are sea surface manifestations of atmospheric convective
rolls and, in the lower left-hand section, small "tongue­
like" sea surface roughness patterns caused by katabatic
winds blowing through narrow valleys at the northern
Sicilian coast onto the sea. Another noticeable feature
is the broad darkish band stretching along the north­
ern Sicilian coast. We have noticed such darkish bands
on many ERS SAR images of the northeastern Sicil­
ian coast (see, e.g., the SAR image shown in Figure
6). We suspect that they result from natural surface
films which are accumulated in this coastal region due to
blocking and shadowing by the narrow Milazzo Penin­
sula, which sticks out into the Tyrrhenian Sea like a
thorn (see Figure 1). Natural surface films are pro­
duced by marine plants and animals and are ubiquitous
in coastal waters with high-biological activity like the
southern Tyrrhenian Sea, especially during spring and
autumn.
The SAR image depicted in Figure 4 shows almost

the same area as Figure 3, but it is shifted slightly to
the east such that north of the Gulf of Gioia the Gulf of
Santa Eufemia becomes visible in the upper right-hand
section of the image. Figure 4 was acquired in winter
(February 20, 1995) ~ 5 hours after sunset. Remem­
ber that this SAR scene is the southern continuation of
the SAR scene shown in Figure 2. From the weather
map at 2400 UTC we infer that at the time of the SAR
data acquisition a light ambient wind was blowing from
NNW. On this day the roughness pattern, which is as­
sociated with the katabatic wind in the Gulf of Gioia, is
broader than on September 8, 1992 (Figure 3) and ex­
tends quite far south. As will be discussed in section 6,
this can be explained by the NNW ambient wind that
pushes the pattern into the SSE direction. Note that a
part of the front of the roughness pattern is fringed. We
have noticed this phenomenon also in many other SAR
images showing sea surface manifestations of katabatic
wind fields (e.g., in the ERS-1 SAR image of the Gulf of
Gioia acquired on October 12, 1994, at 2113 UTC (or­
bit 16959, frame 765)). Another feature faintly visible
on the SAR images depicted in Figures 4 and 2 is the
alignment of the sea surface manifestations of the at­
mospheric cells in the NNW-SSE direction, i.e., in the
direction into which the ambient wind is blowing. It
is a well-known fact that atmospheric convective cells
tend to align themselves in wind direction [Etling and
Brown, 1993; Atkinson and Zhang, 1996]. Therefore
such alignments can be used to extract the direction of
the ambient wind from SAR images. Note also on the
SAR image depicted in Figure 4 the funnel-like rough­
ness pattern in the Gulf of Santa Eufemia in which a
small "blob-like" shaped roughness pattern adjacent to
the coast is embedded. Very likely the funnel-like pat­
tern is generated by a local wind blowing from the east
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Figure 3. ERS-1 SAR image acquired on September 8.
1992. at 2114 UTC showing a "mushroom-like" rough­
ness pattern in the Gulf of Gioia.

coast of Calabria over the mountain pass to the west
coast. The blob-like pattern seems to be associated
with a katabatic wind blowing from the mountains at
the southern side of the valley into t he Gulf of Santa
Eufemia.
The SAR image depicted in Figure 5 was acquired

on June :3, 1994, ~3 hours after sunset. The rough­
ness pattern in the Gulf of Gioia visible on this image
has the form of an elongated tongue. On this clay the
Gulf of Gioia was lying almost in the center of a weak
high-pressure system. From the weather map and from
Table 1 we may conclude that at the time of the SAR
data acquisition a 2-3 m s-1 westerly to southwesterly
ambient wind was blowing. On this day the air tem­
perature measured at Lamezia Terme at 2100 UTC was
21.3°C, which was exceptionally high (see Table 1) and
almost equal to the water temperature (22°C). West of
this "wind tongue," the sea surface is imaged almost
completely dark with isolated bright patches in it. \Ye
can think of only one reason for this lo happen: the
whole area was covered with natural surface films, but
it had isolated film-free patches in it where the wind
roughened the sea surface. This interpretation is sup­
ported by the fact that in early June the spring plank­
ton bloom is still going on and that at this time much
surface active material is produced that rises to the sea
surface. Another support for this interpretation comes
from the sea surface manifestation of an oceanic eddy
which can be delineated at the top of Figure .5. The
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neighboring ERS-1 SAR scene (not shown here) reveals
that this eddy has a diameter of ~40 km. It becomes
visible on the SAR image because surface films are en­
trained by the surface current associated with this eddy.
Another noteworthy feature visible in the upper right­
hand section of Figure 5 is the spherical wave pattern
that seems to have its origin in the broad valley that
opens to the Gulf of Santa Eufemia. Very likely this is
a sea surface manifestation of an atmospheric internal
wave generated by the funneled air flow over the above
mentioned mountain pass.

The SAR image depicted in Figure 6 was acquired on
August 2,1, 1D~l:3,~4 hours after sunset. At this time an
ambient wind was blowing from 110° as evidenced by
Table 1 and by the position of the wind shadow behind
the island of Stromboli visible in the upper left-hand
section of Figure 6. Knowing this wind direction, we can
determine the wind speed from the SAR image intensity
(see next section). In the area southeast of Stromboli,
which is marked in Figure 6 by a square, we measured
this wind speed to be 2.7 m s-1, which is consistent
with the values given in Table 1. The roughness pattern
generated by the katabat.ic wind blowing through the
valley of C:ioiamerges at the northwestern side with the
pattern generated by the ambient wind. Thus, in this
section of the image, the front line of the wind tongue
cannot be determined.
The SAR image depicted in Figure 7 was acquired

on May 11. lml5, ~3.5 hours after sunset. On this day

rn a

Figure 4. ERS-1 SAR image acquired on February 20,
1995. at 2l12 UTC showing a broad roughness pattern
in the Gulf of Gioia.
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Figure 5. ERS-1 SAR image acquired on .June 3, 1994,
at 2113 UTC showing a "tongue-like" roughness pattern
in the Gulf of Gioia.

the Gulf of Gioia was under the influence of a high­
pressure system with weak pressure gradients, which
was favorable for the development of local wind sys­
tems. Therefore we attribute the easterly wind of 2.5
m s-1 measured at Lamezia Terme at 2100 UTC to a
local wind. From the position of the wake behind the
island of Stromboli we infer that the ambient wind was
blowing over the Gulf of Gioia from WNW, which im­
plies that the coast near Gioia was attacked by a head
wind. We have determined the sea surface velocity from
the SAR image intensity in the area marked by a square
in the SAR image and obtained 3.0 m s-1. Because of
this head wind the local winds from the shore onto the
sea are significantly attenuated and remain confined to
small regions close to the shore. This SAR image shows
that the kat abatic wind blowing through the valley of
Gioia onto the sea is almost completely suppressed while
the slope winds at the southwestern slope of Monte Poro
are weakened and deflected in direction.

3. SAR-Derived Wind Speed
As already stated in the introduction, we can retrieve

the wind speed at the sea surface from the SAR image
intensity when the wind direction is known. First, we
have to convert the image intensity into values of the
normalized radar cross section (NRCS), which we have
done by using the recently revised conversion formula
supplied by ESA [Laur et al., 1996]. Then the l\'RCS

values are related to sea surface wind speed by applying
a so-called wind scatterometer model. In this investi­
gation we use the C band wind scatterometer model
CMOD4, which is presently used by ESA for retrieving
sea surface winds from ERS scatterometer data [Stof­
felen and Anderson, 1997]. This model converts NRCS
values into wind velocities at a reference height of 10 m
above the sea surface for a neutrally stable boundary
layer. However, at the times the SAR images shown in
Figures 3-7 were acquired, the air-sea boundary layer
was hardly ever neutrally stable but most of the time
unstable. But it is permissable to use the CMOD4
wind scatterometer model also in this case because pre­
vious C band scatterometer measurements carried out
from a sea-based platform in the North Sea have shown
that the wind speed dependence of the NRCS does not
change significantly when the air-sea interface changes
from neutrally stable to unstable [Keller et al .. 1989].

An image intensity scan was performed through the
roughness pattern in the Gulf of Gioia along the line
inserted in the SAR image depicted in Figure 3. The
scan direction is from the shore to the sea. The NRCS
values were calculated by averaging in cross-scan line
direction over 100 m (8 pixels) and by applying a mov­
ing average filter in scan line direction with a length of
50 m (4 pixels). In Figure 8 the NRCS values along this
scan line are plotted (upper curve). On the left-hand
vertical axis of the plot the NRCS is shown, and on the
right-hand vertical axis the wind speed calculated from
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Figure 6. ERS-1 SAR image acquired on August 24,
1993, at 2114 UTC showing a partly "concealed" rough­
ness pattern in the Gulf of Gioia.
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Figure 7. ERS-1 SAR image acquired on May 4, 1995,
at 21l:l CTC showing a weak roughness pattern in the
Gulf of Gioia.

the ;\!{CS by using the C~IOD11 wind scat.teromcter
model is shown. Note that the NRCS increases slightly
with distance from shore until it reaches a maximum at
a distance l!J-20 km offshore. Then it decreases again
and drops sharply at the front end of the pattern. The
two vertical dash dot lines inserted in Figure 8 mark the
shoreline (left. line) and the front encl of the roughness
pattern (right line). We have defined the front end as
the point where the wind speed drops below 2.5 rn s-1.
In this case the roughness pattern has a length of :rn ..5
km.

We have also made scans through the other roughness
patterns associated with kat.abat.ic winds which arc vis­
ible 011 the SAR images shown in Figures 2, 4. 5. and
6. In all cases we found that the maximum wind speed
inferred from the NRCS values by using the CMOD4
model lies between 3 and 4 m s-1.

4. The Mesoscale Atmospheric Model
Katabatic wind fields that generate the roughness

patterns visible on the SAR images have been simu­
lated by using the three-dimensional version of the non­
hydrostatic mesoscale model "Flow Over Irregular Ter­
rain \Vith Natural and Anthropogenic Heat Sources"
(FITNAH) of the University of Hannover. Since there
exist several publications in which the FI'l'NAH model
is described in detail [Gross, Hl89, 1990, El91], we give
here only a brief description. The model is based on
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Figure 8. Variation of the surface wind speed along
the scan line inserted into the ERS-1 SAR image of
September 8, 1992 (Figure 3). The upper curve rep­
resents the wind speed inferred from the SAR image,
and the lower curve represents the wind speed calcu­
lated from the atmospheric model described in section
5. On the left-hand vertical axis of the plot the nor­
malized radar cross section (NRCS) is shown, and on
the right-hand vertical axis the wind speed calculated
from the NRCS by using the CMOD4 wind scatterorn­
eter model is shown. The left-hand vertical clash clot
line marks the coastline, and the right-hand dash clot
line marks the front of the roughness pattern generated
by the katabatic wind.

the equation of motion using the Boussinesq approxi­
mation, the first law of thermodynamics, the conserva­
tion equation for water vapor, and the continuity equa­
tion in the anelastic form. The equations are Reynolds
averaged. The resulting turbulent fluxes are parameter­
ized by using the flux gradient relationships where the
eddy exchange coefficients are calculated by using the
turbulent kinetic energy determined by an additional
prognostic equation. The divergence of the flux of the
long wave radiation is parameterized by taking into ac­
count only the emission of water vapor and C02. A
terrain-following coordinate system with the new ver­
tical coordinate T/ = (z - h)/(H - h), where h is the
ground elevation and H is the top of the model domain,
is used to simplify the application of the lower bound­
ary conditions. At the top of the model domain, which
in our case is at 10,200 m above ground, the variables
are unaffected by disturbances generated by the topog­
raphy. At the surface a nonslip boundary condition for
the velocity components is applied. In the model the
surface humidity depends on the soil water content and
on the degree of water vapor saturation in the lowest
level of the atmosphere. The surface temperature is ob­
tained by a surface energy budget in which the sensible,
the latent, and the soil heat flux enters as well as the
Hux of short and long wave radiation. Over the sea the
surface temperature is taken as constant over the whole
integration time. The model equations are discretized
using centered difference, a forward scheme is adopted
for the time integration, and the advection is approx­
imated by a selective vector upstream algorithm. The
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Figure 9. Three-dimensional perspective view of the
model topography of the valley of Gioia used in the
simulations. The spacing of the contour lines is 100 m.
Note that in this plot the vertical scale is exaggerated.

equations are solved on a staggered grid, which is ex­
tended into the vertical direction in order to achieve a
high spatial resolution near the surface. Horizontally,
a constant mesh width of 1500 m is used. Below the
ground, six grid levels are used for calculating the heat
flow within the soil.

5. Simulations for the Event of
September 8, 1992
In this section we present simulation results obtained

with the FITN AH model for the SAR scene shown in
Figure 3 (September 8, 1992). In the simulations we
have used a digital elevation model of the valley of Gioia
provided by the German Aerospace Research Establish­
ment (DLR). A three-dimensional perspective view of
the model topography of the valley of Gioia is shown in
Figure 9. In this plot the contour lines have a spacing
of 100 m and the horizontal grid lines a spacing of 3 km,
which is twice the spacing used in the simulations. In
the back the mountains of the Calabrian Apennine are
visible, and in the front, Mount Poro is visible with a
model height of 700 m. In Figure 9 the coordinate sys­
tem is chosen such that a good perspective view of the
topography is obtained. However, in the simulations we
use another coordinate system: the x axis is parallel to
the mountain ridge and the y axis is directed toward
the sea (see Figure 10).

The horizontal grid spacing is 1.5 km, and 48 vertical
levels are used in the atmosphere with a dense arrange­
ment in the lower part in order to resolve the strong
vertical variation of the meteorological variables close
to the ground. With 40 grid points in the horizontal
the model domain is 58.5 km in both horizontal direc­
tions. In order to suppress reflections we use open lat­
eral boundary conditions and an absorbing layer in the
upper part of the domain. For the synoptic situation
chosen in this simulation the effects of lateral bound­
aries on the mountain wind are negligible. The cold
air production area for the mountain wind is separated
by the mountain peaks from the boundaries. From the

summit of the Calabrian Apennine the cold air moves
into the valley of Gioia and also in the direction of the
boundaries. Therefore no erroneous informations are
advected from the boundaries into the model domain.
To run a mesoscale model, a broad spectrum of input

parameters must be defined. However, only the numer­
ical parameters can be specified exactly. The synoptic
situation as well as the site parameters are usually un­
known with the spatial density needed for numerical
simulations. Therefore sparse observations and plausi­
ble assumptions must fill this gap. For the simulation
presented here the synoptic situation is fixed with a van­
ishing geostrophic wind and a vertical profile for water
vapor with 70% relative humidity up to a height of 1800
m and a linear decrease to zero up to 10,000 m. For the
temperature a neutral, stratified atmosphere up to 1800
m is adopted with an increase of potential temperature
according to the standard atmosphere above. The vari­
ous site parameters have to be specified from grid point
to grid point. Since this information for September 8,
1992, is not available, a standard input data set for grass
coverage of the terrain is used (roughness length, 0.2 m;
heat conductivity, 1.0 Wm-1 K-1; field capacity, 0.05
m; thermal diffusity, 4x 10-7 m2 s-1 ). The roughness
length over water is assumed to be 10-3 m.

Although the accuracy of the synoptic and the site
input parameters is poor, the combination is sufficient
to reproduce the observed temperature characteristics
of the weather station at Lamezia Terme. The sea sur­
face temperature is kept constant during the integration
period with a value of 25°C. We started the simulations
during a cloudfree and calm weather situation after sun­
set when a stable boundary layer had already developed
over land. Above the boundary layer, there exists a
residual layer which had developed during the previous
day. At a height of 1800 m the stratification is stable
again. It is assumed that the temperature difference
between the water and the land was initially 2°C.

One output of the simulation is the wind field at a
height of 15 m above ground 4 hours after sunset, which
is approximately the SAR data acquisition time. At this
time the daytime sea breeze should have vanished, and
the nocturnal land breeze is not yet well established.
Therefore the sea-land breeze only slightly affects the
wind field investigated here. Note that the complex
interaction of drainage flows and mountain winds is in­
cluded in the model. In Figure lOa the resulting wind
vectors are plotted together with the topography of the
valley (spacing of the contour lines is 100 m), and in
Figure lOb the corresponding isotachs are plotted to­
gether with the topography represented by grey levels.

The orography of the mountains and the valley as well
as the shape of the coastline strongly affect the wind
field. Mount Poro diverts the cold air flow in all di­
rections, with maximum wind speed at the seaside and
a convergence of the drainage winds in the small val­
ley located to the east. The wind blowing through the
basin-shaped valley of Gioia merges with the downslope
winds from the mountains of the Calabrian Apennine
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heading toward the eastern valley. When the cold air
current reaches the coast, it spreads out over the Gulf
of Gioia. Here the wind field is modified by the kata­
batic winds from Mount Poro and by the shape of the
coastline. Jn the simulations a zone of convergence with
wind speeds up to 2.5 m s-1 can be delineated in the
Gulf of Gioia. When the air flows out of the valley onto
the open sea, the flow diverges in direction since the
channeling effect of Mont Poro vanishes, whereas the
continuous mass flow from land remains. Therefore the
structure of the horizontal wind field looks like a tongue
or mushroom emanating from the valley of Gioia (Fig­
ure 3). At 4 hours after sunset the flow of cold air
extends 30 km onto the sea. At the front end the wind
speed drops clown to zero quite sharply.

When the channeled flow reaches the sea, the cold
air close to the warm water surface is heated. The cold
air mass is modified with time because its temperature
equilibrates with that of the sea surface. Because of the
enhanced production of turbulence in the unstable sur­
face layer, heat and momentum are mixed by enhanced
turbulent fluxes in the lowest part of the atmosphere.
This mixed layer grows with distance from shore. At the
front end of the cold air current, there exists a mixed
layer up to the height of the flow. The difference in
density between the cold and surrounding air decreases
faster over the sea than over land. Therefore the flow
of cold air terminates faster over sea than over land.

We now want to compare the simulated horizontal sea
surface wind field with the one inferred from the ERS-1
SAR image shown in Figure 3. Comparing the 1.5m s-1
isoline in Figure lOb with the front line of the rough­
ness pattern visible on the ERS-1 SAR image depicted
in Figure 3, we see that the observed mushroom-like
pattern is approximately reproduced if we take the 1.5
m s-1 isotach as the front line of the pattern. A wind
speed of 1.5 m s-1 can be considered as a threshold wind
speed for generating short-scale sea surface roughness.
In order to compare wind speed calculated by the model
with the wind speed inferred from the SAR image we
have calculated the rnoclel wind speed along the same
scan line as shown in Figure 3 and have inserted these
values in the plot of Figure 8 (lower curve). Comparing
the two wind speed curves plotted in Figure 8, we see
that the length of the katabat.ic wind field is slightly un­
derestimated by the atmospheric model. Furthermore,
the wind speed calculated by this model is lower than
the one inferred from the SAR image. This may be clue
to deficiencies of the CMOD4 model by which the NRCS
values are converted into wind speeds. Indeed, there
are indications that the CMOD4 model overestimates
the wind speed when the wind speed is below 3 m s-1
[Rufenach, 1995]. On the other hand, we can also not
expect that the FITNAH model reproduces exactly the
SAR-derived wind speed because the input parameters
for the simulations are not well known. The simula­
tions should have given more accurate results if we had
available data from simultaneous radiosondes ascents.
On the whole we consider the agreement between the
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Figure 10. Wind field at a height of 15 m above
the surface calculated by the atmospheric model for
September 8, l 992, 4 hours after sunset. (a) The wind
vectors are shown together with the topography of the
valley, and (b) the isot.achs are shown together with
the topography (represented in grey shades). The num­
bers attached to the isot.achs denote the wind speed in
m s-1. Nol.c that in these plots the coordinate system
is rotated by -130° relative to the one used in Figure 9.

measured and simulated wind fields to be fairly good,
considering all the uncertainties involved.

6. Discussion
The mushroom-like sea surface roughness pattern ob­

served on September 8, 1992, results only from one
possible realization of the nocturnal cold air outflow
through the valley of Gioia. (A very similar roughness
pattern is visible on an ERS-1 SAR image acquired on
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June 7, 1994, at 2112 UTC (orbit 15897, frame 765)
over the same area.) As evidenced by the other four
ERS-1 SAR images shown in Figures 4-7 and by many
more ERS-1 SAR images of the same area not shown
here, other roughness patterns can be formed, which
have shapes and areal extents ranging from very elon­
gated tongues with lengths of several tens of kilometers
to narrow strips with widths of only few kilometers.

These very different roughness patterns generated by
the sea surface winds are caused by differences in me­
teorological and environmental conditions. It is beyond
the scope of the present paper to investigate system­
atically the dependence of the areal extent and shape
of this roughness pattern on the various parameters.
Such parameters are, among others, the time after sun­
set, the temperature difference between sea and land,
the cloud coverage, the air humidity, the soil moisture,
the vegetation coverage of the terrain, the height of the
boundary layer, and the ambient wind field [M cNider
and Pielke, 1984; Gudicksen et al., 1992]. However,
from the physics that enters into the model and from
simulations that we have carried out with different me­
teorological input parameters [Pahl, 1996] we are able
to discuss qualitatively how the meteorological condi­
tions affect the cold air outflow and thus the roughness
pattern on the sea surface.
The main factors that determine the areal extent and

the shape of the pattern associated with the katabatic
wind are speed and direction of the superimposed ambi­
ent wind field, the cloud coverage, and the temperature
difference between sea and land. The nocturnal moun­
tain wind from the valley will be strong in calm synop­
tic weather situations when there are no or only a few
clouds present and when the difference in temperature
between sea and land is small. A low cloud coverage
accelerates the nighttime cooling of the air close to the
ground and gives rise to a strong downslope flow of cold
air. The stronger the surface cooling, the larger is the
wind speed at the surface and the farther the cool air
can advance onto the sea. The acceleration force of the
outflow is proportional to the horizontal temperature
gradient near the head of the current.

When the temperature difference between the sea sur­
face and the land is large, then the cold air moving
over the warm water surface gives rise to an unstable
atmosphere near the sea surface in which strong turbu­
lent mixing takes place that destroys the low-level wind
maximum. Therefore, in the case of a large sea-land
temperature difference, the horizontal extent of the cold
air flow over the sea current will be smaller than in the
case of a small sea-land temperature difference.

Local wind systems in mountainous regions, like kata­
batic winds, are thermally induced air circulations hav­
ing small to moderate wind speeds. If a strong ambi­
ent wind is present, then the local wind systems can
be completely concealed by the ambient wind and sea
surface manifestations of the katabatic field cannot be
delineated on the SAR image. In the case of a weak
to moderate ambient wind the cold air outflow will be
modified depending on its speed and direction. If the

ambient wind blows in the same direction as the kata­
batic wind, then the cold air current, driven by the hori­
zontal pressure gradient at the head and intensified by a
tail wind, will move far out onto the sea. However, if the
ambient wind blows in the opposite direction, the kata­
batic wind field will be pushed back to the shore and
can even be completely suppressed by the head wind.

Having the above mentioned mechanisms in mind,
we are able to explain qualitatively the shapes of the
roughness patterns visible on the SAR images shown in
Figures 3-7.:

6.1. Event of September 8, 1992 (Figure 3)

This mushroom-like pattern develops in a cloudless
and calm weather situation. The cool air shooting down
the valley experiences an enhanced friction due to tur­
bulence generated by the large temperature difference
between the water and the air (~9° C). The front of the
cold air jet comes to a stop ~10 km seaward behind the
point where the northern coastline of the Gulf of Gioia
abruptly bends northward. Thus, behind this point, the
decelerated airflow can divert in all directions and thus
form a mushroom-like pattern.

6.2. Event of February 20, 1995 (Figure 4)
The broad roughness pattern extending almost over

the whole area of the Gulf of Gioia and reaching far
south almost to the Strait of Messina is caused by the
northwesterly wind deflecting the katabatic wind field
into a southeasterly direction. The large area of the
pattern is favored by the moderate temperature dif­
ference between the water and the air (~5° C). The
fringed structure of the front of the roughness pattern is
very likely generated by advancing lobes in the head of
the gravity current, which are separated by deep clefts.
Near the surface the gravity current is retarded by sur­
face friction resulting in an overhanging nose. This
leads to a highly unstable situation which gives rise to
various instabilities in the head zone [Simpson, 1994].

6.3. Event of June 3, 1994 (Figure 5)
On this day the air temperature measured at Lamezia

Terme at 2100 UTC was quite high (21.3°C), which im­
plies that the air near the coast had not cooled off very
much in the evening. Therefore we expect that on this
day, less cold air was generated than on September 8,
1992. But a small amount of cold air was shooting down
from the high mountains through the central valley onto
the sea. Since the water-air temperature difference was
quite small (~ 1°C), only a little turbulent mixing took
place at the sea surface, and thus the cold air could
move quite far out onto the sea. Therefore we attribute
the generation of the long tongue-like pattern to the
combined effect of a small volume of cold air and a re­
duced friction at the sea surface.

6.4. Event of August 24, 1993 (Figure 6)

The roughness pattern generated by the katabatic
wind merges on the northwest side with the roughness
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pattern generated by the ambient wind. Thus, on this
side, the front of the kat.abatic wind field becomes (al­
most) undetectable on the SAR image. This may be
the explanation why on several other SAR images of
this area acquired in the evening (16 out of 36), no sea
surface manifestations of this katabatic wind field could
be delineated.

6.5. Event of May 4, 1995 (Figure 7)

On this clay the roughness pattern is very weak and
is confined to a small area adjacent to the northern
coastline of the Gulf of Gioia. The main reason for this
weak pattern is that the kat.abatic wind is attacked by a
northwesterly head wind which attenuates and deflects
the katabatic wind field. Not.e also the dark band at.
the front line of the kata.batic wind field pattern, which
we often have observed also on other SAR images show­
ing sea surface manifestations of katabat.ic wind fields.
At this border line between the two wind systems the
horizontal wind speed is zero, and thus here the wind
cannot roughen the sea surface. Furthermore. this is a
line of maxiruu m horizontal convergence, where sea sur­
face slicks can accumulate, which reduce the sea surface
roughness.

7. Conclusions
The present investigation has shown that SAR im­

agery of coastal waters can yield valuable information
on katabatic winds in coastal mountainous regions pro­
vided that some information on the synoptic weather
situation is available. From such SAR images the areal
extent and the shape of the kat.abatic wind field ex­
tending from land over the sea can be obtained. Fur­
thcrrnore, the wind speed at the sea surface can be de­
termined forn the SAH image intensity when the wind
direction is known. Such detailed information on the
structure of the wind field over coastal waters is diffi­
cult. to obtain by other means. SAR images acquired
over coastal waters can also be used to validate models
describing katabatic wind fields or, more generally, local
wind fields that extend from the coast onto the sea.

The knowledge of local wind fields in coastal regions
is of great importance for predicting the a.dvection and
dispersion of pollutants discharged into the atmosphere
and the sea at the coast.
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Abstract. Inverted wave spectra from ERS-1 synthetic aperture radar (SAR) image and
wave mode products have been assimilated in the operational wave model for the ocean
wave forecast service at the Norwegian Meteorological Institute. Elements of the
operational system are explained briefly, and the impact of including the SAR wave data
in the operational wave model runs is shown both for individual cases and as overall
statistics. Although individual cases clearly show that the satellite observations are able to
influence the forecast in a generally positive way, the average improvement is minor for
the areas covered by the wave model. Reasons for this are the intermittency of the data,
on the average small differences between inverted SAR and model first-guess wave
spectra, and to some extent, limitations in the analysis method.

1. Introduction
This study examines the value of inverted synthetic aperture

radar (SAR) wave spectra in the operational wave forecasting
service for the North Sea and Norwegian Sea carried out by the
Norwegian Meteorological Institute (DNMI). In order to use
the data operationally, the information needs to he obtained in
near-real time and interpolated in space and time from a very
limited number of observation points to the larger area of
interest. This is achieved by assimilating the data in the oper­
ational wave forecasting model. The model wave field is thus
updated to produce a new and improved wave field as the
initial condition for the next model forecast.

Traditionally, operational wave forecast models arc driven
by wind input from weather forecast models without taking any
wave observations into account. The wind input is continuously
updated in the weather forecast model analysis/assimilation
cycle, and the waves develop according to the appropriate
wind-wave relations. However, in later years an increasing
amount of wave observations have become available from sat­
ellites. and work has been carried out to utilize this informa­
tion for improving the wave model results. There have been
several attempts to assimilate altimeter wave heights [c.g.,
111011ws.1988: Estern. l 988;.!a11s.1cnct al.. 1989: Lionello ct al.,
1992; ( iunther ct al., 1993; Breivik. and Reistad, 1994]. These arc
sequential methods well suited for operational use, and pres­
ently, altimeter wave heights from the European Remote Sens­
ing Satellite (ERS) are operationally assimilated at several
meteorological centers, including DNMI. Advanced methods,
including the wave model dynamics in the assimilation scheme
for a consistent analysis of wave field and wind input, have also

Copyright 1998 by the American Geophysical Union.
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been developed [e.g., de Valk and Calkoen, 1989; de las Heras
et al., 1994; Bauer et al., 1996]. These more sophisticated tech­
niques arc computationally more expensive and so far not
commonly in operational use at the wave forecast centers. A
further development in the assimilation of satellite wave data is
to utilize the full spectral information from the synthetic ap­
erture radar (SAR). A method for assimilation of two­
dimensional wave spectra by dividing the full spectrum into
separate partitions suitable for optimal interpolation has been
developed by Hasselman et al. [1994, 1996] and demonstrated
in an operational framework by Voorrips ct al. [1997]. In the
present study we apply a simpler sequential method for assim­
ilation of full two-dimensional SAR wave spectra.

Unfortunately, the currently inverted SAR wave spectra are
not completely independent from the wave model spectra since
the SAR inversion algorithm depends on a priori information
from the wave model itself. Previous studies [Breivik ct al.,
1995] have shown that there is nearly full correlation hctween
a priori and inverted SAR wave spectrum parameters in the
wind sea part. This is actually to he expected since the SAR
information is confined to frequencies below ~0.15 Hz. How­
ever, the SAR spectra usually cover the swell part and there­
fore have a potential for improving the model results by data
assimilation. Very high average impact cannot he expected in
the present case since the model is known to produce reliable
results. However, in special situations, e.g., with poor wind
history and correspondingly poorly defined swell, more signif­
icant improvement might be expected.

In order to assess the impact of the SAR data an additional
operational wave model routine including assimilation of the
inverted SAR spectra was run parallel to the regular opera­
tional wave model forecasts for 4 months during the fall and
winter of 1995-1996. The results from these runs have been
compared to independent measurements from North Sea plat­
forms and the ERS-1/2 altimeter. The evaluation of the fore-
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casts demonstrates only a small positive impact from the SAR
data. In broad terms, the observations are, so far, too spread
out and intermittent.

Section 2.1 contains a brief description of the SAR data and
the inversion procedure. The operational wave model Wave
Incidents on Norwegian Coast: Hindcasting (WINCH) is de­
scribed in section 2.2, and comparisons between inverted and a
priori spectral are described in section 2.3. The assimilation
method is described in section 3, and three specific case studies
of how the impact of the assimilation affects the wave devel­
opment are shown in section 4. The results from the parallel
runs are discussed in section 5, and finally, the conclusions are
found in section 6.

2. Data and Algorithms
2.1. SAR Observations
DNMI receives the fast delivery active microwave instrument
(AMI) wave mode product, denoted UWA by the European
Space Agency (ESA), in near-real time on the Global Tele­
communication System (GTS). The product is briefly de­
scribed by Vass and Battrick [1992] and also by Krogstad et al.
(1994] and Krogstad (1994]. A second wave product has been
received on request in near-real time from Tromso Satellite
Station (TSS) and consists of spectra of the high-resolution
SAR images processed at TSS.
2.1.1. ERS AMI wave mode product. The wave mode

product is a SAR image spectrum obtained from a three-look,
amplitude-averaged, 5 x 8 km imagette recorded every 200 km
along the track. The resolution of the imagette is similar to the
regular full-resolution images (20 X 16 m). Only every second
recording is distributed daily on GTS. The spectrum consists of
spectral values given in 12 directional and 12wavenumber bins
ranging approximately from 100 to 1000 m in wavelength and
covering a 180°directional sector. The ERS wave mode spectra
used for the present study suffer from a nonoptimal processing
which complicates its use. The ocean-SAR inversion theory
[see, e.g., Hasselmann and Hasselmann, 1991] has been devel­
oped for the spectrum of the relative wave modulation in the
SAR image. However, the received spectrum is essentially a
linear combination of the wave modulation spectrum and the
speckle or clutter spectrum with unknown scaling and relative
weight between the two. Moreover, the imagettes are look
summed in amplitude instead of in intensity as required by the
theory. The speckle spectrum has been determined by analysis
of a separate set of imagettes, and the scaling procedure is
described by Krogstad [1994].
The operational system includes an automatic data control

for the UWA spectra which is run prior to the inversions in
order to remove spectra with excessive low wavenumber noise
and no definite wave features (e.g., scenes from near shore,
from ice-infected areas, etc.). A limited intercomparison be­
tween UWA spectra and spectra obtained from the same im­
agette indicates that the low wavenumber noise may basically
be due to the UWA processing. ESA is now implementing new
algorithms which will not suffer from these shortcomings
[Brooker, 1996]. As a fully automated control, the rejection
criteria have been set rather tight, and this leads to ~50% of
the spectra being rejected. In September, October, and No­
vember 1995 a total of 217 ERS-2 wave spectra and 583 ERS-1
wave spectra passed the data control. This gives ~9 observa­
tions per day or 4.5 observations per assimilation cycle. A
typical coverage for a 2 week period is illustrated in Figure 1.

2.1.2. TSS ERS image mode spectra. In image mode the
ERS SAR and the associated ground processing provide 100 X

100 km images with the same resolution as the imagettes. The
TSS production is in accordance with the ESA UI16 product
[Vass and Baurick, 1992]. For the present application, four
spectra are computed from subimages within one scene. Each
subimage covers an area of ~ 18 X 18 km and is transferred to
DNMI over the Internet. The spectra are computed from the
relative modulation intensity using squared pixel values and
the averaged periodogram method after a parabolic detrend­
ing. This yields spectral values with about 5% uncertainty. The
spectra are encoded using 24 wavelength bins between 37 and
845 m and 18 directional bins between 0° and 180°.
In the period from September 15 to December 31, 1995,

DNMI received over 1000 wave spectra from TSS, computed
from a total of 315 images. Although representing a consider­
able amount of SAR data, this results only in about three
independent SAR wave spectra per day.
2.1.3. Ocean-SAR inversion procedure. The procedure is

based on a quasilinear (QL) version of the Hasselmann for­
ward ocean-SAR spectral transform expressing the SAR image
modulation spectrum Sq1({£) as

Here 'I' is the wave spectrum, !£ is the wavenumber, T1in is the
linear ocean-SAR transfer function, and A is an optimized
azimuth cut-off function dependent on the spectrum (see
Krogstad et al. [1994] for a derivation of A based on the series
expansion of the fully nonlinear transform). The QL expres­
sion is reasonable around the most energetic part of the SAR
spectrum but fails to spread sufficient spectral energy to higher
wavenumbers. Since the inversion system was originally de­
signed for UWA spectra, the QL transform was considered
sufficient because of the UWA product's 100 m cutoff and
relatively crude resolution. Standard forms of the tilt and hy­
drodynamic transfer functions have been applied, although it is
realized that this may well be the main error source, as it would
still be for the full nonlinear transform [see, e.g., Schmidt et al.,
1995;Hara and Plant, 1994].
The ocean-SAR inversion amounts to find an ocean wave

spectrum such that when the forward ocean-SAR transform is
applied, the result conforms to the observed SAR spectrum.
Following Hasselmann and Hasselmann (1991], we minimize
the penalty functional

J(ij;) =I !iJ;({£)- !J;0({£)12W,,({£)dk2

+I IT[ij;(lf)J - smcJlf)i2W,(!£) dk' (2)

subject to the nonnegativity constraint iJ; 2'. 0, where ij;0is a best
guess a priori spectrum, T[ ij;(lf)] is the forward mapping, Smes

is the measured SAR spectrum, and W is the nonnegative
weight functions. We refer to Krogstad et al. (1994] for details
as to how the weight functions are selected and the iterative
solution is carried out.
The derived wave spectra are to some extent dependent on

the inversion strategy. In the present case the a priori wave
information is a wave spectrum taken from a neighboring grid
point of the wave model. The 180° directional ambiguity in the



BREIVIK ET AL.: ASSIMILATION OF ERS SAR WA VE SPECTRA 7889

Figure 1. Locations of ERS-1 wave mode spectra over the Norwegian Sea, November 8-22, 1993, shown
with numbers. Crosses arc grid points of the wave model where a priori spectra arc available for the inversion.

SAR image spectrum is removed by reading probable direc­
tions from the a priori spectrum and selecting the weight func­
tions accordingly. Outside the azimuth pass band and for high­
range wavcnumbers in the SAR spectrum, there is no wave­
related information, and it is therefore reasonable to keep the
a priori wave spectrum unchanged. Inside this domain it is
possible to give the a priori spectrum some weight away from
the peaks in the SAR spectrum, but this will sometimes lead to
dubious double-peaked spectra having maxima corresponding
to the peaks both in the a priori wave spectrum and the SAR
spectrum. It is therefore better to let the SAR spectrum de­
termine the wave spectrum completely within the domain. The
inversion strategy is denoted "blind inversion" and is the one
used operationally here. In blind inversion the spectral level in
the inverted spectra is completely determined by the SAR
image spectrum for domains of the wavenumber plane where
there is SAR spectral energy. Further examples are shown by
Sunde et al. [1994].

One weakness in the inversion algorithm is that the first­
guess model spectra arc only modified within a 180° sector
around a main direction in the a priori spectrum. This means.
for example, that unrealistic swell outside this sector in the
model spectrum will not be removed in the inversion, and
examples of this happening have actually been observed [Brci­
vik: et al., 1995]. Improved procedures are given byHasselmann

ct al. (1996], but the best way to avoid the directional ambiguity
is to apply complex cross spectra in the inversion [Engen and
Johnsen, 1995J.

The wave model spectra arc defined for the range from
0.04-0.3 Hz, whereas the inverted AMI wave mode spectra
only cover 0.04-0.125 Hz (in deep water). A final merging of
the inverted and a priori spectra has therefore to be carried
out. The inverted spectrum is first converted to the wave model
format and extended above O.l25 Hz using a r: frequency
spectrum and a constant directional distribution equal to the
distribution at 0.125 Hz. In the final spectrum the inverted
spectrum is used below 0.125 Hz, the a priori wave model
spectrum is used above 0.153 Hz. and a gradual transition is
used in between. The TSS spectra cover a larger frequency
range (0.04-0.2 Hz), and the upper limit for the crossover
between the inverted and the input wave model spectrum is at
0.2 Hz. As discussed by Hasselmann et al. [1996]. this is also a
rather simplistic approach that could be improved.
The operational SAR to wave spectrum inversion is run

prior to the assimilation. All wave mode and TSS spectra
where the distance in space and time to the nearest wave
model spectrum is less than specified limits are used, and a
previous wave model forecast (2-12 hours) is used as a priori
information.
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Table I. Statistics for ERS-1 Wave Mode, September 1
to November 30, 1995

ERS-1 Wind Sea Swell

583 583
1.19 2.89

-O.D7 O.D7
0.22 0.48
0.99 0.91
4.25 10.29

-0.10 0.50
0.34 1.51
1.00 0.66

Total Sea

Number of entries
SAR" m
Bias '(SAR - model)," m
Standard deviation," m
Correlation coefficient,"
SAR," s
Bias (SAR - model)," s
Standard deviation," s
Correlation coefficient,"

583
3.28
0.00
0.49
0.94
9.98
0.37
1.48
0.72

"Mean significant wave height (SWH).
"SWH.
"Mean peak period (PP).
0PP.

2.2. Wave Model
In the present study the wave model is used in different con­
texts. First, wave model spectra are used as a priori informa­
tion for the SAR inversion. Then the wave model spectra arc
compared to inverted spectra to decide whether the SAR has
picked up new wave information. Finally, the inverted SAR
wave spectra are assimilated into the wave model.

The WINCH wave model is a second generation, deep wa­
ter, spectrally discrete model developed by Oceanweather Inc.
It is a modified version of the Sea-Air Interaction Laboratory
(SAIL) model, which was one of the models used in the Sea
Wave Modeling Project (SWAMP) study [Greenwood et al.,
1985]. WINCH runs on a rectangular grid with a fine mesh
(~ 75 km) covering the North Sea, the Norwegian Sea, and the
Barents Sea and a coarse mesh (~ 150 km) covering the west­
ern parts of the North Atlantic. The time steps in the model
are 2 hours for the propagation and 1 hour for the growth
term. The wave spectrum is divided into 24 directional bands
with 15°bandwidth and 15 frequency bands ranging from 0.04
to 0.30 Hz. Each spectral bin is propagated individually with
the energy input proportional to the existing energy multiplied
by a function of the friction velocity and the angle between the
wind and wave directions. The wind input is obtained from the
operational weather forecast High-Resolution Limited Area
Model (HIRLAM) [Gustafsson, 1993]. Nonlinear interactions
and dissipation arc achieved by using a reference spectrum and
directional relaxation. Spectral energy below the wind­
sustained frequencies is treated as swell, and these bins are
subject to advection and geometric damping only. The
WINCH model has been run operationally at DNMI since
1985 [Breivik and Reistad, 1994]. DNMI has also implemented
and tested a version of the third-generation wave model
(WAM) [WAM Development and Implementation (WAMDI)
Group, 1988], but it has turned out to provide little evidence of
improved performance for the operational wave forecasting.
Thus, for the present study, we believe that the choice of wave
model is secondary for the impact of the SAR assimilation.

2.3. Comparisons Between Inverted and a Priori Spectra
For the period from September 1 to November 30, 1995, in­
verted wave spectra based on AMI wave mode both from
ERS-1 and ERS-2 have been compared with collocated wave
spectra from WINCH. A similar exercise was carried out using
TSS-processed ERS-1 and ERS-2 AMI image mode SAR
spectra from September 15 to November 30. Because of hard-

ware constraints, full-resolution SAR images and imagettes
cannot be recorded simultaneously by the satellite [Battrick,
1993].
The statistics are presented separately for total sea, wind

sea, and swell. The wave parameters presented in Tables l and
2 are significant wave height (SWH, in meters) and peak pe­
riod (PP, in seconds). The scatterplot for the swell part shown
in Figure 2 also includes the peak direction (PD). We notice
that the results for ERS-2 wave mode are very similar to
ERS-1. Since the SAR inversion only affects frequencies below
~0.13 Hz, the correlation between inverted and a priori spec­
tra is quite high in the wind sea part. This is the case both for
SWH and peak period. Even the correlation for swell SWH is
above 0.9. There is a small negative mean difference both in
wind sea and swell for ERS-2, while the mean difference is
0.07 m for ERS-1 swell. The peak period is longer for ERS
swell compared to WINCH, which is expected, since opera­
tional experience with the WINCH model indicates that the
model tends to underestimate the swell period. A scatter dia­
gram for the peak direction, which is the direction giving max­
imum energy integrated over frequency, is also shown in Fig­
ure 2. Somewhat surprisingly, the scatter diagram shows little
change, and there seems to be little additional directional
information in the SAR data not already available in the a
priori spectrum.

A similar analysis for spectra from TSS is shown in Table 3
and Figure 3 (for the swell part). Again, there seems to be little
new directional information gained from the SAR spectra. As
for ERS wave mode, nearly all change is in swell SWH and
period. From Table 3 it is seen that inverted TSS SAR wave
data, similar to wave mode, gives higher values for the swell
period. The TSS SAR wave heights are also high compared to
WINCH. This difference of behavior between the inverted TSS
and wave mode spectra is difficult to explain since the actual
inversion system is the same, but different spectral resolution
and somewhat different spectral estimations may be part of the
reason.
We might have expected some more wind sea information in

the TSS data compared to wave mode, but on average the wind
sea contribution seems to he small, and the corresponding
difference between the wave mode and TSS is of relatively
little importance. In addition, the two data sets are sampled at
different times and locations, which complicates the interpre­
tation.
The bias in the wave height can most probably be explained

Table 2. Statistics for ERS-2 Wave Mode, September I
to November 30, 1995

ERS-2 Total Sea Wind Sea Swell

Number of entries
SAR" m
Bias '(SAR - model)," m
Standard deviation," m
Correlation coefficient,"
SAR," s
Bias (SAR - model)," s
Standard deviation, d s
Correlation coefficient,"

217
3.42

-0.06
0.53
0.93
10.14
0.34
1.47
0.71

217
1.07

-0.08
0.22
0.99
3.99

-0.05
0.28
1.00

217
3.09

-(J.(Jl
0.52
0.92
10.40
0.47
1.55
0.67

"Mean SWH.
"SWH.
"Mean PP.
dpp_
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Figure 2. Scatterplots of inverted wave mode spectra; swell part against Wave Incidents on Norwegian
Coast: Hindcasting (WINCH) model data.

by insufficient knowledge of the modulation transfer function
(MTF). The hydrodynamic part of the real aperture radar
(RAR) MTF shows a significant dependency of the wind speed
for the wavelength range. radar frequency. and polarization
[Schmidt ct al .. 1995;Hara and Plant, 1994]. For example, the
modulus of the RAR MTF, after subtraction of the range and
tilt contribution, decreases with a factor of 2 over a wind speed
region from 4 to 16 m/s for a C band VY polarization radar
[Schmidt ct al., 1995]. However, although showing the correct
trends, the available theoretical expressions of the RAR MTF
cannot so far fully explain what is observed.

3. Analysis
The assimilation scheme is based on a modification of the
successive correction method proposed by Bratseth [1986].The
scheme was developed for three-dimensional multivariate
analysis of the atmosphere. The basic idea is similar to statis­
tical interpolation [Hollingsworth, 1987], which is commonly
used for operational data analysis in atmospheric models at a
number of meteorological centers, including DNMI. A simpli­
fied version of the scheme was developed for the assimilation
of altimeter wave heights [Brcivik and Reistad, 1994]. The wave
data assimilation requires the complete wave model spectrum
to be updated. Since wave height depends only on the total
wave energy, some prcassumptions about the shape of the
wave spectrum have to be made, and the wave height assirni-

Table 3. Statistics for TSS ERS-1/2 Wave Spectra,
September 11 to November 27, 1995

TSS ERS-1/2 Total Sea Wind Sea Swell

Number of entries
SAR." m
Bias (SAR - model)," m
Standard deviation." m
Correlation coefficient."
SAR.' s
Bias (SAR - model)." s
Standard deviation," s
Correlation coefficient,"

715
3.96
<U7
0.53
0.93
10.27
0.59
1.62
0.58

707
1.59

-0.04
0.12
1.00
5.08

-(J.05
0.21
I.OU

715
3.40
0.48
0.57
0.88
10.74
0.78
1.65
0.58

TSS is Tromso Satellite Station.
"Mean SWH.
"SWH.
'Mean PP.
"PP.

lation therefore works as a scaling of the wave energy while
preserving the ratio between wind sea and swell. With the
inverted SAR spectra, full-directional wave spectra arc avail­
able, and the assimilation may be carried out without pre­
defined assumptions about the spectral shape.
The analysis starts with a first-guess field of wave spectra on

the model grid derived from a wave model short forecast. This
field is then corrected by the available observations. The
method is based on the modified successive correction method
[Bratscth, 1986],which uses two iterative equations where wave
energy values for iteration number 11 + I are derived from
iteration number 11 according to

N

E,1il' +I)= 1:.;;1(v)+ 2:: a,,[EJ'- £j1(11)] (3)
/---[

N

I I

Herc the successive corrections are performed both for model
grid points (with subscript x) and observation points with sub­
scripts i and j. The wave energy E = E ( t. H) is as a function
of frequency and direction. Superscripts () and A refer to
observed and analyzed values, and N is the number of obser­
vations. The iteration is initiated by a spatial interpolation of
the first-guessvalue to the observation points; that is, £;1 ( u = 0)
is E, (first guess) interpolated.
The analysis weights, a ii and a,1, are functions of model and

observation error covariances and are specified for each fre­
quency, I,

ai ] )If= [111(f),1 + d(f),,]/M(f), (5)

a(f),, = 111(/'),,/M(f), (6)

where m ( f) ij is the clement of the first-guess error covariance
matrix and d( f L, is of the observation error covariance ma­
trix. M (f )1is calculated as a function of 111(f )ii and d ( f)ii in
a way that makes (4) converge. In (3) and (4) it is important to
note the inclusion of the iteration variable Ej1 defined at the
observation points, which distinguishes this modified succes­
sive correction scheme from earlier successive correction
schemes. This variable converges to the observed values for
large 11, and in this modified scheme the analysis £~1converges
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Figure 3. Scatterplots of inverted Tromse Satellite Station (TSS) spectra, swell part against WINCH model
data.

(for large v) toward the result of statistical interpolation [Brat­
seth, 1986].

The iteration ((3) and (4)) is performed on each (f, tl)-bin
independently, which is equivalent to assuming that the first­
guess errors in different (f, e )-bins are uncorrelated. This is
not correct since energy in different bins is linked by nonlinear
interaction within the wave systems and by the wind forcing.
However, a proper description of the error correlations is
complicated. A statistical model of the first-guess error corre­
lations could be obtained by analysis of a large number of wave
models and accurate observation spectra. An ideal model for
the error correlations would be situation dependent since en­
ergy in different parts of the spectra would origin from differ­
ent wave systems.
An alternative way of performing the analysis would be to

divide the spectrum into a small number of distinct partitions
characterized by bulk wave parameters like the total energy,
mean frequency, and direction and then perform the analysis
on each of the partitions. This is equivalent to assuming that
the model errors of different partitions are uncorrelated, which
would be justified if one could assume that the partitions rep­
resented separate wave systems originating from independent
meteorological systems. The method is described by Hassel­
mann et al. [1994, 1997] and implemented and tested on sev­
eral cases with spectral buoy observations by Voorrips et al.
[1997]. Another aim of the method is to drastically reduce the
number of variables to be analyzed. This is important when
statistical interpolation, which is computer intensive, is used
for the analyses but less important for the successive correction
method used here. A main problem with this way of modeling
the spectral correlations is how to assign each partition of the
observed spectrum to the correct partition of the first-guess
spectrum. Some ad hoc method, which cannot be strictly jus­
tified, has to be chosen to define this assignment. Such assign­
ment methods are prone to errors when there are large differ­
ences between observations and the first guess.

In the absence of any well-justified general model for spec­
tral component error correlations, we chose to keep the sim­
plicity of independent analysis of each bin, although this is not
an optimal choice. Evaluating the analyzed spectra in numer­
ous cases has shown that this works well in terms of reproduc­
ing realistic spectral shapes. Two examples are given in Figure
6 showing model first guess, SAR image mode spectra, and the
analyzed result for an observation point.
The analysis method with individual correction of energy in

each bin within a certain influence radius might in some cases
lead to negative energy. In these cases the energy in the actual
bin is set to zero, and the iteration continues.

Since there is no spatial overlap between the SAR observa­
tions, we assume that the errors in different observation points
are uncorrelated, i.e., that d(f);1 = 0 for i =/= j. In the
observation error covariance matrix we then only need the
diagonal elements, the observation variance, and d(f);; =
[u(f)0]2, where u(f)0 is the standard deviation of the ob­
servation errors, assumed constant for all SAR observations.
We assume a Gaussian form of the first-guess error spatial

correlation

, [ rt ]m(f);i = u(f)9- exp -2b(f)2 (7)

where u(f F is the standard deviation of the model errors; ru
is the distance between observation points i and j; and b (f) is
the radius of influence, a typical distance for which the model
errors become decorrelated. In order to determine the size of
the influence radius b (f), experience from the assimilation of
altimeter wave heights has been used [Breivik and Reistad,
1994]. From collocated WINCH model first guess and altime­
ter significant wave heights from January to April 1994 the
first-guess error covariance function for wave heights was de­
rived empirically. The influence radius in a Gaussian covari­
ance function similar to (7) was found to be around 200-250
km. Significant wave height is related to the wave energy inte­
grated over frequencies and direction, and it is reasonable to
assume that the spatial scale of the errors in the first-guess
energy spectra is of similar size. In the present case the influ­
ence radius has been set to depend on frequency so that long
wave information from the observations influence a larger area
of the analyzed field than shorter waves. The influence radius
is thus ranging from 300 km forf = 0.04 Hz to 180 km at 0.11
Hz and 60 km at 0.24 Hz.
The method assumes that the first-guess and observation

errors are uncorrelated. This is not fully correct since the
first-guess background has been used in the inverted spectra
for high frequencies as described in the previous section. The
effect on the analysis will be that for this part of the spectrum
the relative confidence in the first guess will increase. If SAR
spectra were to be used in the analyses together with other
independent wave observations, the weight of the first-guess
information would increase compared to the observations. To
avoid this, the weights in (5) are reduced by a certain multi-
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plication factor R, equal to the one used to merge first-guess
and observation spectrum given in section 2.1. The effect is
that no information from the wind sea part of inverted SAR
wave spectra is used, consistent with the results shown in sec­
tion 2.3 that this part of the spectra contains little new infor­
mation. Consequently, there is no need for updating the wind
input at the analysis time, e.g., similar to what is done when
analyzing altimeter wave heights measurements [Breivik and
Reistad, 1994].

The relative magnitude of the standard deviation of the
errors rI( f )-'' and <r(f )" determines the relative influence of
first guess and observation at observation point. For available
analyses where a larger number of data has been used to derive
statistics for the quality of SAR wave data (e.g., section 2.3 ),
the observations have not been compared to a "true" value hut
to numerical wave models. Such comparisons are influenced hy
both errors in the model and errors in the observations and are
insufficient for estimating the observation error contributions.
The standard deviations of differences of significant wave
heights from the model are less for the SAR (Table 1) than for
the Gullfaks and Ekofisk measurements (Tables 4 and 5) and
the altimeter measurements (Table 7), which indicates that the
accuracy of the SAR data compared to a "model truth" is
better than for the other instruments. Because of this and the
strict quality control described above we choose to have high
confidence in the observations when assimilating them in the
long wave part of the spectrum, and we choose rr( f )'' =
3u(f )".More studies are needed to decide how near this is an
optimal choice.

4. Case Studies
Below, three cases arc studied in more detail in order to
investigate the impact of assimilating inverted SAR wave spec­
tra. The results arc not evaluated against independent mea­
surements. The intention is to demonstrate how the model/
assimilation system absorbs the information in the presence of
wind forcing and to demonstrate that it can be utilized in the
proceeding model forecast. In the first two cases, spectra de­
rived from TSS image mode spectra are used. In these cases
the wave model is run with analyzed winds from HIRLAM.
The third example is from the parallel runs with assimilation of
wave spectra derived from wave mode data received on GTS.
These runs are carried out in near-real time, and the wave
model is again advancing forward in time using wind prognoses
from HIRLAM. SAR data arc assimilated in the wave model
every second hour when available.

Table 4. Assimilation Run and Operational Run Compared
to Gullfaks Wave Heights (MIROS Radar) From
November 1, 1995, to January 29, 1996

Mean RMS Correlation
Forecast Mean SWH. m SWH, m Coefficient
Length, Observations
hours SWH,m noasm asm noasm asm noasm asm

0 (analysis) 3.11 3.55 3.55 0.80 0.78 0.89 0.90
3-12 3.09 3.44 3.44 0.80 0.79 0.87 0.88
15-24 3.08 3.31 3.31 0.81 0.80 0.85 0.86
27-36 3.06 3.24 3.23 0.81 0.80 0.84 0.85
39-48 3.03 3.20 3.20 0.82 0.82 0.84 0.84

Assimilation run is asm, operational run is noasm. and root-mean­
square is RMS. Number of entries is 671.
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Table 5. Assimilation Run and Operational Run Compared
to Ekofisk Wave Heights (Wave Buoy) From November I,
1995, to January 29, 1996

Mean RMS Correlation
Forecast Mean SWH, m SWH.111 Coefficient
Length, Observations
hours SWH.111 noasrn asm noasm asm noasm asrn

0 (analysis) 2.50 2.% 2.95 0.70 0.69 0.91 0.91
3-12 2.48 2.81 2.80 0.63 0.62 0.89 0.90
15-24 2.46 2.70 2NJ 0.61 0.60 0.88 0.89
27-36 2.46 2.68 2.67 0.63 0.62 0.87 0.87
39-48 2.47 2.h5 2.65 0.66 0.66 0.85 0.85

Number of entries is h71.

The first case is from October 19, 1995, with SAR image
mode spectra northwest of Scotland around 1150 UTC. The
inverted SAR wave spectra have less wave energy than the
first-guess spectra from the WINCH model giving a reduction
in significant wave height up to 1 m. The peak wave direction
is shifted 12° toward the north. To give an impression of the
wind input driving the wave model, the mean sea level pressure
map at October 19, 1995, 0000 UTC is shown in Figure 4.

Figure 5 shows isolines of the difference of significant wave
height between the run with assimilation and the run without
assimilation 2, 6, 12, and 18 hours after the assimilation. An

Figure 4. Mean sea level pressure map at October 19, 1995,
0000 UTC.
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Figure 5. Differences in significant wave height between model runs with and without assimilation (a) 2, (b)
6, (c) 12, and (d) 18 hours after the assimilation.

eastward moving area of differences larger than 0.5 m is
present the first 12 hours. After 18 hours the difference is
reduced to about 0.3 m, partly because the area of maximum
difference reaches Shetland, where there is a land point in the
wave model, and partly because the waves are influenced by
the wind input from HIRLAM, which is identical for the two
runs. After 24 hours most of the influence has disappeared.

In the second example from November 4, 1995, there are
SAR image mode spectra northeast of Iceland and northwest
of Scotland. In this case the SAR wave spectra have more
energy than the first guess model spectra. Examples of spectra
are seen in Figure 6. Model first guess, SAR wave spectra, and
assimilated spectra are shown for two positions. The wave
height increases from 2.5 to 3.2 m in the first point and from
3.7 to 4.2 m in the second point. Figure 7 shows differences
between model runs with and without assimilation 2, 6, 12, and
18 hours after the analysis. From Figure 7 it is seen that the
largest differences are about 0.8 m and occur northeast of
Iceland. Although the differences shortly after the assimilation
time are larger than in the first example, the differences de­
crease more rapidly, and 12 hours after the assimilation the
maximum difference is only 0.3 m. This indicates that the parts
of the wave spectra that are changed by the assimilation are

more influenced by the wind during the first hours after assim­
ilation than in the first example.

In the last example, with assimilation of wave mode data
from November 22, 1995, there are two passages of assimilated
ERS observations. In an area off the northern Norwegian coast
the wave energy is significantly reduced by the assimilation.
Figure 8 shows the first-guess and wave mode spectra at 2000
UTC, and Figure 9 shows the impact on the forecasts. Four
hours after the analysis time (0000 UTC, November 23) the
maximum reduction of significant wave height is about 1.3m in
the area outside northern Norway. The other observations are
between Scotland and Iceland, and here the model run with
assimilation has more than 0.6 m lower wave heights at 0000
UTC. In the north the area influenced by the assimilation
propagated toward ice-covered areas southeast of Svalbard.
Even 16 hours after the assimilation (1200 UTC, November
23) there is more than a 0.7 m difference in wave height. Later,
the area of maximum difference reaches the ice-covered ocean,
which is treated as land in the model. The differences in wave
heights between Iceland and Scotland are moving east, and 22
hours (1800 UTC) after the assimilation, the maximum differ­
ence was about 0.3 m.
These three cases, which are picked because of significant
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b

Figure 7. Differences in significant wave height between model runs with and without assimilation (a) 2. (b)
6, (c) 12, and (d) 18 hours after the assimilation.
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a

c d

Figure 9. Differences in significant wave height between model run with and without assimilation (a) 4. (b)
IO. (c) 16, and (d) 22 hours after the assimilation time.

differences between model first-guess and observations, show
that the information is well assimilated with an area of impact
characterized by the influence radius. The information is fur­
ther propagated by the model and seen up to 24 hours after
assimilation. The impact gradually decreases as new wind input
enters the model or the wave systems reach the coast or areas
covered by sea ice.

5. Experience From 4 Months of Assimilation
of ERS Wave Mode
A wave model routine with assimilation of wave mode wave
spectra from ERS-1 and ERS-2 was run in parallel to the
operational model run from October 1995 to January 1996.
The results from the assimilation run (asm) and the opera­
tional run (noasm) was compared to in situ measurements of
significant wave heights (SWH) from two platforms in the
North Sea (Gullfaks and Ekofisk) and with the ERS-2 altim­
eter SWH measurements. Data from analysis and forecasts up
to 24 hours were compared, and SWH is the only evaluated
parameter. Since the forecast SWH field depends not only on
the initial SWHs but also on wave propagation and hence the

complete spectra, the result for SWH is actually a measure of
the quality of assimilating all spectral components.
The in situ SWH arc 3 hourly with 0.5 m resolution. At

Gullfaks the waves arc measured by a MIROS radar and at
Ekofisk by a wave buoy. Table 4 and Table 5 show the mean
SWH from the measurements and the model data, the root­
mean-square (RMS) difference, and the correlation coefficient
for the validation period November I, 1995. to January 29,
1996. The statistical parameters arc given for model data at
analysis time and for four different forecast intervals (3-12,
15-24, 27-36. and 39-48 hours).
There is only a very small effect of the assimilation of SAR

data. The limited effect is partly due to the relatively small
number of SAR observations, approximately nine observations
per day in the whole integration area for the model. Moreover.
as seen in the previous chapter, the influence of the observa­
tions is roughly limited in space by the size of the influence
radius. To get large increments caused by the SAR observa­
tions on specific locations such as the North Sea platforms. one
actually needs nearby SAR observations, which arc indeed very
few.

Because of the on average small increments between asm
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Table 6. Assimilation Run and Operational Run Compared to Ekofisk Wave Heights
From November 1, 1995, to March 6, 1996

Mean RMS Correlation
·Mean SWH,m SWH,m Coefficient

Forecast, Number of Observations
hours Entries SWH,m noasm asm noasm asm noasm asm

0 56 2.74 3.38 3.37 0.90 0.87 0.83 0.88
3-12 32 2.41 3.00 3.12 0.94 0.88 0.84 0.87
15-24 16 2.75 3.30 3.42 0.92 0.94 0.67 0.68

Comparisons are for situations where the difference in SWH between asm and noasm exceeds 0.3 m.

and noasm it is difficult to assess the statistical significance of
the improved correlation coefficients from the data given in
Tables 4 and 5, where only small changes occur in the last
presented digit. It is more interesting to assess this on data sets
with larger changes caused by the observations. To assess the
possibility that the improvements caused by the SAR assimi­
lation occurred by chance, we define for each in situ observa­
tion two quantities x = asm - noasm and y = obs - noasm,
which arc the changes caused by the SAR assimilation and the
deviation of the reference in situ observation from the refer­
ence run, respectively. The null hypothesis is that the SAR
assimilation changes are purely random and hence that x and
y are uncorrelated. The computed correlation coefficient
(Pearson's r) between x and y will, because of the sampling
variability, in general differ from the real correlation (equal to
zero if the null hypothesis holds). The sampling distribution for
r may be expressed in terms of the related variable z' = 1I2
In [( 1 + r)/( 1 - r)], which has a normal distribution with
standard deviation u0• = I/~, where n is the number
of observations.

In Table 6, with data from Ekofisk, only situations where the
difference between asm and noasm exceeds 0.3 m are included
in the statistics. There are relatively few cases. For the short
forecasts, there is an improvement both in RMS and correla­
tion. However, for the longer forecasts the RMS is slightly
increased in asm compared to noasm. Computing the correla­
tions between x and y defined above, we find correlation co­
efficients of 0.8, 0.4, and 0.1 for 0, 3-12, and 15-24 hours,
respectively. Computing the corresponding z' values and u2•

based on the number of observations, we find that for reason­
able levels of significance the improvements for the 0 and the
3-12 hour forecasts arc statistically significant, while the small
improvement found for 15-24 hours is not. Because of this we
cannot put any confidence in the small degrading in the RMS
found with SAR assimilation for these long prognoses.
The two runs have also been compared to SWH measure­

ments from the ERS-2 altimeter. Results from October and
November 1995 are presented in Table 7. Altimeter data are
received in near-real time via GTS. Altimeter SWH observa­
tions have been operationally assimilated in WINCH since
1993.However, for the test period when the observations have
been used to evaluate the SAR impact, assimilation of altim­
eter SWH has been switched off in order to ensure that the
altimeter data is an independent data source for evaluating the
model runs.
The distance between each altimeter observation on the sea

surface is - 7 km. For the present evaluation, along-track av­
erage values over -50 km have been used. Two forecast inter­
vals, a short prognosis (2-12 hours) and a long prognosis
( 14-24 hours), are evaluated. As seen from Table 7, there are

virtually no increments from assimilating ERS wave mode
spectra on the average forecast results compared to altimeter
wave heights. When interpreting these numbers, one must
keep in mind that there are two effects which will make the
impact somewhat less than if the observations were sampled
randomly. First, the impact of ERS SAR assimilation is rather
local, and the ERS altimeter data are necessarily located to the
side of the wave mode observations. ERS-2 altimeter observa­
tions are 250 km to the left (relative to the satellite track
direction) of the ERS-2 wave mode observations and even
farther away from the ERS-1 wave mode data. Second, within
the 2-12 hour interval most altimeter observations in our area
turn out to appear near the end, 10-12 hours after the assim­
ilation.
In Table 8 and Figure 10, only situations where the absolute

difference between asm and noasm exceeds 0.5 m are included
in the statistics. Data are taken during the period from October
1, 1995, to January 9, 1996. This reduces the number of cases
dramatically. As seen from the table, the assimilation in these
cases gives a small, but positive impact. For the short prognosis
the standard deviation of errors is reduced by 0.13 m, and the
correlation coefficient is increased by 0.08. For the long prog­
nosis the bias in these cases is reduced by 0.43 m, which is a
large improvement.
To see if the improvements are statistically significant, we

again compute the correlation between the x and y defined
above. We find a correlation coefficient of 0.6 for both the
short and long prognosis. Using the method described above
involving z', we find that a positive effect is statistically signif­
icant in both cases, even if the actual numbers are subject to
sampling variability. This shows that for the few cases where
SAR data are available, they have a potential for improving the
wave forecast.

Table 7. Assimilation Run and Operational Run Compared
to ERS-2 Altimeter Wave Heights From October
and November 1995

Short Prognosis Long Prognosis

noasm asm noasm asm

Number of entries 15,143 15,143 15,143 15,143
Mean altimeter," m 2.42 2.42 2.42 2.42
Mean model," m 2.76 2.76 2.70 2.69
Bias (altimeter - model)," m -0.34 -0.34 -0.28 -0.27
Standard deviation," m 0.64 0.64 0.63 0.63
Correlation coefficient," 0.87 0.87 0.86 0.86

The comparison is carried out for two forecast intervals, short (2-12
hours) and long (14-24 hours).
"SWH.
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Table 8. Assimilation Run and Operational Run Compared
to ERS-2 Altimeter Wave Heights From Octoher 1, 1995,
to January 9, 1996

Short Prognosis Long Prognosis

noasm asm noasm asm

Number of entries 190 190 95 95
Mean altimeter:' m 2.38 2.38 2.28 2.28
Mean model," m 2.72 2.67 2.86 2.43
Bias (altimeter - model)," m -0.34 -0.30 -0.59 -0.16
Standard deviation," m 0.79 0.66 0.53 O.S:l
Correlation coefficient." 0.75 0.8:1 0.80 0.86

The comparison is carried out for two forecast intervals, short (2-12
hours) and long (14-24 hours), for situations where the difference in
SWH between asm and noasm exceeds 0.5 m.
"SWH.

6. Conclusions and Recommendations
In this paper we have considered the impact of including in­
verted ERS-1 and ERS-2 SAR spectra in the operational wave
model at the Norwegian Meteorological Institute. Operational
use of inverted SAR spectra needs a careful data control. The
fairly simple automatic data control implemented in the
present system works satisfactory and eliminates spectra that
have no wave features or contain excessive noise. Ahout 500
of the data are rejected by the data control.

There appears to he useful information about wave height
and wave period in the swell part of the inverted spectra hut,
somewhat surprisingly, relatively little new directional wave
information compared to what the wave model already gives.
For wave spectra derived from image mode ERS data deliv­
ered through TSS, evaluation of wave heights and periods
against WINCH shows that the main contrihution of the oh­
servations is increased swell energy in cases with low significant
wave height.

The relatively simple assimilation method, where the energy
in every frequency and directional hin is analyzed separately,
works technically well in an operational environment. The new
information gained from the SAR spectra arc kept in the
model for more than 24 hours in some cases as shown in
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section 4. However, the situations studied in section 4 arc
picked because of significant differences from the reference
background run without SAR data. Usually, the differences
from the background analyses without SAR are smaller.

Evaluated against independent wave measurements in the
North Sea and ERS-2 altimeter wave heights. the assimilation
is only to a limited extent capable of improving the average
results at a given location. There arc several reasons for the
low average impact. First, there arc very few observations,
typically two-three observations in each assimilation cycle. As
mentioned in section 2.1.1, only every second AMI wave mode
product is distrihutcd on GTS. In addition. the automatic data
control procedure, which is run operationally prior to the in­
versions in order to remove excessive low wavenumhcr noise
and spectra with no definite wave features. removes ~50% of
the received data. Second, some information from the wave
model is used in the derivation of SAR wave spectra, and the
amount of new information included in the wave model spectra
hy assimilation of a SAR spectrum is limited. This might he
improved by new methods of deriving wave spectra from SAR
without any prior wave model information, like in the cross­
spectrum method [Engcn and Johnsen, 1995]. The current al­
gorithm for the ERS AM I wave mode excludes utilization of
this method, hut this will he improved for the wave mode
products from ENVISA T scheduled for 1998. A third impor­
tant reason for limited impact is the fact that the model (and
real-world) wave fields arc strongly controlled by the input
wind field. A short time after the start of the wave forecast the
input wind field has much more influence on the sea state than
the initial state itself. The effect of correcting the initial state
therefore gradually fades away. It is only for swell. propagating
undisturbed hy the wind, that new information introduced hy
the assimilation of observed spectra will he kept in the model
for a long time. Since the inverted wave spectra only contains
long wave information, there is little to obtain by correcting the
wind at the analysis time. However. improved results can be
expected when assimilation methods taking the time develop­
ment or the total wind and wave field into account arc opera­
tionally available [see, e.g., de las Heras et al., 1994; Bauer et al.,
1996].
The somewhat negative conclusion is therefore that assirni-

Figure 10. Scatterplots comparing ERS-2 altimeter SWH with model forecasts, 2-12 hours, from the
operational run (noasm) and the assimilation run (asm) for situations where the absolute difference in SWH
between asm and noasm exceeds 0.5 m.
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lation of SAR sea state data in the operational Norwegian
wave model, with the present analysis system and the present
ERS coverage and data amount received on GTS, is not suf­
ficiently useful to warrant an operational setup. It is, however,
quite likely that new SAR processing methods (e.g., the cross­
spectrum method), together with increased data coverage from
additional satellites, may enable an assimilation system for
waves with a significant positive impact. In fact, the positive
impact from assimilation of radar altimeter wave heights [Brei­
vik and Reistad, 1994], for which the data coverage is much
higher, does indeed show the potential for satellite observa­
tions to improve wave analysis and forecasts.
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The effect of assimilating ERS-1 fast delivery wave data
into the North Atlantic WAM model
E. M. Dunlap, 1 R. B. Olsen,2 L. Wilson,' S. De Margcrie, 1 and R. Lalbeharry"

Abstract. The launch of the European ERS satellites has provided a new source of wave
information that is particularly suitable for use in improving wave forecasts in the open
ocean. We have implemented and tested a simple system for assimilating corrections to
model wave fields produced by the WAM model, where the corrections are derived from
inverted synthetic aperture radar (SAR) image spectra from ERS-1. Corrections arc
applied to significant wave height, mean period and direction for wave modes that arc
detectable in both the model and the SAR data. The system has been tested in a storm
situation and in moderate conditions using buoy data and altimeter data, as well as SAR
observations for verification. Overall, it is demonstrated that the net effect of assimilating
SAR data is beneficial but very small. The small impact is due at least partly to relatively
small spatial and temporal coverage of the SAR wave mode data. Locally larger impacts
were found in the storm situation in individual cases where SAR observations were
collocated with independent buoy observations.

1. Introduction
Up until a few years ago, ocean wave models were run

without the use of any wave observations, Model simulations of
wave growth, propagation, and decay were obtained using ma­
rine winds as input, either as a series of analyses ("hindcast
mode") or as forecast winds from an atmospheric model
(vforccast mode"). Wave observations were not used for two
reasons. First, wave models have been shown to simulate the
wave field quite well if they arc driven by a consistent high­
quality wind field [Graber el al .. 1994]. Second, so few wave
observations were available that they could not he expected to
have a significant impact on regional or ocean basin scale wave
simulations. With the launch of ERS-1 in July 1991 the spatial
and temporal coverage of wave observations increased dramat­
ically, making their use to initialize wave models operationally
practical. ERS-1 (and recently ERS-2) wave observations arc
available in two forms, wave heights from the radar altimeter.
and estimates of the two-dimensional (2-D) wave spectrum
from the active microwave instrument (AMI) operating in syn­
thetic aperture radar (SAR) mode. The latter offers the op­
portunity of obtaining real-time wave observations that arc the
most complete and consistent with the output of a wave model.
an estimate of the two-dimensional spectral wave energy.

The general purpose of data assimilation is to change a
model's estimate of the state of its geophysical variables to­
ward their true state, using information obtained from obser­
vations. Both model and data are assumed to contain errors,
which must he accounted for in the assimilation procedure.
With remotely sensed observations it is often the case that the
geophysical variable is not directly observed: its values must he
inferred or estimated. The raw SAR mode data from ERS-1
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'Satlantic. Inc.. Halifax. Nova Scotia. Canada.
-'Atmospheric Environment Service. Environment Canada. Dorval.
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arc in the form of radar backscatter measurements. The 2-D
SAR image spectra estimated from analysis of spatial patterns
in the SAR image intensities are known to he a representation
of the corresponding ocean wave spectra, subject to certain
limitations. Hasselmann and Hasselmann [1991] (hereinafter
referred to as HH) were the first to propose a practical and
robust scheme for translating SAR spectra into ocean wave
spectra. The HH algorithm accounts for the limitations of the
SAR spectrum and produces a SAR enhanced estimate of the
ocean spectrum by systematically combining the SAR informa­
tion with estimates of the ocean spectrum from a wave model.
The wave model can be expected to provide a full spectrum
that is spatially consistent and consistent with the physics of
wave growth, propagation, and decay, while the SAR spectrum
can be used to correct for errors in the model simulation due,
for example, to inaccuracies in the input wind field. The HH
algorithm has been run through many thousands of ERS-1
SAR images and has been shown to function reliably [Bruning
el al .. 19lJ4a].

The HH algorithm provides an estimate of the ocean spec­
trum from SAR data at the SAR observation location. The
process of data assimilation also must include a systematic
means of correcting the model wave spectra at all locations
within a reasonable range of influence of the observation site.
Two-dimensional interpolation methods have been in use in
meteorological applications for many years. For example,
Cressman-type methods [Cressman, 1959] are the simplest and
involve simple interpolation of the differences between model
estimates ("first guess") and the observations to nearby grid
points using a weighting function that is inversely related to the
distance of the observation site from the grid point. If the
weights arc determined using the error statistics of the model
and their spatial correlation, the method is known as optimum
interpolation [Gamlin, 1963]. Collectively, these methods are
referred to as sequential insertion methods, since the strategy
is to run the model forward in time, stopping at regular inter­
vals to assimilate data that arc available and all valid at about
the same time, then continuing the model run with the cor­
rected model state.
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Data assimilation methods used so far in wave modeling are
of the sequential insertion type and have been applied mostly
to altimeter data. Examples are the assimilation of Seasat
altimeter wave heights into the U.K. Meteorological Office
global wave model [Francisand Stratton, 1990] and the assim­
ilation of altimeter wave heights into the wave model WAM
[Lionello et al., 1992]. Ideally, one would like to combine the
algorithm that matches the first guess and observation at the
observation point with the assimilation step, which spreads the
corrections spatially. In meteorological applications this is now
being accomplished by 3-D variational methods [e.g., Tala­
grand and Courtier, 1987]. The variational approach is being
pursued actively in operational meteorological data assimila­
tion applications in many national weather centers, but its
application in wave data assimilation is so far limited to tests
with idealized data (see for example, de las Heras and Janssen
[1992]). Variational assimilation will probably be the optimal
methodology in wave assimilation as well, but it is more com­
putationally demanding than the older methods. We have thus
opted for this first wave data assimilation system to adopt a
step-by-step approach, to use methods which had already been
tested in wave applications before embarking on experiments
with new methods applied to a new data source.

Our goal was to develop a data assimilation system that
would be sophisticated enough to give an initial assessment of
the impact of SAR wave data on analyses and forecasts from
the WAM model. To accomplish this, we put together a full
assimilation system by adapting simple assimilation methods
and tested it on a variety of North Atlantic cases, including
both specific extreme storms and nonstorm situations. The
results of these tests arc described in this paper. First, the
design and construction of the assimilation procedure is de­
scribed; then results arc shown for one storm case, the "Storm
of the Century," and for a I-month period of regular wave
forecasts.

2. Assimilation System
Our assimilation system consists of three main components:

the wave model WAM, the SAR data preprocessor, and the
assimilation module. The assimilation module consists of two
main subcomponents: SAR inversion at observation points and
interpolation of SAR-induced corrections within the model
grid domain. The following sections describe all these compo­
nents.

2.1. WAM
In this study we have used the wave model WAM, described

by the WAMDI Group [1988] with a coupling to the atmo­
spheric boundary layer following Janssen [1991]. This version
of WAM, referred to as Cycle-4, was implemented on a 1.0° X
1.0° latitude-longitude grid that covers the northwest Atlantic
extending from 25°N to 70°N and from 80°W to l5°W and
includes 2318 water points. The model simulates the 2-D spec­
trum of wave energy discrctised into 24 directional bands, 15°
wide, and 25 frequency bands logarithmically spaced from
0.042 Hz to 0.41 Hz with an increment-to-frequency ratio equal
to 0.1.

2.2. SAR Data Processing
The ERS-1 and 2 satellites carry the active microwave in­

strument package as their main payload. In the SAR wave
mode the AM I acquires signal data to produce a SAR image

(imagette) every 200 km along track. Each imagette is nomi­
nally 5 km x 5 km. The across-track position of the imagette is
programmed by the European Space Agency (ESA) within the
100-km SAR image mode swath. The imagettes are subse­
quently transformed into image spectra using a fast Fourier
transform (FFT)-based approach. The spectral calculations
are performed on intensity images (amplitude squared) where
the mean value has been subtracted. For a more detailed
description, see Brooker (1994]. A Hamming window is applied
to the data prior to the FFT, and the data are subsequently
zero-padded to a sample size of 512 X 512 values before
applying the Fourier transform. The resulting spectrum in Car­
tesian coordinates is converted to polar coordinates on a scale
that is logarithmic in wave length, sampled at 12wavelengths,
and specified in 12 directions between 0° and 180°, rescaled to
eight bits on a linear scale. The sampling is designed to match
the typical spectral representation used in global wave forecast
models such as WAM. The spectra are also filtered to wave­
length limits of 100 m to 1000 m. The data are subsequently
transmitted to ESA/European Space Research Institute
(ESRIN) for compilation of global data sets and redistributed
to national users. In Canada the data are received at the
Atmospheric Environment Service (AES), where they are de­
coded and converted into a format suitable for ingestion into
the Assimilating WAM model, AWAM. During the conversion
process, the data are sorted and divided into files, each con­
taining 3 hours worth of data, centered on each WAM model
time step. This procedure also filters out data from outside the
model domain.

2.3. Inversion
In order to extract ocean wave information from SAR wave

data, the mechanisms by which SAR images ocean surface
waves must be known. These mechanisms have been discussed
extensively in the literature [e.g., Jain, 1981;Alpers, 1983;Has­
selmann et al., 1985;Alpers and Bruning, 1986;Hasselmann and
Alpers, 1986; Bruning et al., 1990, 1994b; Jacobsen and Hegda,
1994]. The predominant backscattering mechanism at inci­
dence angles encountered with a spaceborne SAR is attributed
to Bragg resonant scattering from short surface ripples [Has­
selmann et al., 1985].This backscattering is modulated by three
major processes, which contribute to long wave imaging: tilt·
modulation, hydrodynamic modulation and velocity bunching.
The first two are related to the occurrence and local imaging
geometry of scattering elements on the ocean surface which
vary across the larger ocean waves. Wave orbital motion results
in a shift of the backscattering elements, "bunching" them in
the SAR image to form wave patterns. This is an effect that is
specific to coherent imaging systems such as SAR. The relative
importance of the modulation mechanisms is dependent on the
propagation direction of the ocean surface gravity waves rela­
tive to the radar look direction, the sea state, the viewing
geometry, and the satellite height and velocity. The velocity­
bunching effect is proportional to the gradient of the radial
orbital wave velocity in the azimuth direction.

One of the main limitations of SAR wave data results from
the fact that the velocity-bunching effect is nonlinear [Hassel­
mann et al., 1985], which causes rotation of the spectra toward
the range direction and stretching [Briining et al., 1990]. An­
other limitation is the incompleteness of the ocean wave in­
formation contained in SAR image data. Loss of scene coher­
ence due to orbital motion and the limited lifetime of the
scattering elements leads to a loss of resolution in the azimuth
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direction [Vachon et al., 1989. 1993 ]. resulting in a scene­
dependent loss of SAR imaging capability in the higher­
azimuth wave numbers. SAR spectra therefore typically exhibit
a cutoff in energy along the azimuth wave number axis that is
dependent on sea state and wind speed. Furthermore, the
ERS-1 SAR wave mode spectra arc generated from single
frames of imagery. producing a 180° ambiguity in the wave
direction.

In the present approach we use the pure nondispersive ve­
locity-bunching theory. The extension to a dispersive case is
rather straightforward [Krogstadet al.. 1994 ]: however. it would
introduce an additional azimuth spectral cutoff factor and is
neglected for simplicity of calculation. The scanning distortion
due to the motion of the surface during the scanning. which
may be significant for airborne SAR [Krogstad et al., 1994;
Krogstad, 1992; Raney and Lowry, 1978] is negligible for satel­
lite-borne SAR and is therefore neglected.

The HH SAR spectral inversion technique, which takes into
account the limitations inherent in SAR wave data, is now a
well-established procedure [H H: Krogstad, 1992: Bao et al..
1994: Bnuiing and Hasse/111a1111.1993: Bruning et al., I994b;
Engen ct al.. 1994; Hassclniann et al.. 1996] and will not be
described in detail here. In summary. the inverted SAR spec­
trum is obtained by a process of optimization based on the
nonlinear transform from the ocean wave spectrum to the SAR
image spectrum. This transform expresses the nonlinear effects
of velocity bunching as a closed form integral. The a priori
estimate of the wave spectrum (which is necessary to provide
the information missing in SAR data) is supplied by a wave
model. in our case WAM.

The nonlinear relationship between the image spectrum
Ss,\R and the ocean surface wave spectrum swavc may be
expressed generically as

Because of the limitations described above, this is not a one­
to-one mapping.

The inversion scheme is based on the cost function and
weighting functions defined as follows:

with the relative weights defined following HH. The shape of the
data weight function Ws,,R(k) = S~,,1{(k) was selected to sup­
press the noise part of the observed SAR spectrum s~AR• while
the main role of the weight W,..,Jk) = µ(B + min(S""'Jk),
S'.~avJk)))- 1 is to remove the 180° ambiguity in the SAR image
spectrum. The term in the cost function measuring the distance
between the simulated and observed SAR spectrum gives iden­
tical values for the spectral components at the locations k and
- k. However. the term measuring the distance between the
fitted wave spectrum and first-guess spectrum will give very
large values to low energy spectral components and will favor
the wave component at the peak location. The role of a small
constant B is to avoid numerical infinity when the spectrum
vanishes. The constant µ = I0 -' max ( (S~,,_1{)') gives a low
relative weight to the first-guess term in the cost function./,
and also assures the dimensionless form of./. Other choices
of weight functions used to control relative weighting of terms
in the cost function arc also possible [Engen et al., 1994; Krogs­
tad et al.. 1994: Lasnier et al., 1994].

The SAR inversion algorithm described above results in a
spectrum that combines information from the SAR, within the
wave number band it is capable of sensing, and information
from the first-guess wave spectrum. The end result of the
inversion procedure in some cases leads to nonphysical discon­
tinuities in the transition zone between the SAR capable wave
number band and high wave numbers. The proposed remedy
for this problem [Hassc/mann et al.. 1996] implies additional
adjustments of the first-guess wave systems at each inversion
step. which requires additional computer time and was not
implemented here.

(I)

2.4. Assimilation
The assimilation is carried out using a simple two-step

scheme [Hasselmann et al., l 994; Komen et al., 1994] in which
the corrections introduced by SAR wave data arc first com­
puted at the observation location and then spread over the
model grid domain within a prescribed range of influence for
the data. All SAR wave data available in a time window of 3
hours are assimilated simultaneously.

In order to reduce the dimensionality of the assimilation
problem. and to make it practically feasible in an operational
system. the corrections of only a small number of spectral
parameters characterizing the main wave systems in each spec­
trum were assimilated. To accomplish this, spectral modes
were identified in the SAR-derived wave spectra, and in WAM
spectra at the grid points within the range of influence of each
SAR spectrum location. For each mode the mean energy (E),
mean frequency (/). and mean direction (f!) were calculated.
The mode separation algorithm used here was first proposed
by Gerling [1992] and was described in detail by Bauer et al.
[ 1995]. Hasselmann et al. [1994]. Komen et al. [1994, chapter
V.4.3]. and Bruning et al. [1994a].

Secondary partitions resulting from less significant peaks in
the spectrum. characterized for example by relatively close
peak locations or insufficiently deep valleys between partitions.
were merged together. Also, all wind-sea partitions were com­
bined into a single wind-sea mode. associated with the local
wind forcing. Corresponding wave systems were subsequently
identified for each SAR-extracted spectrum and the WAM
spectra in its range of influence, using the approach of Hassel­
mann et al. [1994. 1996]. Modeled wave systems that could be
correlated with SAR-derived wave systems were corrected,
while SAR-derived wave systems that did not correspond to
any of the modeled wave systems were simply added to the
first-guess spectrum. Once the three spectral parameters were
computed and matched for each distinct wave system, differ­
ences between the SAR-based estimates and model estimates
were spread to neighboring grid points of the model.

The observed and corresponding modeled parameters were
spread over a region of neighboring model grid points using a
weighting function and a single-pass version of Cressman 's
approach [sec Cressman. 1959: Francis and Stratton, 1990]. We
define the spreading function as

~ E'w(r, - r,)(P"0'(r,) - pwAM(r,))
k I

P""'(r,) = pWAM(r) +

k I

(3)
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Table 1. Dates for Case Studies

Case Study Data Set Period

2
Storm of the Century
Near real time

March 11-21, 1993
March 16 to April 16, 1996

where the weights w( Ir1 - r, I) are a function only of the
relative distance between the model and observation locations
and where £2 = (t:~AM)/(t:~h) is the expected model error
variance, normalized by the expected observation error vari­
ance. The observation errors arc assumed to be uncorrelated.
At present, we assume £2 = I and use a simple functional form
for the weights w(lr1 - r,I):

w(lr, - r,1) =exp (-R,,) = l - R,,
w(lr1 - r,IJ =exp (-R1,) = 0

R -s I

R >I

where R is a dimensionless distance, computed in a spherical
coordinate system as follows:

11 (<Ii' <0' )! 1k )h

R = y2 L~~+ L~ong

The distances in the latitude and longitude direction (<Pjk and
<->Jk• respectively) between observation and model grid points
arc normalized by the corresponding scales of the region of
influence, L lat and L long· A linear weighting function is used
here mainly for efficiency. It may be argued that a single
correction pass, as compared with the optimal interpolation
scheme [Lio11ello et al., 1995], results in cases where areas with
a high density of observations arc given too much weight rel­
ative to observations in areas of low data density. This is not
likely to be important in our case, however, as the SAR spectra
arc spaced evenly along the track and are spaced quite sparsely
across the satellite tracks. We also note that this interpolation
method is not strictly optimal, as we do not have available
statistics for model and observation errors. The resulting esti­
mate of the ocean surface wave field is therefore not opti­
mized.

In principle, at least two distinct correlation length scales for
wind sea and swell should be used. The wind sea correlation
length scales correspond roughly to the storm generation area
where the winds are strong, and would be of the order of 200
km. Correlation length scales of the order of 1000 km were
used in assimilating altimeter data [Lionello et al., 1992, 1995;
Bauer et al .. 1992] in order to spread corrections to all grid
points lying between satellite orbits. Here a moderate correla­
tion length scale corresponding to five model grid points
(about 500 km) was used. This represents not only a compro­
mise of the two length scales above, but also a typical propa-

Table 2. Summary of Experimental Data Sets

Model Input Data VerificationData

CMC ERS-1 ERS-1
Case Forecast SARWave ERS-1 SARWave
Study Winds Mode Buoys Altimeter Mode

yes FDC yes FDC FDC
2 yes FOP no FOP FOP

CMC.CanadianMeteorologicalCenter; FOP, fastdeliveryproduct;
FDC. fast deliverycopy.

(a) (b)
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Figure 1. (a) Buoy locations used in verification, and cover­
age of the input ERS-1 SAR wave data: (b) during one syn­
optic period of 12 hours, (c) for case I (March 11-20, 1993),
and (d) for case 2 (March 16 to April 16, 1996).

gation distance for wave energy in a 3-hour time step at wave­
lengths dominated by swell. Analyzed wave spectra were
constructed by topologically adjusting (scaling, stretching and
rotating) each of the partitioned WAM wave systems to match
its spectral parameters with the interpolated ones.
Unlike other SAR data assimilation systems under develop­

ment [Hasselmann et al., 1996],we make no attempt to correct
the wind fields locally near the SAR observation points. This is
mainly because the temporal and spatial distribution of ERS
wave mode data is too sparse to maintain wind corrections in
the region associated with the storm track, and the impact of
locally correcting the wind is expected to be minimal. One
might expect that this will limit the lifetime of the corrections
to the wave field, since the (possibly) inconsistent wind field
would damp them out. However, even though SAR can detect
some wind-field-driven wave components, particularly if they
are range traveling, it primarily picks up low-frequency swell
components, which are decoupled from the wind field. Even­
tually, it should be possible to use the swell corrections to
adjust the wind at an earlier time in the simulation, but it will
be necessary to use continuous (time-dependent) insertion
methods to accomplish this. Owing to the scarcity of SAR wave
data the corrections to the wind field will be most effective
after being assimilated into an atmospheric model. We there­
fore believe that local wind corrections would have little or no
effect on the demonstration of the utility of SAR data.

3. Data and Test Method
The system has been tested on two cases, representative of

both a storm situation and a case of moderate sea state and
wind conditions. The data available for the study consist of
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model input data (wind fields for driving the model, and ERS
SAR wave mode data for assimilation into the model) and
verification data (ERS altimeter data (significant wave height),
nondirectional wave buoy data, and inverted ERS SAR data
not used in the assimilation.
The cases we have considered are listed in Table 1, details of

the different data sets arc shown in Table 2, and buoy locations
and coverage of the satellite data for a typical 12-hour synoptic
period are shown in Figure 1 along with the total coverage for
the two cases. Case 1 is a particularly intense storm, referred to
as the "Storm of the Century," which produced measured
significant wave heights of 16.3 m south of Nova Scotia. The
track of the storm is shown in Figure 2. Although the center of
the storm remained inland, it was sufficiently close to the coast
that very intense winds were maintained in the eastern half of
the storm over the Atlantic. By 1800 UTC on March 13 a
southeasterly ftow of 45 knots (22.5 m s" 1) had developed over
a large area south of 37°N. Six hours later, winds east of the
storm center were reported as high as 60 knots (30 ms 1

), and
50-knot (25 m s- 1) southwesterly winds were reported behind
the cold front south of the storm. As the storm moved north­
eastward, an intense southerly low level jct (60 knots reported)
developed south of Nova Scotia and persisted for at least l2
hours. The wind sea developed in response to this jet later was
supported by seas developed by an equally strong west­
southwesterly flow, which followed the cold front as it swept
eastward across the ocean south of Nova Scotia. It is the

Figure 2. Track of the Storm of the Century, March l 1-20, 1993.

interaction of these wave systems that likely led to the reported
maximum significant wave height at 0000 UTC on March 15. In
general, the maximum significant wave heights were in the cold
air closer to the coast, located generally well south of the storm
center but following its track northeastward. The maxima were
in excess of 14m from 0000 UTC on March 14until 1200 UTC
on March 15. By March 16 the low had reached Iceland,
producing an elongated area of westerly (eastward moving)
high seas south of the storm from east of Newfoundland to
south of Iceland. Seas had subsided over the western Atlantic
by this time as a high-pressure area moved offshore.

In order to compare and contrast our results from a storm
situation, we chose a contiguous month of data to use as a
second case for assessing the assimilation method. This period,
a late winter-early spring case, does not contain any major
storms but represents sea sate conditions closer to normal for
this time of year. The highest significant wave heights in this
period were in the 8-m range.

3.1. Independent (Control) Data Sets
In this study, we have used altimeter, buoy, and SAR data

for verification. The altimeter data, while offering only a bulk
measurement of the sea state in the form of a significant wave
height, offer the advantage of large spatial coverage and pro­
vide enough data to perform comparisons with model results in
a significant sense. The altimeter data used in this study are
summarized in Table 2. For case I we obtained 1106 obscrva-
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Table 3. Buoy Station Information

Depth, Latitude, Longitude,
Station Name m ON OE

l 44005 Gulf of Maine 202 42.60 -68.60
2 44025 Long Island ... 40.30 -73.20
3 44004 Hotel 3231 38.50 -70.70
4 44141 Laurentian Fan 4500 42.07 -56.15
5 44139 Banquereau 1100 44.32 -57.35
6 44138 SWGrand Banks 1500 44.23 -53.35
7 44137 ScotianShelf 4500 41.20 -61.13

Numbers in left columncorrespond to labels in Figure la.

tions that match a model counterpart value, and for case 2 we
obtained 1289 observations. The altimeter data were processed
as follows.
3.1.1. Averaging. The original altimeter data are sampled

at approximately 0.06°,while the modeled data are represented
on a 1° x 1°grid. For analyses involving comparisons of wave
heights from the altimeter and the model, we computed an
average wave height for every 1°of the orbit latitude along the
track. Groups with fewer than 7 points were rejected before
averaging, which removed most outliers.
3.1.2. Ice point removal. The altimeter data were pro­

vided with standard deviation estimates for wave height. Data
with a standard deviation larger than 2 m were rejected before
further use, as this is commonly used as an indicator for pres­
ence of ice [Breivik and Reistad, 1992].

Significant wave height data collected by seven nondirec­
tional, 6-m NOMAD buoys were available only for case 1
(March 1993). The buoy locations are shown in Figure la, with
details in Table 3.

3.2. Model Runs
In the present study, the WAM was driven in both hindcast

and forecast modes by 10-m level winds obtained from the

regional finite element (RFE) weather prediction model of the
Canadian Meteorological Center (CMC) [Mailhot et al., 1995].
The RFE model grid is a variable resolution grid with a central
window of uniform resolution covering the region including
the continental United States, Canada, and the Canadian At­
lantic. The RFE model was run twice daily at 0000 UTC and
1200 UTC and generated forecast winds at 3-hourly intervals
valid up to 48 hours, which were then interpolated onto the
WAM grid.

In the hindcast mode, WAM was run using the first 12 hours
(fields at 0, 3, 6, and 9 hours, referred to as Oh,3h, 6h and 9h)
of winds from each wind file. The Oh fields are analysis winds,
while the 3h to 9h fields are forecasts. Two types of runs were
done: baseline runs, with no assimilation, and assimilation
runs, where for each 3-hour time step, SAR data were in­
gested, inverted, and assimilated. In order to perform compar­
isons between the model and the observations and to analyze
the results for determining the impact of assimilating the SAR
data, the model fields of wave height, period, and direction
were stored for each time step. The inverted SAR spectra were
also stored, along with the corresponding wave parameters
calculated from these spectra.

In forecast mode the model was set up to run in a similar
fashion. However, after each 12-hour assimilation period, fore­
cast winds for the following 48 hours, again at 3-hour intervals,
were used to produce a wave forecast. Thus forecast runs use
forecast wind time series to drive the wave model. A new series
was initiated every 12 hours through the period of each case.
Again, these runs were conducted as baseline and assimilation
runs. For the baseline runs there was no assimilation at all. For
the assimilation runs, assimilation was done up to the Oh time
of the forecast, as would be the case in operational forecasting.

For the detailed comparison of model results and observa­
tions from the satellite and wave buoys, the model data from
grid points surrounding each observation location were ex­
tracted, and a bilinear interpolation was used to obtain a model

Observed SAR First guess SAR Best fit SAR

Figure 3. Example of inversion results for a single wave system. First guess and best fit frequency spectra
(Figure 3a) are marked with the continuous and dot-dashed lines, respectively. Significant wave heights are
8.82 m for the modeled spectrum (Figure 3b) and 10.50 m for the inverted spectrum (Figure 3c). SAR image
spectra are shown for the observed (Figure 3d), first-guess (Figure 3e), and best fit (Figure 3f) spectra. The
radii of the outer and inner circles represent wave numbers corresponding to 100 m and 200 m wavelength,
respectively.
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Figure 4. Same as Figure 3, but for two wave systems. Significant wave heights are 4.97 m for the modeled
spectrum and 7.05 m for the inverted spectrum.

counterpart for each observation. This was done for the model
time steps immediately before and after each observation. The
model counterparts were then interpolated in time to match
the time of the observation.

4. Results
The data sets and test methods described above were de­

signed to allow us to determine the impact of the SAR data on
wave analyses and forecasts from WAM. To assess the impact,
we have compared the summary wave parameters from the
different runs in different combinations. The statistics used in
the comparison are defined in the appendix. The results of the
comparisons are presented and discussed in this section, be­
ginning with a discussion of the performance of the inversion
algorithm and followed by an assessment of impacts on both
hindcast and forecast runs compared to independent data. The
verification was limited to comparisons of summary parame­
ters because no directional spectral observations were avail­
able and because it is the summary wave parameters that were
assimilated. Throughout this section, the run without assimi­
lation is referred to as the "baseline run" and the runs with
assimilation are called "assimilation runs."

4.1. Inversion
Examples of the inversion, for one and two wave systems are

shown in Figures 3 and 4, respectively. Spectra are given in the
azimuth and range coordinate system. True north and the
corresponding wind velocity arc also indicated. Wind direction
is shown using the oceanographic convention, (i.e., "going to").
The first-guess and best fit SAR spectra are created by map­
ping the first-guess WAM and best tit wave spectra, respec­
tively. Figure 3 shows that the inversion procedure leads to a
spectral estimate with a slight directional change. The inver­
sion also results in a larger significant wave height and a slight
increase in the peak period. The result is seen to be closer to
the corresponding wind direction. This case represents an al­
most range-traveling wave system. Thus nonlinear effects arc
small. However, the relatively broad wave spectrum with a

single peak traveling in the range direction is often mapped
into a double-peak SAR image spectrum on account of too
small values of the RAR transfer function relative to the ve­
locity hunching component [e.g., Bruning et al., 1990]. The
velocity-bunching mechanism vanishes in the range directions
and rapidly resumes its large value on both sides of this direc­
tion. This leads to a deep, nonphysical trough in the spectrum.
The calculated SAR spectrum was significantly modified in this
case, compared with the first-guess SAR spectrum, changing
from a split peak spectrum to a spectrum in which the peaks
around the range wave number axis are joined together. After
the inversion the simulated and observed SAR spectra are in
much better agreement, with a pattern correlation coefficient
increasing from 82.4% for the first guess to 99.4% for the best tit.

Figure 4 exhibits a case with two dominant wave modes. The
inverted SAR spectrum shows a very large difference in wave
energy (it actually doubles the wave height). Also, we observe
that the relative peak strength changes. Here the pattern cor­
relation coefficient increased from 89.6% to 95.7%.
Table 4 documents the overall inversion success rate, which

is about 10% higher for the storm case than for case 2. This
result is expected in the sense that the average wave height,
and therefore the average signal strength in the SAR data is
higher for the storm case. This in turn means that fewer spectra
arc likely to fail to invert because of low signal-to-noise ratio.

In general, we have found that the mean values of the sig­
nificant wave height extracted from ERS-1 SAR wave mode
spectra tend to exceed wave heights calculated by WAM by

Table 4. Number and Percent of Inverted SAR Image
Spectra

Number Percent Percent
Case Total Inverted Inverted Rejected

714 548 76.8 23.2
2 3504 2423 69.15 30.85
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Table 5. Comparison of WAM Model Versus SAR-Based Estimates of Wave Height,
Period and Direction for Case 1 (548 Samples) and Case 2 (2423 Samples)

H5, m (T>, s (k), m-1 (dir), deg

Case 1 Case 2 Case 1 Case 2 Case 1 Case 2 Case 1 Case 2

Mean (WAM) 4.09 2.88 9.24 8.27 0.05 0.06 140.86 152.13
Bias 0.43 0.38 0.28 0.31 -0.004 -0.005 -2.38 -4.59
Std 1.00 0.73 0.87 0.77 0.01 0.01 46.23 47.82
SID, % 25.36 6.70 9.27 9.84 18.59 19.67 33.12 31.24
Slope 1.10 1.13 1.03 1.02 0.93 0.92 0.98 1.001
Correlation, % 97.66 98.15 99.58 99.61 98.49 98.56 95.86 96.25

Notation is defined in the appendix. Cor, correlation.
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Figure 5. Scatter diagrams of the ERS-1 SAR based wave parameter estimates versus WA\1 based wave
parameter estimates for case 1: (a) Hs, (b) average period, and (c) vector mean direction.
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Figure 6. Same as Figure 5 but for case 2: (a) H5, (b) average period, and (c) vector mean direction.
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Figure 7. Coverage of assimilated SAR data in relation to buoys for case 1: (a) March 11, (b) March 14, and
(c) March 16. Each panel shows 24-hour coverage.
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approximately 10-12% (Table 5, Figure 5, and Figure 6). The
bias is positive and larger for higher wave energies. This may
be caused by a deficiency in the wind field driving WAM or by
too small a value of the real aperture radar transfer function.
A similar but negative bias, about 8%, was observed for the
mean wave number. These results agree well with monthly
statistics published by Bruning and Hasselmann [1993]. Figures
5 and 6 also show a comparison of wave directions. We observe
that the predominant wave direction is within 50°-100°.

4.2. Hindcast Comparison With Buoy and Altimeter Data
In order to assess the impact of SAR data assimilation

throughout the Storm of the Century, we compared model
output with buoy observations. The results, however, are de­
pendent on the buoy locations. The available buoy data loca­
tions are along the western fringe of the North Atlantic and arc
windward of most of the satellite observations. Therefore most
of the wave systems and associated corrections arising from
data assimilation propagate away from the buoy locations. The
measurable impact is directly related to the region of influence
and the spreading function applied. It is also very closely re­
lated to the spatial and temporal coverage of the SAR obser­
vations. In Figure 7 we show three examples of the 24-hour
satellite coverage for March 11, 14, and 16, 1993. In Figures 8
and 9 we show time series comparing wave parameters from
the model with buoy observations in the Gulf of Maine and off
Long Island. The results are typical of all the buoy results and
show that there is little difference in the two model runs,
baseline and assimilation, early in the period but greater im­
pact later on, coinciding with satellite passes closer to the buoy
locations. We also see that the assimilation of SAR data results
in a reduced overall difference between the model and the
buoy observations. The improvement is most pronounced dur­
ing periods of decaying waves. Table 6 shows a summary of the
impact of the assimilation for each of the buoys, in terms of the
changes in scatter index and correlation between buoy signif­
icant wave height and period and model significant wave height
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Figure 8. Comparison of hindcast series of (a) wave height
and (b) mean period for buoy 44005 in the Gulf of Maine (case
I). Modeled wave parameters with and without assimilation
are indicated by dashed and solid lines, respectively. Dots
represent buoy observations.
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Figure 9. Same as Figure 8, but for buoy 44025 (Long Is­
land).

and period. Results are averaged over the 9-day period of case
I and are based on about 183 observations for each buoy. Both
the sample sizes and the observed changes arc small. The
overall scatter index is reduced by 0.3% and 1.55%, and the
correlation is increased by 0.2% and 0.26% for the significant
wave height and for the mean period, respectively. The impact
on wave period is slightly greater than the impact on H,. A
typical example comparing wave height and period for one of
the buoys on the Scotian Shelf is shown in Figure I0. The small
effect of the assimilation is consistent with the fact that the
buoys were very seldom within the influence region of ERS-1
data.

In order to further understand the effect of assimilating
SAR data in the case of the Storm of the Century, we mea­
sured the impact against observations from the ERS altimeter.
The comparisons were made both in terms of summary statis­
tics for all the data and in terms of individual satellite passes.
In Figure 1la we show a selected satellite pass, which coincides
with the storm area. The effect of assimilating the SAR obser­
vations for this pass, presented in Figure 11b (dashed line),

Table 6. Change in Scatter Index and Correlation Coefficient
Between Buoy Significant Wave Height and Period
and WAM/AWAM Model Significant Wave Height
and Period, Due to SAR Data Assimilation

Hs, m (T), s

zst., D.Corn, Sin, D.Corn,
Station N % % % %

44005 187 -2.46 0.23 -3.13 0.28
44025 185 3.53 0.72 -2.83 0.52
44004 182 -2.18 1.08 -1.91 0.64
44141 180 0.82 -0.24 -0.29 -0.05
44139 185 1.59 -0.22 -3.36 0.34
44138 179 -4.00 2.21 -3.02 0.83
44137 184 2.95 -0.18 -1.40 0.03
All buoys 1282 -0.30 0.21 -1.55 0.26

N is number of observations.
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Figure 10. Comparison of buoy and model hindcast (top)
wave heights and (bottom) mean periods for Scotian Shelf
(buoy 44137), including (left) baseline run results and (right)
assimilation run results. The dashed line is a least squares
regression fit to the data points.

shows an improvement over the baseline case (solid line). In
this case, the scatter index is decreased from 21.33% for the
baseline run to 16.03% for the assimilation run, while the
correlation coefficient is increased from 98.42% (baseline) to
99.02% (assimilation). The altimeter data show a dip in wave
height between 38° and 40° along the track, which apparently
was not resolved in the model. This feature is actually seen on
several passes in the vicinity and is therefore not simply an
artifact in the data. A glance at the analysis maps for the time
of these altimeter measurements suggests that the dip in the
significant wave height is related to a trough and associated
wind shift from west to NW. The gradient in this area was also
slackening with time. The feature was apparently not resolved
in the modeled wave field. Even though the dip at the northern
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Figure 11. Comparison of altimeter and WAM significant
wave heights along a specific satellite track for March 15, 0300
UTC. (a) Map showing contours of significant wave height and
vector wave direction. Dots indicate location of averaged al­
timeter observations. (b) Significant wave height as a function
of the latitude along the satellite track, for baseline run (solid
line) and assimilation run (dashed line). Altimeter data aver­
aged over a distance of 1° are indicated by squares. Maximum
model H5 = 12.7 m.

end of the track is not reproduced, the overall fit is better than
that for the run without assimilation.
Our summary comparison of model results and altimeter

data is shown in Figures 12 and 13 for the hindcast runs. The
accompanying collocation statistics are given in Table 7. In
both case 1 and case 2 we observe a clear tendency for the
model to produce higher wave heights than the ERS-1 altim­
eter observes. In the storm case (see Table 7, case 1) the scatter
index and correlation are slightly improved as a result of as­
similation. An opposite tendency is observed for case 2. How­
ever, both cases have slopes that are farther from the ideal
slope of 1 than the baseline run WAM result. Thus the overall
trend of the assimilation has been to decrease the level of
agreement between the altimeter and the model. This is in
agreement with recently published results for the ERS-1 altim­
eter [e.g., Breivik and Reistad, 1992; P. A E. M. Janssen, per­
sonal communication, 1996]which show that the ERS-1 altim­
eter systematically underestimates significant wave heights as
compared with wave model results. Assimilation of SAR data
augments this effect, as the SAR-enhanced wave spectra tend
to overestimate the wave energy as compared with the model
[Briining and Hasselmann, 1993].

4.3. Forecast Comparisons
In the forecast assimilation runs, data were assimilated for a

12-hour period, and then a forecast was run for 48 hours. This
was repeated for each 12-hour period for case 1 and case 2. In
Figure 14we show the root-mean-square of the difference and
the bias between the baseline and assimilation runs for wave
height, period, and direction. As we expected, the impact of
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Figure 13. Same as Figure 12, but for case 2.
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assimilating the SAR based corrections decays over time. This
decay is more rapid for the storm situation in case 1 than in the
more moderate conditions of case 2. In both cases the impact
lasts for more than 36 hours into the forecast.
4.3.1. Comparison with altimeter. The results of inter­

comparison of significant wave heights measured by the ERS-1
altimeter and predicted by the wave model with and without
SAR wave data assimilation arc shown in Figure 15 for case 1
(1103 samples) and case 2 (3313 samples). The results include
the scatter index and the correlation for both the analysis and
the forecast. The results illustrate a slight but persistent im­
provement of the forecast result. The effect is stronger for the
storm case, where the scatter is reduced by 1.6% and the
correlation is increased by 0.2%, for the first 12 hours of
forecast.
4.3.2. Comparison with SAR. To strengthen our verifica­

tion of the assimilation results, we have also compared forecast
model output with SAR observations not used in the assimi­
lation up to that point in time. The results of this comparison
show that the assimilation of SAR data improves the agree­
ment between the data sets. In order to perform the compar­
isons, a model counterpart to each SAR observation was de­
rived by bilinear interpolation of model data to the observation
time and locations. The statistics of model results against the
inverted but not yet assimilated wave data were averaged over
three separate forecast ranges, 3-12 hours, 15-24 hours, and
27-36 hours. The comparison was made between the model
with and without SAR data assimilation. The results are sum­
marized in Table 8 and as a function of forecast time in Figure
16. We obtain a reduction in the scatter index of over 3% in
wave height at the start of the forecast, which diminishes to less
than 1% after 36 hours. The same trend is seen in wave period
and mean direction, although with a little more variation in the
case of wave direction. Figure 16 also shows that wave period
is affected more in the storm case than in the moderate case.
The opposite is seen to be the case for wave direction.

5. Discussion and Conclusions
We have built and tested an assimilation system for SAR

wave data from ERS-1. The methodology, which treats both
the inversion and the assimilation components separately, has
been adapted from existing techniques. The system was em­
bedded in a copy of the Canadian operational version of the
WAM model, which runs over a regional domain covering
most of the North Atlantic. We have demonstrated that the

Table 7. Comparison of Significant Wave Heights With
and Without Assimilation, Between Altimeter Measurements
and Model Hindcast Results, for Case 1 and Case 2

Case l
(1103 Samples)

Case 2
(3313 Samples)

WAM WAM AWAMAWAM

Mean (WAM)
Bias
Std
SI,,, %
Slope
Cor, 7r

2.68
-0.15
0.71
27.40
0.94

96.87

2.94
-0.41
0.76
27.95
0.87
96.79

4.32
-0.49
0.95
23.26
0.89
97.74

4.45
-0.62
0.89
21.52
0.88
97.90
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Figure 14. Plots of (left) root-mean-square difference and
(right) mean difference between forecast wave parameters run
from initial conditions with and without assimilation, as a func­
tion of projection time, for cases 1 (triangles) and 2 (circles).
Results arc given for (a, b) significant wave height, (c, d)
average period, and (e, f) vector mean direction.

system can function reliably by running it on a storm event, and
through 1 month of wave analyses and forecasts.

In addition to evaluating the assimilation performance in
terms of the rate of successful inversion and assimilation, we
have also compared both hindcasts and forecasts from the
wave model with independent wave observations to determine
the impact of the assimilation. In the verification, we used
independent control data from the ERS-1 altimeter and non-
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Figure 15. (a) Scatter index and (b) correlation with respect
to altimeter H.1., as a function of projection time for case 1
(triangles, 1106 samples) and case 2 (circles, 1289 samples).
Each data point represents results based on 12 hours of anal­
ysis or forecast. Results of the forecast following the baseline
and assimilation runs are represented by solid and dashed
lines, respectively.
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Table 8. Statistical Comparison of First 12 Hour Forecast
Results, Run From the Initial State With and Without
Assimilation, Against Inverted but Not Yet Assimilated SAR
Observations for Case 1 and Case 2

Case 1 Case 2
(376 Samples) (1717 Samples)

WAM AWAM WAM AWAM

Hs, m
Mean (WAM) 4.49 4.64 2.88 3.11
Bias 0.44 0.39 0.63 0.39
Std 1.35 1.21 0.87 0.80
SID,% 28.95 25.77 27.39 24.21
Slope 1.05 1.03 1.23 1.15
Cor,% 96.35 97.12 97.26 97.82

(T>, s
Mean (WAM) 10.51 10.77 8.99 9.52
Bias -0.76 -1.02 -0.24 -0.77
Std 1.25 0.96 1.03 0.99
Si0, % 12.32 9.33 11.58 10.81
Slope 0.92 0.90 0.97 0.99
Cor, % 99.29 99.59 99.35 99.46

(dir), deg
Mean (WAM) 141.59 137.60 153.3 137.60
Bias -3.75 0.24 -8.63 -1.68
Std 42.91 40.28 55.98 42.97
Si0, % 30.72 29.25 37.58 29.53
Slope 0.97 1.00 0.96 1.00
Cor, % 96.41 96.71 94.48 96.61

directional wave buoys. Owing partly to the lack of available
independent two dimensional spectral wave observations, and
also to the fact that the assimilation focuses on three summary
parameters of the wave spectrum, the evaluation concentrated
on the same parameters: significant wave height, average pe­
riod, and wave direction. Since we could not obtain indepen­
dent wave direction information, we also used not-yet­
assimilated SAR data as another source of validation data,
taking into consideration that the use of SAR data in the
assimilation makes this a less independent data source.

Our comparison of the SAR wave data with the model wave
parameters revealed that the SAR tends to give higher wave
heights and longer periods than WAM and that the difference
in wave height increases with higher sea states. This is in
agreement with other published results.
When averaged over all the available data for a period of

several days or more, the impact of the assimilation of SAR
wave data was always small in magnitude. However, our com­
parisons with independent observations indicate that the im­
pact was usually positive, that is, the average difference, the
standard difference and the scatter index between the model
and observed wave parameters usually were reduced slightly by
the assimilation, while the correlation with independent obser­
vations increased slightly. There was one notable instance
where a small negative impact was indicated, for the hindcast
comparison with altimeter data for case 2, where both the bias
and standard difference were increased by the assimilation.

Figure 16. Scatter index and correlation with respect to wave parameters estimated from not-yet-assimilated
SAR data, as a function of projection time for case 1(triangles,376 samples) and case 2 (circles, 749 samples).
Results of the forecast following the baseline and assimilation runs are represented by solid line and dashed
lines, respectively. Results are given for (a, b) significant wave height, (c, d) average period, and (e, f) vector
mean direction.
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The increase in negative bias in the altimeter comparisons,
which also occurred for case I, is attributed to the effect of
systematic underestimating of wave heights by the ERS-1 al­
timeter, combined with the tendency of the SAR observations
to overestimate the wave heights. We also note that the neg­
ative impact for the case 2 hindcast was reversed to a small
positive impact for the forecast.

We attribute the small overall impact partly to the relative
scarcity of the SAR data points compared with the number of
model grid points. For the buoy data we also attribute the small
overall impact to the scarcity of collocations of SAR data with
the buoy observations and to the fact that the buoy observation
locations tended to be upstream of the main wave propagation
direction. Evaluation of the results of a single satellite pass
indicated a locally larger positive impact with respect to buoy
data when a near collocation occurred. The impact was most
noticeable for the decaying stage of the waves and for wave
period.

Our assessment of the persistence of the corrections indi­
cated that the impact of assimilation decays with time but lasts
for at least 36 hours into the forecast. This was also noted from
comparisons of model results with the independent data. The
corrections are relatively long lasting despite the fact that no
attempt was made to adjust the wind field to agree with the
modified wave field. This is consistent with the fact that cor­
rections induced by SAR wave data mostly alter the low­
frequency swell, for which the wind has little effect.

While the amount of wave data has increased dramatically to
the point where routine wave data assimilation can now be
considered worthwhile, data are still relatively scarce com­
pared with what would be needed to have a really large impact
on the model. The model estimates the spectrum at 2318
points over the North Atlantic, while in a 3-hour assimilation
period, as many as 50 data points might be available. On
average, the influence cannot be very large with that coverage
rate. In fact, where there is particular interest, for example, in
a storm situation, one has to be lucky to have a satellite over­
pass at the location and time of the storm.
Therefore, on the basis of the present results, we do not have

enough evidence to conclude categorically that SAR data as­
similation leads to improvement of wave analysis and forecast
from WAM. Further study is needed on larger sample of col­
located data. In particular, unbiased altimeter data would be
helpful as an independent data source, especially if from the
same satellite as SAR data. Directional buoy data will be useful
for evaluation of the full spectrum. While additional validation
data are needed, the inversion and assimilation methodology
could also be improved in many ways. First, improvements can
be made to the data quality control to lower the number of
unsuccessful inversions and to help filter out non-wave field
signals in the data. Second, the method of spreading correc­
tions is very simple. The knowledge that the wave field is more
highly correlated in the wave propagation direction can be
built into the system through an anisotropic spreading weight
function. However, it should also be feasible to move to a full
optimum interpolation method, by obtaining the necessary er­
ror statistics for model and data. With the availability of in­
creasingly large archives of higher quality wave observations,
the necessary data are now becoming available. In the long run,
the methodology can be optimized by using a full three­
dimensional variational approach, but this will require dedica­
tion of greater amounts of computer power than is currently
possible in operations.
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Ultimately, the use of continuous insertion methods such as
four-dimensional variational techniques will allow data from
all sources to be blended with wave and atmospheric models to
provide an optimal and consistent analysis of both waves and
marine surface winds. For the future, we can hope that the
availability of additional satellites (ERS-2, RADARSAT, and
ENVISAT, for example) will result in an increase in data
available to wave-modeling operations. Such an increase, along
with a concurrent increase in the optimal use of the data in
wave analysis and forecasting, will result in steady increases in
accuracy of wave analyses and forecasts in the future.

Appendix: Statistical Parameters
Using S, f, e, and x to refer to a spectrum, wave frequency,

wave direction, and observed or modeled parameter, statistical
parameters used in this paper arc defined as follows.

Mean
1 N

M = N 2: x,,
11=1

(Al)

Spectral mean

1,)

Ms= (A2)(E)s

Mean energy

(A3)
i,J

Significant wave height

H, = 4 \1(E)s (A4)

(AS)Mean period (T)5=(1/J)s

Vector mean direction

(sin(B))s-I
(dir)s =tan (cos(B))s (A6)

Mean wavelength

)

2I 2'7T
(k)1 = _g( (T)1 (A7)

Standard deviation

std= v'((x - (x))2) (A8)

(A9)

Root mean square of the difference

rms = y( (x - xwAM)2) (A10)

Standard deviation of the difference

std., = \ ((x - XwAM - bias):') (Al I)

Scatter index

std
SI= -- 100%

(x) (A12)
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Scatter index of the difference

. std0
S10 = '( )( ) 100%

\ X XwAM

Symmetric regression (slope) coefficient

(Al3)

(c) = (A14)

Symmetric correlation coefficient

(A15)

Pattern correlation coefficient

(A16)

Acknowledgments. This work was carried out with funding from
the Radar Data Development Program, Canada Centre for Remote
Sensing, Environment Canada, and Panel for Energy Research and
Development. The WAM model and algorithms for spectral mode
separation and cross-assignment of corresponding wave systems were
supplied by Susanne Hasselmann at the Max-Planck-Institut fur Me­
teorologie.

References
Alpers, W., Monte Carlo simulations for studying the relationship
between ocean wave and synthetic aperture radar image spectra, J.
Geophys. Res., 88(C3), 1745-1759, 1983.

Alpers, W. R., and C. Bruning, On the relative importance of motion­
related contributions to the SAR imaging mechanism of ocean sur­
face waves, IEEE Trans. Geosci. Remote Sens., GE-24, 873-885,
1986.

Bauer, E., S. Hasselmann, and K. Hasselmann, Validation and assim­
ilation of Seasat altimeter wave heights using the WAM wave model,
J. Geophys. Res., 97(C8), 12,671-12,682, 1992.

Bauer, E., S. Hasselrnann, and C. Bruning, Application of wave spectra
retrieved from ERS-1 SAR wave mode spectra in a wind- and wave
data assimilation system, in Proceedings, International Geoscience
and Remote Sensing Symposium (IGARSS'95), pp. 1643-1646, IEEE,
Piscataway, N. J., 1995.

Bao, M., C. Bruning, and W. Alpers, A generalized nonlinear integral
transform and its application to ERS-1 SAR ocean wave imaging, in
Proceedings Second ERS-I Symposium, Eur. Space Agency Spec.
Pub!., ESA SP-36I, 219-224, 1994.

Breivik, L.A., and M. Reistad, Use of ERS-1 altimeter wave products
at DNMI-Evaluation of wave heights and wind speeds­
Assimilation in a numerical wave model, DNMI Report, 23 pp., Det
Norske Meteorol. Inst., Oslo, 1992.

Brooker, G., UWA processing algorithm description, ESA Doc. ER­
Tn-ESA-GS-034I, Issue l.1, Eur. Space Agency, Paris, Jan. 19, 1994.

Bruning, C., and S. Hasselrnann, Global statistics of integrated ocean
wave parameters extracted from ERS-1 SAR wave mode image
spectra, in Proceedings, International Geoscience and Remote Sensing
Symposium (IGARSS093), Tokyo, pp. 351-353, IEEE, Piscataway,
N. J., 1993.

Bruning, C., W. Alpers, and K. Hasselmann, Monte-Carlo simulations
of the nonlinear imaging of a two dimensional surface wave field by
a synthetic aperture radar, Int. J. Remote Sens., 11, 1695-1727, 1990.

Bruning, C., S. Hasselmann, K. Hasselrnarm, S. Lehner, and T. Ger­
ling, On the extraction of ocean wave spectra from ERS-1 SAR wave
mode image spectra, in Proceedings of the First ERS-I Symposium,
Eur. Space Agency Spec. Pub!., ESA-SP 359, 747-752, 1993.

Bruning, C., S. Hasselmann, K. Hasselmann, S. Lehner, and T. Ger­
ling, First evaluation of ERS-1 synthetic aperture radar wave mode
data, Global Atmos. Ocean Syst., 2, 61-98, 1994a.

Bruning, C., R. Schmidt, and W. Alpers, Estimation of the ocean

wave-radar modulation transfer function from synthetic aperture
radar imagery, J. Geophys. Res., 99(C5), 9803-9815, 1994b.

Cressman, G. P., An operational objective analysis system, Mon.
Weather Rev., 87, 367-374, 1959.

de las Heras, M. M., and P. A. E. M. Janssen, Data assimilation with
a coupled wind-wave model, J. Geophys. Res., 97(C12), 20,261-
20,270, 1992.

Engen, G., H. Johnsen, H. E. Krogstad, and S. F. Barstow, Directional
wave spectra by inversion of ERS-1 synthetic aperture radar ocean
imagery, IEEE Trans. Geosci. Remote Sens., 32, 340-352, 1994.

Francis, P. E., and P. P. Stratton, Some experiments to investigate the
assimilation of Seasat altimeter wave height data into a global wave
model, Q. ]. R. Meteorol. Soc., 116, 1225-1251, 1990.

Gandin, L. S., Objective Analysis of Meteorological Fields, 242 pp., Isr.
Program for Sci. Transl., Jerusalem, 1963.

Gerling, T. W., Partitioning sequences and arrays of directional wave
spectra into component wave systems, J. Atmos. Oceanic Technol., 9,
444-458, 1992.

Graber, H., V. Cardone, R. Jensen, S. Hasselmann, H. L. Tolman, and
L. Cavaleri, The accuracy of wind field description, inDynamics and
Modeling of Ocean Waves, Chap. IV.3.2, pp. 285-293, Cambridge
Univ. Press, New York, 1994.

Hasselmann, K., and W. Alpers, The response of synthetic aperture
radar to ocean surface waves, in Wave Dynamics and Radio Probing
of the Ocean Surface, edited by D. M. Phillips and K. Hasselmann,
pp. 393-400, Plenum, New York, 1986.

Hasselmann, K., and S. Hasselmann, On the nonlinear mapping of an
ocean wave spectrum into a synthetic aperture radar image spectrum
and its inversion, J. Geophys. Res., 96, 10,713-10,729, 1991.

Hasselmann, K., R. K. Raney, W. J. Plant, W. Alpers, R. A. Shuchrnan,
D. R. Lyzenga, C. L. Rufenach, and M. J. Tucker, Theory of syn­
thetic aperture radar ocean imaging: A MARSEN view, J. Geophys.
Res., 90(C3), 4659-4686, 1985.

Hasselmann, S., C. Bruning, and P. Lionello, Towards a generalized
optimal interpolation method for the assimilation of ERS-1 SAR
retrieved wave spectra in a wave model, in Proceedings Second
ERS-I Symposium, Eur. Space Agency Spec. Pub/., ESA SP-36I, 21-
25, 1994.

Hasselmann, S., C. Bruning, K. Hasselmann, and P. Heimbach, An
improved algorithm for the retrieval of ocean wave spectra from
synthetic aperture radar image spectra, J. Geophys. Res., JOI(C7),
16,615-16,629, 1996.

Jacobsen, S., and K. A. Hegda, Estimation of the real aperture radar
modulation transfer function directly from synthetic aperture radar
ocean wave image spectra without a priori knowledge of the ocean
wave height spectrum,]. Geophys. Res., 99(C7), 14,291-14,302, 1994.

Jain, A., SAR imaging of ocean waves, Theory, IEEE J. Oceanic Eng.,
OE-6, 130-139, 1981.

Janssen, P. A. E. M., Quasi-linear theory of wind-wave generation
applied to wave forecasting,]. Phys. Oceanogr., 2I, 1631-1642, 1991.

Kornen, G. J., L. Cavaleri, M. Donelan, K. Hasselmann, S. Hassel­
mann, and P. A. E. M. Janssen, Dynamics and Modeling of Ocean
Waves, Cambridge University Press, New York, 1994.

Krogstad, H. E., A simple derivation of Hasselmann's nonlinear ocean­
-synthetic aperture radar transform, J. Geophys. Res., 97(C2), 2421-
2425, 1992.

Krogstad, H. E., 0. Samsel, and P. W. Vachon, Generalization of the
non-linear ocean-SAR transform and a simplified SAR inversion
algorithm, Atmos. Ocean, 32, 61-82, 1994.

Lasnier, P., H. Hajii, S. Loeul, D. Bonicel, and B. Chapron, Use of
SAR-wave mode, altimeter and wind scatterometer data in opera­
tional wave forecasting system, in Proceedings Second ERS-I Sym­
posium, Eur. Space Agency Spec. Pub/., ESA SP-361, 21-25, 1994.

Lionello, P., H. Gunther, and P. A. E. M. Janssen, Assimilation of
altimeter data in a global third-generation wave model, J. Geophys.
Res., 97(C9), 14,453-14,474, 1992.

Lionello, P., H. Gunther, and B. Hansen, A sequential assimilation
scheme applied to global wave analysis and prediction, J. Mar. Syst.,
6, 87-107, 1995.

Mailhot, J., R. Sarrazin, B. Bilodeau, N. Brunet, A. Methot, G. Pel­
lerin, C. Chouinard, L. Garand, C. Girard, and R. Hogue, Changes
to the Canadian regional forecast system: Description and evalua­
tion of the 50 km version, Atmos. Ocean, 33, 55-80, 1995.



DUNLAP ET AL.: EFFECT OF ERS-1 DATA ON WAM MODEL

Raney, R. K.. and R. T. Lowry, Oceanic wave imagery and wave
spectra distortions by synthetic aperture radar, paper presented at
12th International Symposium on Remote Sensing of the Environ­
ment, Environ. Res. Inst. of Mich.. Manila, April 20-26, 1978.

Talagrand, 0., and P. Courtier, Variational assimilation of meteoro­
logical observations with the adjoint vorticity equation, I, Theory,
Q. J. R. Mcteorol. Soc., 113, 1311-1328, 1987.

Vachon, P. W., R. K. Raney, and W. J. Emery, A simulation for
spacebornc SAR imagery of a distributed, moving scene, IEEE
Trans. Gcosci. Remote Sens .. 27. 67-78, 1989.

Vachon, P. W., R. B. Olsen, H. E. Krogstad, and A. K. Liu, Airborne
synthetic aperture radar observations and simulations for waves in
ice, J. Geophys. Res., 98(C9), 16,411-16,425, 1993.

Vachon, P. W., H. E. Krogstad, and J. S. Paterson, Airborne and
spaceborne synthetic aperture radar observations of ocean waves,
Atmos. Ocean,32, 83-112, 1994.

Wave Model Development and Implementation (WAMDI) Group
(S. Hasselmann et al.), The WAM model-A third generation ocean
wave prediction model, I. Phys. Oceanogr., 78. 1775-1810, 1988.

7915

Zambrcski, L., A verification study of the global WAM model. De­
cember 1987-Novembcr 1988,ECMWF Tech. Rep. 63, Eur. Cent. for
Medium-Range Weather Forecasts, Reading, England, 1989.

E. M. Dunlap and S. De Margerie, ASA Consulting Ltd., 1888
Brunswick Street, Suite 400, Halifax, Nova Scotia, Canada B3J 318.
(e-mail: cdunlapro.esa.ca)

R. B. Olsen, Satlantic, Inc., Richmond Terminal, Pier 9, 3295 Bar­
rington Street, Halifax, Nova Scotia, Canada B3K 5X8. (e-mail:
richardt« satlantic.com)

R. Lalbeharry and L. Wilson, Atmospheric Environment Service,
Environment Canada, 2121 Trans-Canada Highway, Suite 500, Dorval.
Quebec, Canada H9P 113.

(Received January 3, 1997; revised August 27, 1997;
accepted September 8, 1997.)



7916



JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 103, NO. C4, PAGES 7917-7929, APRIL 15, 1998

Tracking storm-generated waves in the northeast Pacific Ocean
with ERS-1 synthetic aperture radar imagery and buoys
Benjamin Holt,1 Antony K. Liu,2 David W. Wang,3 Anand Gnanadesikan,4
and H. S. Cheri"

Abstract. This paper examines the capability of synthetic aperture radar imagery from
ERS-1 and buoys to track the wave field emanating from an intense storm over a several­
day period. The first part of the study is a validation component that compares SAR­
derived wave length and direction with buoy data from two locations over 10 different
dates in late 1991 and National Oceanic and Atmospheric Administration (NOAA) wave
model (WAM) wave direction results. When the SAR is linear (8 out of 10 cases), mean
wavelength is within 5% of the buoy measurements and mean wave direction is within 1°
of direction derived from the wave model (albeit with a large standard deviation of 27°),
indicating close agreement. The wave field generated from the intense storm in late
December 1991 was measured by three separate ERS-1 SAR passes over a 3-day period.
A simple kinematic model was used for waves propagating from a storm. Comparing the
model results with both SAR and buoy data indicates that SAR-derived peak wavelength
and direction measurements can be reliably used to predict arrival times and propagation
direction over a several-day period and considerable distances. The measurements can
also be used to derive estimated wave generation source regions about the storm as well.
Such measurements are useful for comparing with wave model results, which perform less
accurately for direction than wave height for example, and for predicting hazardous
conditions for ship navigation and coastal regions.

1. Introduction
The tracking of storms and their associated wave fields is of

interest both scientifically, for understanding wind-wave gen­
eration physics and its inclusion into wave models, and oper­
ationally for monitoring potentially hazardous conditions for
shipping routes and coastal environments. Early studies
showed that swell could be accurately identified as emanating
from storms thousands of kilometers away [Barberand Ursell,
1948;Munk et al., 1963; Snodgrass et al., 1966]. Current third­
generation wave models (WAM) attempt to predict wave con­
ditions based on integrated wind fields assimilated from satel­
lite imagery and atmospheric soundings and much improved
wind and wave physics [Wave Model Development and Imple­
mentation (WAMDI) Group, 1988; Kamen et al., 1994]. While
considerable improvements have been made in predicting
wave height from severe storms and rapidly rotating winds
since the report by the Sea Wave Modeling Project (SWAMP)
Group [1985], problems still exist in predicting the directional
wave energy distribution. Some of these problems are due to
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the model resolution of propagation direction (generally 30°),
which will improve with increased computer capabilities. Oth­
ers are due to difficulties in determining the source regions of
high storms, found to be located in the lower right quadrant of
a moving storm. Waves generated from severe storms ap­
proaching landfall clearly can lead to potentially dangerous
conditions for coastal inhabitants, and directional accuracy is
of prime importance [Earle et al., 1984; Wang and Carolan,
1991; Mettlaclz et al., 1994]. The latter study evaluated both
nondirectional and directional buoy spectra as well as wave
model hindcasts together with a kinematic model of wave
propagation to determine a possible approach for automating
the estimation of the wave source regions for a large storm to
help with such predictions of large waves approaching the
coast. It was found that established networks of wave buoys in
the northern Pacific, usually relatively close to shore, can pro­
vide valuable and near-real time data on approaching wave
fields, but only under certain conditions. The use of satellite
imagery especially from synthetic aperture radar (SAR) can
generally improve wave directional information and prediction
accuracy [Beal, 1991;Komen et al., 1994].
Satellite imagery from SAR provides a unique two­

dimensional, fine-resolution (usually 25 m) view of the ocean
surface, especially waves. From this view, wavelength, propa­
gation direction, and height information can be derived. One
of the key applications of SAR has been in providing valuable
information on the properties of storm-generated ocean waves.
When the SAR is operating linearly over the ocean, it has been
shown to provide accurate measurements on the evolution of
wave fields [Beal et al., 1986;Beal, 1991], the spatial properties
of hurricane-generated waves [McLeish and Ross, 1983; Holt
and Gonzalez, 1986;Mona/do et al., 1993], the improvement in
wave information surrounding storms compared to wave mod-
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els [Beal, 1991; Mona/do and Beal, 1996], and the source re­
gions of storm-generated waves [Gonzalez et al., 1987]. How­
ever, the key word here is "linear," which occurs primarily
when the SAR is detecting swell or when the radar platform
has a low shuttle-like orbital altitude (200-400 km). The problem
is that SAR imagery of ocean waves and derived SAR wave
spectra can be severely nonlinear because of the simple fact that
the waves are moving at the same time the radar is precisely
measuring the Doppler frequency of the moving SAR platform.
The nonlinear conditions occur primarily when waves are

traveling in a direction parallel (or in azimuth traveling) to the
platform flight direction. This simultaneous wave-platform mo­
tion can result in a distorted mapping of waves to imagery
because the precisely timed radar returns from the waves have
slightly varying Doppler frequencies and rates, termed velocity
bunching. The result is either a shifting of the wave energy or
actual nonimaging of wind waves moving in the azimuth direc­
tion. In addition, the SAR resolution may be degraded by
coherence time limitation of the moving smaller waves [Raney,
1980]. Both conditions are alleviated by decreasing the ratio of
the platform range-to-target compared to platform velocity.
Many researchers have long sought to understand the nonlin­
earities sufficiently in order to correct for these by applying
transfer functions [e.g., Hasselmann et al., 1985; Plant, 1992;
Krogstad, 1992;Plant and Zurk, 1997). Understanding has pro­
gressed sufficiently to the point that SAR image spectra from
the European Space Agency's ERS systems are being used
reliably, albeit at considerable computational cost, in SAR
wave data assimilation schemes for global wind and wave
model forecasts [Hasselmann and Hasselmann, 1991;Engen et
al., 1994; Kamen et al., 1994; Hasselmann et al., 1996).

This study examines the capability of spaceborne synthetic
aperture radar imagery, obtained from ERS-1, and buoy data
to track a wave field generated by an intense storm in the
northeast Pacific over a several-day period. The SAR imagery
and radar wave spectra were obtained from the Alaska SAR
Facility (ASF) during September-December 1991. First, we
establish the accuracy of the ERS-1 SAR spectra, produced by
the ASF geophysical processor system (ASF GPS), for deriving
the dominant wavelength and wave direction. This was accom­
plished by comparing 10 separate examples of SAR data nearly
coincident in time and location to two sets of buoy data, one
set operated by the National Data Buoy Center (NDBC) and
another set deployed during a field experiment off Vancouver
Island run by the Woods Hole Oceanographic Institution [Gal­
braith et al., 1994], plus NDBC buoy-modeled wave direction
from the National Oceanic and Atmospheric Administration
(NOAA) wave model (WAM) [Chen, 1995a). The validation
segment determined that the SAR-derived dominant wave
components were largely linear, which is related to the mean
climatological conditions of the northern Pacific and the rela­
tive orientation of the orbital track. From this the tracking of
the storm waves could proceed with some confidence. The
results from the SAR wave spectra are compared with buoy
data for waves generated during a storm in late December
1991. For the case study we describe a wave kinematic model,
the storm, and then track the wave field over a 3-day period.

2. Data Set Description
2.1. Radar Imagery

The ERS-1 SAR imagery was acquired in the Gulf of Alaska
along the general tracks outlined on Figure 1 from September-

December 1991 during the 3-day repeat of the mission's com­
missioning phase. ERS-1 is in a Sun-synchronous orbit of
about 98° and has a flight direction (azimuth angle) of about
l96°T over the Gulf of Alaska during descending passes. The
SAR operates at a frequency of 5.3 GHz (C band, 5-cm wave­
length) over a fixed range of incidence angles from 20°-26°,
which results in a swath width of 100 km. The resolution of the
processed imagery is 30 m in both range and azimuth direc­
tions, and the data are formatted into 12.5-m pixels. The im­
agery was acquired, processed, and distributed by the ASF,
which is located at the University of Alaska in Fairbanks.

The SAR wave spectra were generated from the full­
resolution imagery using a wave product algorithm in the ASF
geophysical processor system (ASF GPS), which also gener­
ated ice motion and ice classification products [Stem et al.,
1994]. The wave algorithm has been previously tested using
Seasat imagery [Wadhams and Holt, 1991). For each image
(100 by 100 km) the wave product algorithm performs a two­
dimensional digital fast Fourier transform on 16 subscenes,
each 6.4 by 6.4 km in size, which are contiguous in the azimuth
direction and centered along the median range line. The re­
sulting unsmoothed spectral density estimate has a spectral
resolution of !ik = (1I25 6) 2Tr/ 25 rad m- 1 = 0.001 rad m- i
and a chi-square distribution with 2 degrees of freedom
[Mona/do, 1991). To reduce sampling variability, each spec­
trum is smoothed using a moving Gaussian filter with a full
width of 21 by 21 pixels and a kernel size of 5 pixels. The
smoothing increases the degrees of freedom to 164 on the basis
of the effective area of the filter [Beal et al., 1986]. A peak­
finding routine locates the dominant local maxima or wave
peaks and determines the wavelength and direction of the
primary wave components by their distance and orientation
from the spectra center. The radar spectra are displayed as
contour plots, as seen in Figure 2a. Wave direction has a 180°
ambiguity, which is generally resolved by examining weather
data. For this analysis the mean and standard deviation of the
wavelength and wave direction of the dominant wave peaks for
a single scene are obtained from all 16 subscenes, which as­
sumes that the wave field is approximately homogeneous over
a 100-km image frame. No other corrections have been made
to the SAR imagery for either system or modulation transfer
functions. As further described by Wadhams and Holt [1991],
on the basis of analysis by Monaldo [1991) and the character­
istics of the smoothing filter the theoretical SAR wave spectral
precision is ±2° in wave direction and ±0.002 rad m-1 in
wavenumber.

2.2. NDBC Buoy Data
Wave data from three separate National Data Buoy Center

(NDBC) moored buoys were utilized in this study (Figure 1).
Buoys 46001 and 46003 are 6-m Navy Oceanographic and
Meteorological Automatic Device (NOMAD) deep ocean
buoys in the Gulf of Alaska. Data used from these buoys
include wave period, significant wave height (Hs), wind speed
and direction (Figure 3), and barometric pressure. All of the
NOAA data used in the validation portion of the study were
derived from buoy 46001 since it was closest in location to the
SAR orbital tracks. A third buoy used is 46042, a 3-m coastal
wave buoy which also provides wave direction. All wave data
are averaged over 20-min periods. The accuracies of the wave
parameters are as follows: significant wave height, ±0.2 m or
5%; wave period, ±1 s; and wave direction, ±5%.
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180°

Figure I. Map of the northeast Pacific Ocean showing the location of buoys from the National Data Buoy
Center (NDBC) (46003, 46001, and 46042) and the Acoustic Surface Reverberation Experiment (ASREX)
and representative synthetic aperture radar (SAR) tracks for both the validation and storm-tracking sections
with solid boxes indicating SAR spectra locations.

2.3. Field Experiment Buoy Data
During the late fall and early winter of 1991 an array of

buoys was deployed off the coast of Vancouver (49.2°N,
131.9°W) as part of the 1991 Acoustic Surface Reverberation
Experiment (ASREX 91) (Figure 1) [Galbraith et al., 1994].
Two of the moorings were waverider buoys, the first a Waves­
can from Seatex AS of Norway and the other a Wavetrack from
Endeco/YSI. Inc., of Marion, Massachusetts. The Seatex buoy
obtains 2048 data points at 1 Hz every 3 hours, while the
Endeco buoys obtained 2048 points at 2 Hz every 12 hours.
The Scatex operated from November 1 to December 4, 1991,
and was used in the validation segment of this study, while the
Endeco buoy operated through the end of December 1991,
providing data for the storm-tracking segment of the study.
Also included in the mooring array was a series of meteoro­
logical measurements. A time series of wind speed and direc­
tion, significant wave height, and peak wave period derived
from Scatex buoy measurements during its period of operation
is shown in Figure 3.

2.4. Wave Model Data
Wave hindcast (3-hour interval) data were also obtained

from the NOAA National Centers for Environmental Predic­
tion (NCEP) using the operational NOAA WAM [Chen,
1995a. b: WAMDJ Group. 1988), which provides estimates of
wave direction along with the four other parameters also ob­
tained from the NDBC deep water buoys. Wave direction from
these hindcasts was used in five cases for SAR validation,

supplementing the measurements from the nondirectional
buoy 4600 I. The NOAA WAM has been used for operational
forecasting since 1994 after several years of development and
comparison studies with the NDBC buoy data. The model is
essentially based on the cycle 4 WAM, which incorporates both
wind velocity and wave age for wave generation source func­
tions, and a quasi-linear theory of wind-wave generation [Jans­
sen, 1989, 1991]. The model runs twice daily to predict global
ocean wave spectra for both 12-hour hindcasts and 72-hour
forecasts. The model has a grid of 2.5° in latitude and longi­
tude. The wave spectrum is represented by 25 logarithmically
spaced frequencies with the ratio of frequency increment to its
frequency being equal to 0.1 and wave directionality in 30°
bins. The lowest sigma layer winds from the NCEP analysis and
aviation version of the global forecast system are adjusted to a
height of 10 m by using a logarithmic profile [Shea1711an and
Zelenko, 1989) and are used to drive the ocean surface waves.
The analysis wind is for wave hindcasts, and the aviation wind
is for wave forecasts.

3. Validation of SAR-Derived Wave
Measurements
3.1. SAR-Buoy Comparisons

Before using the SAR wave spectra for the storm-tracking
case study an assessment of the measurement accuracy of the
SAR-derived dominant wavelength and wave direction was
performed using comparisons with NDBC buoy 46001 and the
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Figure 2. Comparison from November 2, 1991, at 2100 UTC of the (a) Alaska SAR Facility wave product
spectrum from ERS-1 SAR and (b) buoy frequency spectrum and (c) National Oceanic and Atmospheric
Administration (NOAA) wave model (WAM) results for NDBC buoy 46001.

WHOI data sets over varying environmental conditions. Ten
separate buoy data sets coincident with ERS-1 SAR were uti­
lized, five for buoy 46001 and five for the ASREX Seatex buoy.
Table 1 lists the dates and time of each SAR pass. The envi­
ronmental conditions for each date are detailed in Appendix
A. For the comparisons with buoy 46001, buoy wave direction
was derived from the WAM4 hindcasts. The SAR wave spectra
were obtained from the SAR image frames closest to the two
buoy locations, track 1, frame a for 46001 and, generally, track
3, frame b for Seatex (Figure 1). The distances between the
buoys and the SAR frames were variable, especially for the
ASREX buoys, where the closest distance was at best 135 km.
The key wave parameters for the SAR and buoys are listed in
Table 1. Buoy wavelength A is derived from peak wave period
T using the deep water wave dispersion relationship

Figure 2a shows a representative SAR wave spectrum col­
lected on November 2, 1991,which has a dominant wavelength
of 216 m and propagation direction from 274°. The frequency
spectra from buoy 46001 is shown in Figure 2b and the hindcast
results of the NOAA WAM are shown in Figure 2c. The buoy
results show the dominant wave period of about 12.4 s (0.081
Hz), corresponding to a wave length of 239 m, and the WAM
results show a propagation direction from 280°. For the dom­
inant peak wave component the SAR spectrum compares rea­
sonably well with the buoy results; however, the SAR spectral

(1)

shape is slightly distorted in the azimuth direction by the radar
transfer function as compared to the model results.

Referring back to Table 1, it can be seen that of the 10 cases,
8 comparisons between the SAR measurements and the buoy
measurements are favorable, while 2 cases, October 15 and
November 16, show considerable differences in wavelength
and wave direction. We believe these differences are due to
nonlinearities in the SAR spectra resulting from azimuthal
distortion and so are not considered in the following error
calculations (more discussion below). Figure 4 shows the com­
parison of the eight linear peak SAR-derived wavelengths and
buoy wave periods using the dispersion relation (1). Here we
see that the SAR-derived wavelengths follow the relation but
are slightly underestimated.

For the eight cases the mean fractional difference in wave­
length is -5. l% with a standard deviation of 9.6%, and the
mean difference is -22 m with a standard deviation of 31 m.
Using the wavenumber precision of 0.002 rad m-1 [Mona/do,
1991] over the approximate range of measured buoy wave­
lengths (100-600 m), the theoretical accuracy in the wave­
length measurements are between 3 and 20%, respectively.
This average compares well with the mean absolute difference
of 9.6% (29.4 m), as does the range of accuracies over the
wavelength spread, since the largest discrepancies between
buoy and SAR are generally those cases with the longest wave­
lengths. For direction the mean difference is -0.8° as com­
pared with the theoretical error of ±2° [Mona/do, 1991], but
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Figure 3. A time series from the ASREX Seatex buoy show­
ing (a) significant wave height H,., (h) peak wave period T, (c)
wind direction, and (d) wind speed from November 1 to De­
cember 5, 1991. The times of the five coincident SAR data are
indicated by vertical dashed lines.

Table 1. Comparison of SAR and Buoy Wave Parameters
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there is a wide standard deviation of 27.5°. Most of the differ­
ences in direction arise from the single data point for the storm
in late December, which is the storm discussed in the case
study. From these two assessments the mean errors in wave­
length and wave direction fall within the expected ranges when
the SAR wave spectra are linear.
To assess the tendency of the SAR spectra to be linear or

nonlinear in the case of the two unfavorable measurements, we
use the velocity hunching parameter,

C = (l/4)(R!V)H,g1122nA 12G(B. </>)cos</> (2)

where R is slant range from radar to the surface, Vis platform
velocity, H, is significant wave height, g is the gravitational
constant, and G is the platform and ocean wave geometry (e is
radar incidence angle and <f> is the azimuth angle between the
platform and wave direction) [Alpers, 1983]. Significant non­
linearities occur if C > tr] 2, indicating that shifts of spectral
peaks toward lower wavenumbcrs are likely to occur. More
specifically, nonlinear mapping results from a surface scatterer
having a velocity component radial to the SAR look direction.
The resultant displacement of the scatterer on the SAR image
is in the azimuth or along-track direction (in all cases the
spacecraft heading is about 195°T). Random shifts cause the
image to be smeared in the azimuth direction, which causes a
decrease in response for high-azimuth wavenumbers in the
image spectra. For ERS-1 the RIV ratio is about 115 s. As
shown in Table I, values of C near 2 or greater are obtained for
the two nonlinear cases on October 15 and November 16
because of the comparatively short wavelength and large H, in
hoth cases. The remaining eight cases have values generally
much less than 1.5. The one other case with azimuth-traveling
waves, October 24, shows reasonable comparisons in wave­
length and wave direction or no obvious distortions in the wave
spectra, despite a generally high C value.

SAR Data Buoy Data
Dis- tidirec-

Posi- Time, tance, SAR SAR Direc- T, x, Direc- H." U, tiA, tion,
Buoy Track tion Date UTC km A,m tion, deg c s m tion, deg m m S I % deg

46001 I a Sept. 18 2100 58 179 252 1.09 II 189 230 3.0 8 -5 22
46001 1 a Oct. 15 2100 38 157 265 2.28 10 156 140 4.0 12

196 134
46001 I a Oct. 24 2100 38 103 195 1.39 8.3 107 180 1.0 4 -4 15
46001 I a Nov. 2 2100 25 216 274 0.21 12.4 239 280 4.5 8 -]() -6
46001 I a Dec. 29 2100 25 565 240 0.22 20.0 624 300 6.0 14 -10 -60
Seatex 3 b Nov. 4 2000 198 327 261 0.25 15.7 383 264 3.1 8 -15 -3
Seat ex 3 a Nov. 16 2000 228 195 288 1.97 14.6 332 238 10 21

536 175
Seat ex 3 b Nov. 25 2000 135 175 307 0.24 10.3 164 278 2.3 8 7 29
Seatex 3 b Dec. I 2000 135 182 291 0.()2 10.3 164 286 3.4 5 11 5
Seat ex 3 b Dec. 4 2000 202 296 273 0.08 15.0 350 281 3.5 8 -15 -8

Mean ti -5.I -0.8
Standard deviation 9.6 27.5
Mean absolute ti 9.6 18.5
Standard deviation 4.1 19.J

Track and position are of the SAR image, see Figure l; Distance is from the buoy to the SAR image; SAR ,\ is the SAR-measured wavelength
of dominant peak; SAR Direction is the SAR-measured dominant peak wave direction from source; C is the velocity bunching parameter,
reference isAlpers [1983]; T is the buoy peak wave period; ,\ is derived from T using dispersion relationship (I); Direction is the wave direction
from source, derived from NOAA/W AM hindcast; H, is the significant wave height; U is the wind speed; tiA is the fractional difference in
wavelength between buoy and SAR; and tidirection is the difference in wave direction between buoy and SAR. ERS-1 flight (azimuth) direction
is l96°T for all images. For Seatex direction, 21° are added for magnetic correction. NDBC 46001 location is 56.3°N, 148.3°W.WHO! ASREX
Seatex location is 49.15°N. 131.89°W.
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Figure 4. Comparison of measurements of peak wave period from buoy 46001 and the Seatex buoy with
wavelength from ERS-1 SAR derived using the wave dispersion relation (1). See Table 1 for details.

3.2. Comparison With Other SAR Wave Validation Studies
During the early months of ERS-1 in 1991 several validation

campaigns took place to assess the capability of the SAR for
generating useful wave information. The Grand Banks valida­
tion program, summarized by Dobson and Vachon [1994], had
the following key results: ERS-1 SAR accurately measured
long wavelength swell, the SAR did not measure any azimuth­
traveling waves shorter than 200 m, but range-traveling waves
were measured as short as 50 m [Vachon et al., 1994]. For the
winter conditions seen in the Grand Banks area, a majority of
the SAR acquisitions were obtained of azimuth-traveling
waves. Quasi-linear remapping was more effective than non­
linear remapping to invert the problematic SAR spectra
[Krogstadet al., 1994]. SAR and wave models were found to be
complementary, since SAR was best at mapping swell and the
wave model was best at mapping wind seas. Similar results
were found in other validation experiments [Kleijwegand Gre­
idanus, 1993; Tilley and Beal, 1994]. These results were essen­
tially as predicted, based on years of analysis using SAR im­
agery from satellite, shuttle, and airborne platforms. To make
full use of the ERS-1 SAR wave mode data, where small 5-km
vignettes are sampled every 100-200 km on a global basis, a
nonlinear inversion algorithm has been developed, where the
SAR spectra are remapped in an iterative fashion together
with WAM [Hasselmann and Hasselmann, 1991]. Results indi­
cate that this is effective in producing accurate measurements
of wavelength and wave direction as well as height [Kamen et
al., 1994].

3.3. Validation Summary
This validation component showed that SAR wave spectra

derived using a simple filter and no transfer functions were
found to be reasonably accurate in measurements of peak
wavelength and wave direction. This was largely fortuitous
because of the meteorological conditions found in the north­
east Pacific at least during the months September through
December 1991, when west to east swell (or range-traveling
swell relative to the ERS-1 flight direction) was predominantly
measured, and, hence, accurately mapped onto the SAR wave
spectra. This dominant weather pattern is attributed to the

semipermanent Aleutian Low, which is particularly intense
during these early winter months [Overland and Heister, 1980].
One circumstance, on October 24, did accurately measure
short, azimuth-traveling waves, presumably due to the low
wave height. The two cases where comparisons with buoy data
were poor, October 15 and November 16, were due to the
presence of variable wind seas and the proximity of the buoy to
the storm center, respectively. Another case, in late December,
resulted in large differences in wave direction, likely due to
difficulties in modeling directional data from large storms, as
will be discussed in the next section. Thus, under favorable
conditions, these products can be reliably used for further
investigations in this general region.

4. Case Study of Storm and Swell Evolution
In this section we examine the evolution of swell across the

northeastern Pacific generated by a storm using SAR, buoys,
and a kinematic wave model. The data set was identified by the
fortuitous combination of a strong low-pressure system, suit­
able SAR coverage of the emanating wave field, and buoy data
both from NDBC and ASREX. We use a simple kinematic
model derived by Gonzalez et al. [1987] for comparison with
the various buoy wave measurement sources. The synoptic
weather chart of the storm on December 28, 1991, at 0000
UTC is shown in Figure 5, and a location map of the ERS-1
SAR tracks and buoys is shown in Figure 1.

4.1. Kinematic Wave Model
Using SAR wave spectra of a hurricane-generated wave field

obtained from a shuttle-based (and hence lower-altitude) plat­
form and a simple kinematic wave model, Gonzalez et al. [1987]
have shown that swell generally obeys the linear wave theory of
propagation and does not seem to be affected by propagation
through zones of steady wind. It is assumed that the waves
originate from approximately a point source or a generation
region sufficiently far away to be considered as a point source.
Swell (wavenumber k) generation is defined as that point when
the deep water group velocity

Cq = l/2(gk)112 (3)
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160

Figure 5. National Climatic Data Center (NCDC) surface analysis synoptic weather chart at 0000 UTC on
December 28, 1991. The low-pressure region (954 mbar ) identifies the storm used in this study.

exceeds the local wind speed component in the wave direction.
The wave then ceases to he forced hy the wind and begins to
propagate freely as swell. By assuming such a swell system
consists of free waves and is unaffected by other processes,
such as wave-wave interaction and wave-current interaction,
the swell directions at distant locations can be checked with the
linear wave propagation model.
The geometry of the idealized storm swell kinematic model

is shown in Figure 6 with the position of S ( </>, ,\) being the
center of the swell generation region and P and C being ob­
servation points. The great circle distance s to an observation
point is given by Snyder I1987] to be

sin = [sin' + cos <P, cos rjJ1, sin'] 1
',

wheres is the radian measure of the great circle distance. The
wave propagation direction or azimuth angle 81, at an obser­
vation point is found by combining two angles. The first angle
111, is the internal angle subtended by two great circles, one that
extends through S and P and the other that extends through P
and C. The second angle II, is the azimuth angle from P to C
(SAR path). Spherical geometry (Figure 6) then determines
the following relationships:

assumed to be known, then (4), (5), (6a), and (6b) can be
solved for the swell propagation direction 81, and arrival time
I, for locations P and C.

4.2. Wave Data Comparison
4.2.1. Storm description. According to the surface syn­

optic weather analysis INational Oceanic and Atmospheric Ad-

N
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Figure 6. Geometry of the idealized storm swell kinematic
model. The point S represents the source of swell generation,

In these relationships. if the quantities of (<!>,A), c.,r and 1, arc and P and C arc points of SAR imaging locations.
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Table 2. Storm-Tracking Wave Data

Location
Dis- Direc-

SAR Posi- Lati- Langi- Time, tance BP, tion, ,\, H,, Cg, Tcg' st;
Buoy Orbit Track tion tude, 0N tude, 0W Date UTC S, km deg deg m m km h-1 hour hour

NDBC46003 51.9 155.9 Dec. 29 1000 1723 ... ... 624 7 56.l 30.7 34
NDBC46001 56.3 148.3 Dec. 29 2200 2351 ... ... 624 6 56.l 41.9 44

E2376 1 a 56.2 149.8 Dec. 29 2100 2260 250 240 565 ... 53.4 42.3 45
E2376 1 b 46.6 153.3 Dec. 29 2100 1835 264 265 388 ... 44.0 41.7 45

Endeco 49.1 131.8 Dec. 30 1200 3395 ... ... 624 4 56.l 60.5 60
E2390 2 a 54.7 142.0 Dec. 30 2000 2698 263 253 373 ... 43.4 62.2 69
E2390 2 b 47.0 144.8 Dec. 30 2000 2479 278 267 316 ... 40.0 62.0 69
E2390 2 c 43.2 145.9 Dec. 30 2100 2476 286 288 317 ... 40.5 61.8 69

Endeco 49.1 131.8 Dec. 31 0000 3395 ... ... 433 6 46.8 72.5 72
NDBC46042 36.8 122.4 Dec. 31 0600 4588 ... 300 624 5 56.1 81.8 82

E2404 3 a 53.5 134.2 Dec. 31 2000 3192 ... 266 292 ... 38.4 83.1 92

Buoyis the buoy identifier,the Endeco buoy is located at ASREX site on Figure l; SAROrbit (withTrack and Position) is the ERS-1 (E)
orbit numberplus track and positionof the SARimageon Figure 1;DistanceS is the great circledistancefrom the initialestimatedstormwave
generation region (45°N,l77°W)to the SAR imageor buoypositionusing(4); BP is the great circle angleofwavepropagationdirectionusing
(5); Directionis the directionfromwhichwavesare propagatingmeasuredfromSARor buoyspectra;,\ is the peakwavelengthmeasureddirectly
from SAR spectra or derived from the buoy-measuredpeak wave period using the dispersion relation (1); H,. is the significantwave height
measuredfrombuoy;Cg is the groupvelocityderivedfromSARor buoymeasurementofwavelengthor period; Tc is the hours ofwavetravel
time usingCg and distanceS; t:.T is the time differencebetweenthe estimatedstormwavegeneration time (December28,0000UT) and buoy
or SARwavelengthmeasurement.BP for E2404was not derived since there are only two of three points for (5).

ministration, 1992] a low-pressure system developed near Ja­
pan on December 25, 1991, and moved rapidly eastward. By
December 27, at 1200 UTC, it was a 962-mbar storm near the
international date line. At 0000 UTC on December 28 the
intensive storm had matured to a center pressure of 954 mbar
and was moving northeastward (about 60°) to a position of
about 46°N, 179°E (Figure 5). The storm had started to
weaken, and its forward speed began to decrease by 0000 UTC
on December 29. Using the general concept that a storm's
most intense wind and wave generation zone is the lower right
quadrant with respect to the storm's path, this would place the
intense wave generation zone on the southeast side of the
northeast traveling storm. The center of this swell generation
zone is initially estimated to be 45°N, l 77°W on the southwest
side of the center of the storm, some 300 km distance from the
storm center (Figure 1). Since the swell generation zone and
time can be shifted for various propagation directions within
the storm's southeast quadrant, the postulated zones and time
can be fine-tuned through iteration.
4.2.2. SAR data. Data from three ERS-1 SAR acquisi­

tions along descending orbits were obtained on December 29,
30, and 31, 1991. Six SAR wave spectra were processed, at
positions selected to sample the spreading of the wave field as
well as to be close to the buoys (Figure 1). The dominant
wavelength and wave direction from these spectra are listed in
Table 2, and representative spectra from December 29 are
shown in Figure 7. In all cases the wavelengths are >300 m,
and the wave directions are eastward or range traveling with
respect to the satellite track. No nonlinear mapping is apparent
in any of the spectra. The longest waves (565 m) are from the
northernmost spectra on December 29. As the available SAR
data progress to the east and move later in time, wavelength
decreases but wave direction maintains a general clockwise
rotation from north to south. This is seen at position a on the
three tracks (240°, 253°, and 266°), indicating the rotational
spread of the wind source. Position b on Tracks 1 and 2 have
nearly the same wave direction (265° and 267°) while being 23
hours apart, indicating that the locations of these images are
well aligned with the wave propagation direction.

(a) ~A jf\ / Irr \
R

N

Figure 7. Alaska SAR Facility wave products of ERS-1 SAR
spectra from December 29, 1991 (E2376), in the northeast Pacific
from (a) track 1, frame a and (b) track 1, frame b (see Figure 1).
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Figure 8. Time series of wave spectra from NDBC buoy 46001 on December 29. 1991.

4.2.3. Buoy wave data. For this study, NDBC buoys
46001, 46003, and 46042 have been utilized, noting again that
46042 is a directional buoy. From the WHO! ASREX pro­
gram, data from the nondirectional Endeco buoy was used,
since the directional Scatex buoy had already been recovered.
Table 2 lists the key buoy information.

For buoy 46001 the low-frequency peak of (l.05 Hz reached
a maximum density and wave height of more than 6 m on
December 29 at 2200 UTC (Figure 8), very close in time and
position to the nearest SAR wave spectra. The contour plots
for buoys 46001 and 46003 (Figure 9) show clearly the arrival
of the 0.05-Hz peak at 46003 to be about 11 hours earlier than
at 46001 because of its closer proximity to the storm center.
This peak persisted at each buoy for at least 6 hours after
arrival (Figure 10). The Endeco buoy showed the arrival time
of the wave peak at 1200 UTC on December 30 and a signif­
icant decrease in period 12 hours later. At buoy 46042 the
same low (0.05 Hz) wavenumber peak arrived on December 31
at 0600 UTC, persisting for some 12 hours with a direction
from 300° (Figure 11).
4.2.4. Data comparisons. It is clear from the buoy and

SAR results that the peak storm wave field was captured at all
four buoys at successive times and at least at the northernmost
image from E2376. The remaining SAR frames sampled the
storm waves after the wave field maximum had already passed
through. This is primarily due to the sampling rate of the
satellite being less than fortuitous (no ascending passes were
acquired, for example, which arc separated in time from the
descending passes by about 12 hours). The southernmost im­
age of E2376 had a shorter wavelength (388 m) than might be
expected since it was only about 400 km to the south of its
companion wave field, which measured over 550 m in wave­
length. The smaller measurement may be caused by a slightly
less favorable generation direction, which was not as parallel to
the storm isobar contours. In terms of direction the southerly
end of E2390 and buoy 46042 had similar directional measure­
ments for the peak wave field 9 hours apart.

5 3 2

4.3. Data-Model Results and Discussion
First we consider the arrival times measured by the group

velocity derived from the SAR and buoy measurements (Tc)·
compared with the total elapsed time ( ..l T) between the ob­
servations and the estimated storm source time (December 28,
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Figure 9. Contour plots of wave spectra from (a) buoy 46001
and (b) buoy 46003 during December 27-31, 1991.
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1992
UTC (hours)

Figure 10. Time series plot of peak wave spectral density for
(a) buoy 46001 and (b) buoy 46003 during December 28-31,
1991.

0000 UTC). It can be seen from Table 2 that by and large these
measurements result in earlier arrival times, with the exception
of the most distant buoy measurements (Endeco and 46042),
where the derived arrival times are nearly equal to the elapsed
times. The earlier times would indicate that the estimated
source region needs updating by being moved farther away, but
the close times of the distance buoys suggest that the estimated
source location and time is actually quite good.
The comparisons of direction estimated by the model results

(BP) with the SAR measurements are generally favorable. We
see that the two southernmost measurements are nearly the
same, while the remaining three northerly SAR measurements
are 10° less (or rotated counterclockwise) from the model. The
differences may be due to wave-current refraction as the wave
field passes through the Alaskan Coastal Current. This small
set of measurements does suggest that this simple kinematic
model is adequate for describing the general fan-shaped direc­
tional wave information from a strong storm.

Next, we use the SAR directional measurements to iterate
the storm wave generation zone. This can be done simply by
adding the equivalent distance !lS based on C0 for the differ­
ence in time between Tc and !lT for each measurement
(Table 3). Using (4), revise'd source regions are calculated for
the six measurements, which results in an updated mean posi­
tion of about 42°N, l77°W, ~475 km from the storm center
(46°N, 179°E) as compared to 300 km with the first estimated
point source (45°N, l77°W) (Figure 1). Using the revised point
source, we then recalculate Tc for the four buoys (*Tc in
Table 3), showing closer comparisons with !l T. The revi'sed
source region is moved farther back into the lower right quad­
rant with respect to storm travel (about 60°). These results
indicate that the peak waves were generated within a few hours
of the original estimated time that the storm reached its lowest
pressure (December 28 at 0000 UTC) and from a region some
300-500 km to the lower right of the storm with respect to its
travel direction. This is compared to previous results from
Gonzalez et al. [1987] showing waves being generated within
200-300 km of a hurricane center, a radius greater than ex­
pected from the generally 50-100-km radius of maximum hur­
ricane winds. The larger radius for this Pacific storm is still
contained within the tight isobars seen on Figure 5.Mettlach et

al. [1994] found differences of 5° in latitude and 4° in longitude
in estimates of the wave source region about a typhoon using
several methods, which are comparable to these results.

5. Summary
This study indicates that the dominant wavelength and wave

direction from SAR measurements plus a simple kinematic
model can be used to provide useful information on the wave
field emanating from strong storms. Taken separately, the
SAR spectra from either E2376 and E2390 provides sufficient
details to enable some predictive capability for determining the
arrival time, energetics, and direction of large swell propagat­
ing from remote storms toward coastal areas. Samples from
multiple SAR passes improve this predictive capability. The
SAR directional information in particular can enhance both
buoy data and wave model results as well as provide improved
information on the wind fields from storms, including estimat­
ing the source region and generation time.
A key to using SAR for such studies and especially in an

operational application is adequate sampling. Spaceborne
SAR is either data-rate limited or power limited, which pre­
vents duty cycles (amount of time that the SAR can operate)
greater than about 30%. The ERS SARs operate outside
ground reception stations in its unique wave mode, producing
5-km vignettes every 200 km along-track. This is potentially a
very useful mode except that the data are stored on board and
downlinked to a ground station when possible. This delay is at
least 90-100 min or as much as several hours depending on
how often the satellite comes into view per day of a ground
station designated to receive such data. Also, the spectral prod­
ucts from these vignettes are not yet operationally available.
Spaceborne SARs have 14-16 orbits per day and limited
swaths compared to operational sensors such as AVHRR. Op­
tions therefore for improving coverage are to increase swath
width (usually at the expense of resolution, which is particu­
larly important for wave imaging on SAR), such as with Can-

STATION 46042
_ DEC 31, 0400 UTC, 1991
~ 0.35 (a)
>- 0.30 r-~+----1---+----I
~ 0.25 f---+----1---t----I
w:J 0.20 f---+----1---+----I
~ 0.15 f-::c='f-;=;:"t---t---+----1a:
LL 0.10 i--'7-~~.?Jr---+---1
tu> 0.05 r--cz:::.::~~31---j--j
~ 0'----'-----'--~-~:s: -100 0 100

WAVE DIRECTION (deg)

~ 0.35
>- 0.30
~ 0.25
w6 0.20
~ 0.15
LL 0.10
w
:;;: 0.05
:s: 0

STATION 46042
DEC 31, 1200 UTC, 1991

(c)

-~
'> -<

-100 0 100
WAVE DIRECTION (deg)

STATION 46042
DEC 31, 0600 UTC, 1991

(b)

,.--
<:-::-~~
<,-~- --.__ i---
-100 0 100

WAVE DIRECTION (deg)

STATION 46042
DEC 31, 1800 UTC, 1991

(d)

~-. \
'

-100 0 100
WAVE DIRECTION (deg)

Figure 11. Directional wave spectra from buoy 46042 near
Monterey, California, at (a) 0400, (b) 0600, (c) 1200, and (d)
1800 UTC on December 31, 1991.
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Table 3. Revised Storm-Tracking Wave Data

SAR DistanceS, Direction, c; T. - t:,,.T ilS, Latitude. *T. il T.(,I ' <,11'
Buoy Orbit Track Position km deg km.h l hour km ON Longitude hour hour

E2376 l a 2260 240 53.4 2.7 144 -12.l l75.'3°W
E2376 l b 1835 265 44.0 :u 145 42.3 177.TW
E2390 2 a 2698 253 43.4 6.8 273-295 40.8 176.h°W
E2390 2 b 2479 267 40.0 7.0 260-280 40.5 l78.0°W
E2390 2 c 2476 288 40.5 7.l 271-288 -15.7 I79.4°E
E2404 3 a 3192 266 38.4 8.9 342 41.4 179.7°W

NDBC46003 34.4 3-1
NDBC46001 46.2 44
Endeco" 63 60
NDBC46042 82.8 82

Tc - il Tis the travel time differencefromTable 2; C,,.S is the change in kilometersfrom (7« - ilT)C,1; Latitude and Longitudegivethe
revist!'dstormwavegeneration source regionbased on Directionand ilS; *Tc,, is the revisedhoui'sof wavetravel time usingC9, DistanceS +
ilS, and mean of revised latitude and longitude(42°N, l77°W).See footnotes to Table 2.
"Date is December30, and time is 1200UTC.

ada's RADARSAT, or to use multiple satellites placed in or­
bits 1-2 days apart in their repeat pattern, such as ERS-1 and
ERS-2 recently were in their tandem phase. Also, of key im­
portance is to get rapid data reception, processing, and incor­
poration of results with wave model and buoy data. The real­
time SAR ocean wave spectra processor flown on two shuttle
flights in 1994 demonstrated the capability of onboard process­
ing from image data to wave spectra, which also significantly
reduces data storage requirements [Mona/do and Beal, 1996).
This case study indicates the feasibility of using SAR in the

advanced warning of high swell, which could also be crucial to
the safety of offshore operations and coastal regions. Such a
system is feasible with current spaceborne SARs for demon­
stration purposes at least and operationally in the future with
improved ocean coverage and potentially onboard processing.
In addition, combining improvements in high-swell prediction
with storm surge modeling could also improve the prediction
of water run-up in the coastal zone [Bode and Hardy, 1997).

Appendix A: Environmental Conditions
for Validation of ERS-1 SAR Data
With Buoy Data

A brief summary is provided of the weather and wave envi­
ronment for each of the 10 dates used in the buoy-SAR vali­
dation (Table 1) based on NMC surface charts, site descrip­
tions [Galbraith et al., 1994), and buoy and wave model results.

Al. NDBC Buoy 46001
Al.I. September 18. On September 17 and 18 a low­

pressure system to the west gradually moved northwestward
and weakened later on September 18. Conditions were mild
near the buoy until midday when a weak low-pressure system
south and east of the buoy developed. The buoy measured
wind speeds near 10 m s-1 with a wind direction from about
270° at midday, which gradually shifted to easterly during Sep­
tember 19 because of the front. H_, was near 3 m. The wave
model indicated a wave direction from 230°. The SAR spectra
showed a very consistent peak wavelength at 179 m from
around 250°, from the low-pressure system to the west, and a
less energetic peak of about 300 m from the north, with the
latter related to the closer system. This lower frequency peak
was not seen on the buoy frequency spectra and may have been
nonlinearly mapped to a lower wavenumber on the SAR spec-

tra since it had a strong radial component nearly parallel to the
flight direction.
Al.2. October IS. No significant pressure systems were

present near the buoy for October 15. Winds had dropped
slightly to 12 from 15 m s- 1 the day before. Modeled wave
direction is l4D°.The frequency spectra had a dominant period
of 10 sand H, of about 4 m. The dominant peak on the SAR
spectra was at 157m from a direction of 265°. A less energetic
and quite variable peak in the SAR spectra is at 196 m from
134°, which aligns with the wind direction. The 157-m wave
field may have emanated from a large low-pressure system
present far to the west. In summary, the lack of a significant
pressure system has resulted in a variable wind sea on both the
buoy and the SAR data, producing a somewhat confusing
comparison. There appears to be nonlinear mapping on the
SAR spectra. even though the winds arc some 40° off of the
flight direction, which would tend to reduce the azimuth spec­
tral component.
Al.3. October 24. A stable high-pressure system south of

Alaska resulted in a very mild period before and during Octo­
ber 24. Wind speeds were <5 m s- 1, H, was 1 m, and wind
direction was from 180°.The wave model hindcast indicated a
wave direction also of 180°. The dominant peak in the SAR
spectra has similar measurements of 100 m from the south. In
this case, then, short wavelength azimuth-traveling waves were
apparently accurately mapped on the SAR spectra, primarily
because of the lowH,.
Al.4. November 2. A low-pressure system developed

near the buoy during November 2, with two substantial low­
pressure systems to the west and south. Wind speeds were
steady before and during this day at about 10m s- 1 from the
west. The frequency spectra showed a stable 12-s wave field,
also from the west according to the wave model (Figure 2). H,
was high at around 4.5 m. The SAR spectra showed a very
steady 215-m wave field from nearly due west, comparing quite
favorably with the buoy data.
Al.S. December 29. The strong low-pressure system dis­

cussed here is the same storm used in the case study discussed
in section 3. According to the surface synoptic weather analysis
a low-pressure system developed near Japan on December 25,
1991, and moved rapidly eastward. By December 27 at 1200
UTC it was a 962-mbar storm near the date line. At 0000 UTC
on December 28 the intensive storm had matured with a center
pressure of 954 mbar, shifting northeastward (about 60°) to a
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position of about 46°N, 179°E (Figure 5). The storm had begun
to weaken and its forward speed began to decrease by 0000
UTC on December 29, finally passing very near buoy 46001
late on December 29, with a pressure on 984 mbar. The time
series frequency spectra shows a peak with an increasing den­
sity coincident to the SAR data on December 29 at 2100 UTC,
indicating a peak of around 20 s (Figure 8). The model wave
direction is from 300°, although the wind direction is generally
from the west. The SAR spectra is quite comparable at 565 rn,
with a direction rotated slightly southward of the wind direc­
tion.

A2. ASREX Seatex Buoy
A2.l. November 4. A weak high-pressure system passed

by the mooring in the early part of the day, when the westerly
winds dropped from 10 to 3-4 m s-1 by about 0800 UTC.
Later in the day, a weak low-pressure system arose, which
increased wind speeds to 9-10 m s-1 and shifted the wind
direction to southerly. Wave heights remained constant at
around 3-3.5 m, with the dominant low-frequency peak ema­
nating from a westerly direction of between 255° and 270°,
having been generated from a strong low-pressure system well
to the west. These waves are orthogonal or range traveling
relative to the ERS-1 flight direction of 196°.Thus these waves
are not subject to nonlinear SAR mapping conditions, and the
buoy and SAR measurements are comparable.
A2.2. November 16. A strong storm system passed over

the mooring during the middle of this day, reaching a low of
about 968 mbar near midday. This was followed at 1800 UTC
by peak winds of 22 m s ··1 and H, of 10 m with a maximum
period of about 14-15 s. Earlier in the day, there was evidence
of three wave systems: a low-frequency system propagating
from the west with about a 14-s period, a 12-s period from the
south, and a wind sea from the southeast. With the storm, the
wind sea and low-frequency peaks steadily coalesced from a
direction of about 240°. NMC surface charts showed the center
of the low at 49°N, 136°W at 1200 UTC and 52°N, 133°W at
0000 UTC on November 17, some 250 km to the west of the
buoy.

As noted in section 2, the SAR data showed considerably
different dominant wave fields. The location of the SAR data
is slightly east of the estimated storm center, between the
storm and the buoy. There was a 195-m wave field with a
propagation direction from 288° and a 536-m wave component
propagating from 175°.The westerly SAR wave field is shorter
than that measured by the buoy earlier in the day, and the
southerly SAR wave field is considerably longer and rotated
60° toward the south from the dominant buoy component.
Also, the steep wind waves in the SAR region are undoubtedly
mapped in a nonlinear fashion on the imagery due to the
strong wind component in the radial direction, nearly parallel
to the flight direction, which resulted in a mapping to a lower
wavenumber. The westerly wave component on the SAR im­
agery may be remaining from the earlier westerly component
seen on the buoy data, although it is much shorter in wave­
length. In conclusion, the strong rotating winds in the near field
to the SAR likely produced nonlinear mapping of the wave
field on the SAR spectra.
A2.3. November 25. At the time of the SAR overpass the

wind speeds had dropped to around 5 m s-1 from the south
from a high of 12 m s" 1 from the west late on November 24.
Wave heights are relatively constant at around 2-3 m. The
low-frequency waves are propagating from the west. The SAR

spectra is broad from the west, but the dominant lobe is cen­
tered at 307°. Thus, under these relatively mild conditions, the
measured wavelengths are quite comparable, but the broad
spectra results in a less accurate angular measurement.
A2.4. December I. A high-pressure system has remained

in the area for several days. A high wind speed of 14 m s-1
occurred at 1200 UTC from the northwest. Wave height re­
mains around 3 m. The frequency spectra at the end of the day
was unimodal at about I0 s with a directional peak at about
280°. The buoy and SAR comparisons are quite good.
A2.5. December 4. A front passed over the mooring late

on December 3, with wind directions shifting from southerly to
westerly. During December 4 the winds shifted slowly back to
the south, with the wind speeds remaining steadily at 10m s-1•
Wave height remains around 3-4 m. The low-frequency swell
is from the west, while the higher-frequency waves track the
wind. Again, the buoy and SAR comparisons of the dominant
low-frequency waves are good.
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Statistical analysis and intercomparison of WAM model data
with global ERS-1 SAR wave mode spectral retrievals
over 3 years
P. Heimbach, S. Hasselmann, and K. Hasselmann
Max-Planck-Institut for Meteorologic. Hamburg, Germany

Abstract. Ocean wave spectra were retrieved from a set of ERS-1 synthetic aperture
radar (SAR) wave mode (SWM) spectra between January 1993 and December 1995. An
assessment is given of the SWM data quality and the retrieval performance as well as the
operational feasibility of the retrieval algorithm. Sensitivity studies are performed to
demonstrate the weak residual dependence of the retrieval on the first-guess input
spectrum. The mean spectral parameters of the SWM retrievals arc compared with
spectral parameters from collocated wave model (WAM) spectra. The time series of
SWM-retrieved and WAM-derived monthly mean significant wave heights H, in various
ocean basins show good overall agreement but with a small systematic underestimation of
H., by the WAM. A decomposition of the wave spectra into wind sea and swell reveals an
average 10% overprediction of the wind sea by the WAM while swell is underpredictcd by
20-30%. The positive wind-sea bias exhibits no clear wave height dependence, while the
negative swell bias decreases with swell wave height. This could he due to a too strong
damping in the WAM at low frequencies. Detailed regional investigations point to the
existence of smaller-scale phenomena, which may not he adequately reproduced by the
WAM at the present resolution of the wind forcing. Finally, an intercomparison is made
of the observed and modeled azimuthal cutoff length scales, and global distributions are
investigated. Ratios of the observed azimuthal cutoff wavenumber to the mean azimuthal
wavenumber component indicate that about 75% of the swell can be directly resolved by
the SAR, while about 70% of the wind sea lies at least partially beyond the cutoff.

1. Introduction
One of the major drivers of the first European Remote

Sensing Satellite ERS-1, launched on July 17, 1991, was the
applications in wave research and wave forecasting. Through
the wave mode [sec, e.g., European Space Agency (ESA ), 1993;
Bruning et al., 1994]of the synthetic aperture radar (SAR) [sec,
e.g., Harger, 1970; Allan, 1983; Bamler and Schiittler, 1993],
ERS-1 provided, for the first time, detailed spectral informa­
tion on the sea state globally, continuously, and in quasi-real
time, far beyond the capabilities of other wave observation
systems.
The development of improved ocean wave models for oper­

ational wave forecasts and the computation of wave climatolo­
gies from past wind field data is of considerable economic
benefit for numerous activities, such as ship routing, fisheries,
offshore operations, and coastal protection [sec, e.g., ESA,
1996]. Beyond these practical applications an understanding of
the dynamics of waves is essential also for an improved under­
standing of the mechanisms that govern the transfer of mo­
mentum. sensible and latent heat, and gases such as CO~
across the air-sea interface, an area of research that is rapidly
gaining significance through the development of sophisticated
global coupled ocean-atmosphere carbon cycle climate models
[Kamen et al., 1994; see also Weher et al.. 1993;Mastenbroek et

Copyright 1998 by the American Geophysical Union.
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al., 1993;Iiihne and Monahan, 1995;Janssen and Viterbo, 1996;
Weisse and Alvarez, 1997].
An accuratcd representation of the wind stress from air-sea

bulk transfer coefficients, especially the relationship between
the wind stress, wind profile, and sea state, is important for
studies of the wind-driven ocean circulation. The dependence
of wind stress on sea state is still an open question [see, e.g.,
Geernaert, 1990;Kamen et al., 1998]. Although recent analyses
of Humidity Exchange Over the Sea Main Experiment (HEX­
MAX) ( 1986) data from the Humidity Exchange Over the Sea
Experiment (HEX OS) project [see Smith et al., 1992;Janssen,
1997]suggest only a limited sea state dependence, Rieder et al.
[1994] and Fairall et al. [1996], from the analysis of data from
the Surface Waves and Processes Program (SWAPP) cam­
paign (1990) and the Tropical Ocean-Global Atmosphere
Coupled Ocean-Atmosphere Response Experiment (TOGA
COARE) project, respectively, report deviations between the
directions of the wind stress and the wind velocity under the
influence of swell. The investigations of data from the SWAPP
campaign ( 1990) by Large et al. [1995] and from the Ocean
Storm Experiment (1987) by Rieder [1997]also indicate a com­
plex dependence of the sea surface drag on the wind profile
and the wind-sea and swell components of the sea state. The
new information from ERS-1/2. including both wave spectral
data and scattcrometcr wind measurements, could aid signifi­
cantly in shedding light on the relevant mechanisms. Long­
term climatologies based on continuous global wave field ob­
servations would furthermore be valuable for assessing
possible changes of wave climate due to global greenhouse
warming or other climate changes [sec, e.g.. Bacon and Carter,
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1991; von Storch et al., 1993; Wave and Storms in the North
Atlantic (WASA) Group, 1995;Bouws et al., 1996].

The potential of forthcoming ERS-1 wave data has been a
strong motivation for significant advances in wave modeling
and methods of satellite data assimilation (compare the de­
tailed presentation in work by Kamen et al. [1994]). However,
we shall not discuss the various proposed wind and wave data
assimilation schemes for modern third-generation wave mod­
els in this paper [see, e.g., Hasselmann et al., 1988;Lionello et
al., 1992, 1995; Hasselmann et al., 1994; Bauer et al., 1996b;
Hasselmann et al., 1997;Breivik et al., this issue], but will focus
rather on the analysis of the imagette spectra provided by the
ERS-1 SAR wave mode (SWM) data and the applicability of
the data for wave model validation.
The period of our analysis extends over the 3-year period

January I, 1993, to December 31, 1995, for which reliable
ERS-1 SWM data were available. Prior to January 1, 1993, the
SWM product was still in a process of modification. On April
21, 1995, ERS-2 was launched. It has now replaced ERS-1 in
providing near-real-time global SWM data. It is hoped that the
continuity and operational application of global SAR wave
data will be ensured in the future through the launch of EN­
VISAT in 1999, for which an advanced SAR (ASAR) is fore­
seen [ESA, 1997].
The retrieval of ocean wave spectra from SAR imagette

spectra is not a simple exercise. The SAR imaging mechanism
is strongly nonlinear through the distortions induced by the
wave orbital motions (the "velocity bunching mechanism,"
compare the MARSEN review in work by K. Hasselmann et al.
[1985]). This results, among other effects, in image smearing
and a loss of information beyond the so-called azimuthal cutoff
wavenumber, corresponding typically to wavelengths shorter
than about 100-200 m in the satellite flight direction. In addi­
tion, ocean wave spectra from satellite SAR images suffer from
a basic 180° frozen-image ambiguity. This shortcoming can in
principle be overcome by making use of the information on the
wave propagation direction contained in successive compo­
nents of multilook images [e.g., Young et al., 1985; Vachon and
Raney, 1991; Johnsen, l 992; Bao and Alpers., 1998;Engen and
Johnsen, 1995]. However, although the feasibility has been
demonstrated, the technique has not yet been implemented
operationally. Nevertheless, even with these limitations, Has­
selmann and Hasselmann [1991] (hereinafter referred to as
HH) were able to develop an efficient inversion algorithm
enabling a reliable retrieval of ocean wave spectra from SAR
spectra within the computational constraints of real-time op­
erational applications [see also Krogstad, l 992; Bao et al., 1994;
Krogstad et al., 1994]. An improved algorithm has recently been
proposed by S. Hasselmann et al. [1996] (hereinafter referred
to as HBHH). This retrieval algorithm has been used in the
present study.
The WAM model plays a central role in our analysis [Wave

Model Development and Implementation (WAMDI) Group,
1988]. It is used to provide the first guess for the wave spectral
retrievals, and we use the WAM model predictions again in
intercomparing the modeled and retrieved wave spectra. How­
ever, the approach is not as circular as this may appear, since
it has been demonstrated by HBHH and is further verified in
this paper that the improved retrieval algorithm used here is
insensitive to the initial input spectrum. The first-guess infor­
mation is used essentially only to remove the 180° ambiguity
and augment the retrieved spectrum beyond the azimuthal
cutoff.

The WAM model now runs routinely at most operational
forecasting centers and has been implemented at more than
100 research institutions. It has been extensively validated
through case studies and field data, including fetch-limited
wave growth conditions and extreme storm conditions, and on
a statistical basis against buoy data [see Kamen et al., 1994].
Validation of the WAM model using spaceborne data has so

far been limited to H, data derived from satellite altimeters. A
comprehensive compilation of WAM validation studies using
spaceborne altimeter data from Seasat (1978), Geosat (1985-
1989), ERS-1 (1991-1996), and TOPEX/POSEIDON (since
1992) as well as a global comparison between collocated ERS-1
and TOPEX altimeter significant wave heights is given by
Bauer and Staabs [1998].

Most validation exercises indicate a good overall agreement
between the model and observations, but significant differ­
ences are nevertheless occasionally found. The discrepancies
tend to differ from study to study and have usually been at­
tributed to errors in the forcing wind field or, in some cases, to
inadequate model resolution. Small systematic deviations of
the model from a larger ensemble of altimeter wave height
data have also been partly attributed to differences in the
instrument calibrations or in the sensor algorithms or to dif­
ferences in the spatial and temporal sampling. In their inter­
comparison of altimeter data from different satellites, Bauer
and Staabs [1998] state that no definite conclusion can yet be
drawn regarding which altimeter wave height data set is closest
to the true sea state. Nevertheless, such intercomparisons, in
conjunction with model data, are helpful in clarifying the char­
acteristics of the different data sets and identifying possible
error sources in either the data or the model.
Although providing continuous global coverage, altimeter

data suffer from the basic limitation of yielding only significant
wave heights. When trying to detect detailed deficiencies in the
spectral properties of a wave model, validation studies based
on altimeter data alone are therefore of restricted value. The
SAR is at present the only instrument able to provide the
required detailed two-dimensional spectral data with continu­
ous global coverage. Following demonstrations of the feasibil­
ity of retrieving wave spectra from SAR image spectra for
aircraft and the first ocean satellite Seasat [Hasselmann et al.,
1991], a first validation of the ERS-1 SAR wave mode was
carried out for a limited 3-day data set in the Atlantic [Bruning
et al., 1993, 1994]. Various aspects of the ERS-1 SWM product
have been investigated also by other authors [e.g., Krogstad,
1994; Hansen et al., 1994; Chapron et al., 1995; Breivik et al.,
1995;K. Hasselmann et al., 1996;Heimbach et al., 1996;Kerbaol
and Chapron, 1996; E. Bauer and P. Heimbach, manuscript in
preparation, 1998]. However, the present study represents the
first attempt at a global assessment of the complete ERS-1
SWM data set.

In our intercomparison of retrieved SAR wave spectra with
the WAM model over the 3-year period effectively covered by
ERS-1, we shall be able to validate not only the SAR wave
mode data product and retrieval algorithm but also the WAM
model at a higher level of spectral detail than was previously
feasible. However, in considering the full ERS-1 data set we
have necessarily had to restrict the analysis to an essentially
statistical investigation. We hope that the general results pre­
sented here will nonetheless reveal a number of interesting
features that will stimulate further detailed case studies ad­
dressing specific dynamical questions.
The paper is organized as follows. Section 2 briefly reviews
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the basic inputs to the SAR spectral retrieval algorithm, de­
scribing the SAR wave mode data (section 2.1 ). the nonlinear
wave-to-SAR spectral mapping relation and inversion tech­
nique (section 2.2), and the WAM model (section 2.3). The
retrieval process is assessed in section 3 with respect to the
quality of the input SWM data (section 3.1 ), the fidelity of the
retrieval, as expressed by the correlation between the observed
and simulated SAR spectra (section 3.2), and the sensitivity or
the retrieval with respect to the first guess (section 3.3). In
section 4 the spectral retrievals arc intcrcompared with the
WAM model spectra. Time series of monthly mean significant
wave heights and regression coefficients arc presented for the
total wave field in section 4.1 and for separate wind-sea and
swell contributions in section 4.2. More detailed regional and
zonal intercomparisons of wind-sea and swell wave heights,
wavelengths, and directions arc presented in section 4.3. Case
studies for the South Pacific Ocean, a meridional data section
through the mid-Pacific, and a global analysis of long-swell
components arc discussed in sections 4.4, 4.5, and 4.6, respec­
tively. In section 5 the observed and simulated azimuthal cutoff
parameters characterizing the nonlinearity of the SAR imaging
process are intercornparcd, the impact of the cutoff on the
retrieval of swell and wind-sea systems is investigated, and a
proposed dependence of the cutoff on the wind speed is tested.
The principal conclusions of our investigation are summarized
in section 6.

2. Derivation of Wave Spectra From ERS-1
SAR Wave Mode Data
2.1. ERS-1 SAR Wave Mode Fast Delivery Product

The operation of the ERS-1 synthetic aperture radar (SAR)
in the intermittent sampling wave mode provided for the first
time global two-dimensional wave spectral data in near-real
time. In contrast to the 100- x 100-km full-swath SAR image
mode, which can be operated only during maximally IOo/r of
the orbit and while in line-of-sight of a ground station, the
SAR wave mode (SWM) IO- x 5-km snapshot imagcttes arc
recorded every 200 km along the satellite track. The data arc
stored on board and transmitted once per orbit to the ERS
ground stations. This yields a daily coverage of the global wave
spectral field (with occasional gaps when the SAR was oper­
ated in full-swath mode) at an along-track resolution compa­
rable with the model resolution. but with a lower cross-track
resolution of order 1000-2000 km. The imagcttes are fast
Fourier transformed to 512 X 512 wavenumber spectra. which
arc subsequently averaged and converted to 12 x 12 polar
wavenumber coordinates (sec Table 3; detailed descriptions
arc given in work by ESA [1993 ], Brooker [1995]. and Hassel­
mann et al. [1998]).

The European Space Research Institutc (ESRIN) at Fras­
ca ti, Italy. distributes the European Space Agency (ESA) fast
delivery product (FOP) in quasi-real time to the major oper­
ational forecasting centers. We received the FOP via the
United Kingdom Meteorological Office (UKMO) at Brack­
nell. England, and the Deutscher Wcttcrdicnst (DWD) at Of­
fenbach, Germany.

2.2. Retrieval of Wave Spectra From SAR Wave Mode
Spectra
2.2.l. Closed nonlinear spectral integral transform. The

nonlinear imaging theory of ocean waves by a SAR is by now
well understood (compare the Marine Remote Sensing Expcr-
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imcnt (MARS EN) review by K. Hassclmann et al. [1985]). The
imaging is produced by two mechanisms: the linear real aper­
ture radar (RAR) modulation of the backscatter cross section
and the orbital motion effects that induce Doppler shifts mod­
ifying the phase history of the backscattering signals used to
reconstruct the SAR image. The RAR modulation is caused by
hydrodynamic interactions between the short backscattering
Bragg waves and long waves and the tilting of the backscatter­
ing surface by the long waves. The orbital motion Doppler
shifts produce azimuthal displacements of the backscattering
clements in the SAR image plane. leading to a redistribution of
the apparent backscattering density ("velocity bunching"). If
the azimuthal displacements become comparable with a typical
ocean wavelength. the image becomes nonlinearly distorted.
For large displacements compared with a wavelength the im­
age is effectively smeared out. This occurs at the so-called
high-wavenumber azimuthal cutoff of the SAR image spec­
trum.

First simulations of the fully nonlinear velocity bunching
mechanism were achieved using Monte Carlo methods [see
Alpers. 1983; A/pe1:5et al., 1986; Bruning et al., 1990]. This
technique, however. requires considerable computing time and
docs not lend itself readily to an inversion. as required for the
construction of a retrieval algorithm.

The inversion problem became tractable through the deri­
vation of a closed nonlinear integral expression for the map­
ping of the ocean wave spectrum into a SAR image spectrum
[HI-I; see also Krogstad, 1992; Bao et al., 1994; Krogstad et al.,
1994 ]. The nonlinear integral can be represented as the Fou­
rier transform of a nonlinear function of the auto- and cross­
covariance functionsj" ( r),f''( r) andr''( r) of the RAR image
intensity /RAR(r), and the orbital velocity »(r). It contains an
exponential cutoff factor cxp[-k~(] that describes the azi­
muthal falloff of the image spectrum beyond an azimuthal
cutoff wavenumber k., where ~ = J' • R/U is the root-mean­
squarc (rms) azimuthal displacement, given by the product of
the rms orbital (range) velocity 1i and the range-to-platform
velocity ratio f3 = R/U (sec HH).

The imaging theory and nonlinear mapping relation have
been verified in a number of field experiments with airborne
SARs. such as the Labrador Extreme Waves Experiment
(LEW EX) [see Beal. 1991] and the Synthetic Aperture Radar
and X Band Ocean Nonlincaritics-Forschungsplattform
Nordscc (SAXON-FPN) campaign [sec Plant and Alpers,
1994] as well as with spaccbornc SARs on board Scasat (see
the special Scasat issue of the Journal of' Geophysical Research
(volume 88. number CJ) and Hassclmann et al. [1991 ]). the
space shuttle missions shuttle imaging radar B (SIR-B) [e.g.,
Alpers et al., 1986; Mona/do and Lvzcnga, 1988; Bruning et al.,
1988 ], and the Grand Banks ERS-1 SAR Wave Spectra Vali­
dation Experiment, which also included a validation against
airborne SARs (see the special issue of Atmosphere Ocean
(volume 32. number I) and the ALM AZ-I satellite mission
[Wilde eta/ .. 1994]).

For aircraft SARs the quasi-linear approximation of the
SAR imaging expression. obtained by terminating the Fourier
series expansion after the first linear terms but retaining the
nonlinear exponential azimuthal cutoff factor. is often an ac­
ceptable approximation [sec c.g., Mona/do and Lyzcnga, 1986;
Beal et al., 1991; Mona/do and Beal, 1995, and references there­
in]. However, the quasi-linear approximation is unable to ac­
count for the nonlinear image distortions inherent in the im­
aging process for the high range-to-platform velocity ratios
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input (f.g.) wave spectrum
(ECMWF winds)

ERS-1 SAR wave mode
imagette spectrum

start
Inversion of closed
nonlinear transform

no

typical of satellite SARs (for ERS-1, RI U = 112 s, which is
much larger than typical R/U ratios for low-flying aircrafts).
2.2.2. Retrieval algorithm. Subsequent to their deriva­

tion of the nonlinear integral transform, HH presented an
algorithm for inverting the spectral mapping relation. Their

A
F(~) = F(!9

wave
spectrum~!

F(~)

SAR
i---1 spectrum

P(~)

wave spectrum from inversion ,:------------,' input wave spectrum 1
, ,,

Figure 1. Flow chart of the retrieval algorithm showing the inner loop iterative inversion procedure of the
closed nonlinear transform and the outer loop iterative updating of the input spectrum using a spectral wave
partitioning scheme.
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F(!9 = retrieved
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1. Partitioning of WAM and inverted spectra

2. Adjustment of mean wave system parameters of the
input spectrum to those of the inverted spectrum

improved wave spectrum

retrieved wave spectrum

retrieval algorithm has since been extended (HBHH) by add­
ing an explicit cutoff adjustment term to the cost function and
a second iteration loop that successively modifies the first­
guess input spectrum (see flow chart, Figure 1 and section 3.3).
The latter extension effectively decouples the retrieval from
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the original first-guess spectrum. As one of the aims of this
paper is to assess the performance of the improved retrieval
algorithm, we briefly review the main features of the technique.
2.2.2.1. Inversion of the nonlinear transform: The first

step of the retrieval algorithm is the inversion of the nonlinear
spectral mapping relation for a given first-guess input spectrum
by minimizing a suitably defined error cost function (inner itera­
tion loop in Figure 1). A first guess is required for two reasons.

1. Since the standard SAR product is an image of the
instantaneous sea surface, it contains a 180°directional ambi­
guity. The ambiguity can he resolved only through additional
information from a first-guess spectrum.
2. The nonlinear velocity bunching mechanism smears out

the short wave components beyond an azimuthal cutoff wave­
number dependent on the rms orbital velocity. The missing
information must again he augmented by a first-guess wave
spectrum. However, this limitation is partially overcome by
HBHH by including an explicit penalty term in the cost func­
tion for errors in the azimuthal cutoff (not shown in Figure I),
which is sensitive to short waves beyond the cutoff (see section
5 for a validation of the cutoff titting procedure).

A valuable feature of the SAR spectral retrieval algorithm is
the availability of an internal calibration based on the level of
the background clutter spectrum. Thus the retrieved spectra
can be calibrated in absolute wave height units without refer­
ence to the SAR instrument calibration or measurements of
the absolute backscattering cross section [see Alpers and Has­
selmann , 1982;Bruning et al., 1994].

2.2.2.2. Spectral partitioning and iterative updating of the
input spectrum: Although the overall level of the high wave­
number part of the spectrum is adjusted through the inclusion
of an explicit azimuthal cutoff penalty term in the cost func­
tion. the inversion method modifies the detailed form of the
spectrum only in the main part of the spectrum for which direct
SAR spectral information is available. A straightforward in­
version of the SAR spectrum therefore normally leads to un­
realistic discontinuities in the transition zone near the azi­
muthal cutoff wavenumber separating the spectral regions with
and without direct SAR information (HH).
This difficulty is overcome in the revised algorithm of

HBHH by introducing a spectral partitioning scheme into the
additional iteration loop that updates the input spectrum
(compare Figure 1). The iteration consists of repeatedly re­
placing the input spectrum used for the inversion for the iter­
ation cycle k + 1 by the wave spectrum derived from the
inversion in the previous iteration cycle k. However, instead of
simply replacing the spectra wavenumber by wavenumber, the
transfer is implemented via a spectral partitioning scheme (a
modified form of the original partitioning algorithm of Gerling
[1992]; sec Bruning et al. [1994] and HBHH). This effectively
extends the available SAR information below the azimuthal
cutoff into higher wavenumbers beyond the cutoff. The new
input spectrum retains the continuity properties of the original
input spectrum, hut the scales and propagation directions of
the wave systems of the new spectrum arc adjusted to the
inverted spectrum. For details we refer to HBHH.

In the present study, five iterative updates of the input spec­
trum were carried out. As discussed by HBHH, the iteration
leads to a closer agreement between the observed and simu­
lated SAR spectrum for the first iteration cycles hut then often
begins to diverge. We have accordingly selected as the best
retrieval the solution that yields the smallest dimensionless
square error e between the SAR spectrum computed from the

Iterative wave spectral retrieval

0-th best
cycle cycle.,

~

'_. II-
§ ll
•• .,
•• c..,

~

~ ~

Inversion and
partitioning

cycle

input
wave spectrum

SAR spectrum computed
from input wave spetrum

observed SAR
spectrum

SAR spectrum
computed
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wave spectrum
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retrieved wave
spectrum after

partitioning operation

Figure 2. Example of the iterative wave spectral retrieval
operation on a Cartesian 128 x 128wavenumber grid.

input wave spectrum and the observed SAR spectrum (com­
pare HBHH and Figure 2).

2.3. WAM Model
The wave model spectra used as first-guess input for our

retrievals (and for the later retrieval-model intercomparisons)
were computed with the ECMWF operational wave forecast
model WAM cycle 4 every 6 hours on a global 3° x 3° (since
July 1994, 1.5° x 1.5°) latitude-longitude grid [Janssen et al.,
1996]. As wind forcing, we used the ECMWF analyzed wind
field u 10 at 10-m height. For the period of the present analysis,
ERS-1 scatterometer winds were not yet being assimilated into
the analysis [see European Centre for Medium-Range Weather
Forecasts (ECMWF), 1995].
The WAM model solves the energy balance equation

[) iJ 1 ii iJ . iJ .
- F = r: F + --- . (cp cos cpF) + -:- (~1F) + -:--(f!F)Dt r!t cos <.p <i<.p rit/J df!

= S"' + S"' + S",
(1)

for the two-dimensional wave spectrum F = F(f, f!; <.p, tjl, t)
as a function of frequency f and direction fi on a spherical
coordinate grid <p, tjJ (sec appendix, section A2). The source
terms on the right-hand side arc integrated using an implicit
integration scheme with a time step of 15min, while the integra-
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tion of the advection terms on the left-hand side is performed
using a first-order upwind scheme with a time step of 30 min.
As a third-generation model (as opposed to second­

generation models), the WAM model introduces no prior as­
sumptions on the shape of the spectrum but determines the
evolution of the spectrum by direct integration of the transport
equation from first principles, as expressed by the structure of
the three source terms as follows [WAMDI Group, 1988;
Gunther et al., 1992; Kamen et al., 1994].

I. The input term S in describing the wind forcing is pro­
portional to the wave spectrum. In WAM cycle 4 used in the
present study the wind input is based on Miles' [1957] critical
layer mechanism for laminar flows as adopted by Snyder et al.
[1981), with modifications by Janssen [1989, 1991, 1992] to
include the effect of a wave-induced stress Tw.

2. The nonlinear transfer term 5,,1 is represented by the
so-called direct interaction approximation of the full Boltz­
mann collision integral expression describing the conservative
spectral energy transfer due to resonant weak nonlinear wave­
wave interactions [see Hasselmann and Hasselmann, 1985; 5.
Hasselmann et al., 1985, and references therein).

3. The dissipation term S", is the least well known. The
dominant dissipation process is generally regarded as white­
capping, which involves many scales of breaking waves. How­
ever, as a process which is weak in the mean, it follows from
general principles [Hasselmann, 1974] that it can normally be
represented as a quasi-linear process. The form implemented
in WAM cycle 4 is based on a parameterization explored by
Kamen et al. [1984) and extended by Janssen [1991].

3. Retrieval Assessment
An assessment of the overall performance of the combined

ERS-1 SAR wave mode system and retrieval procedure in­
volves several complementary aspects.

1. The first aspect is data quality, which concerns the qual­
ity of the SWM product in terms of signal-to-noise and con­
tamination with nonwavelike features [HH; Bruning et al.,
1994). Nonlinear image distortions, on the other hand, as an
inherent property of the measurement mechanism, are not
regarded as a quality reduction of the SWM product.
2. The second aspect is retrieval performance, which refers to

the ability of the retrieved wave spectrum to reproduce the ob­
served SAR spectrum. If the SAR spectrum computed from the
retrieved wave spectrum via the full nonlinear forward transform
agrees closelywith the observed wave spectrum, as measured, for
example, by the normalized spectral error, the retrieval has high
fidelity. This is clearly the first goal of a retrieval algorithm. A
retrieval with high fidelity has extracted all the information that is
available from the SAR spectrum [see HH; Bruning et al., 1994;
HBHH). An assessment of the retrieval fidelity or performance
together with the data quality is given in section 3.1.

3. The third aspect is retrieval validation, which assesses
the degree of agreement of the retrieved spectrum with the
true wave spectrum. We shall address this problem in later
sections of this paper by intercomparing the retrievals with
model data. A comparison with model data has the advantage
that both data sets are available globally for the complete
two-dimensional wave spectra and throughout the entire
3-year analysis period. But the approach naturally raises the
question whether model spectra can be regarded as reasonable
approximations of the true wave spectra. However, this is a basic
shortcoming of all intercomparisons. Normally, it is not possible

to regard either of the two data sets of an intercomparison as a
faithful replica of the true state. All one can do is cross-validate
the data in an attempt to gain a synthetic assessment of both
data sets, taking into account their individual shortcomings.

Validation of ERS-1 SAR retrievals against other wave ob­
servations has been undertaken to date only for wave height
data from satellite altimeters. Unfortunately, although satellite
altimeters also provide global continuous coverage, the lack of
detailed spectral information limits the value of such validation
exercises. Nevertheless, a global intercomparison of a 1-year
global data set of significant wave heights retrieved from
ERS-1 SWM with collocated TOPEX/POSEIDON altimeter
data has recently been performed by E. Bauer and P. Heim­
bach (manuscript in preparation, 1998). A regional stratifica­
tion of the data similar to that introduced here (see section 4)
exhibited good overall agreement between SWM-retrieved and
altimeter wave heights but indicated some differences between
the altimeter wave heights. The ERS-1 altimeter H, data were
found to be generally lower by an average of 0.2 m than the
other two data sets. The TOPEX data agreed to within 5-10%
with the SWM data in the tropics throughout the year and in
the extratropics during summer, i.e., generally for low sea
states. However, they were systematically higher by about 15%
in the midlatitude winter, i.e., for high sea states. In general,
the validation exercise indicated a satisfactory overall accuracy
of SWM-retrieved significant wave heights.
4. The last aspect is operational efficiency. Three consid­

erations are relevant for the assessment of operational effi­
ciency: (1) the number of SWM spectra delivered to the oper­
ational forecast center (in the present case, ECMWF) in quasi­
real time per month, or, equivalently, the percentage of time that
the end-to-end SWM system was functioning satisfactorily in the
operational quasi real-time mode; (2) the percentage of the re­
ceived SWM spectra for which the operational center was able to
provide collocated first-guess wave spectra as input for the re­
trievals; failure to provide an input spectrum can be either due to
reception of the SWM product outside the relevant operational
time window (which is classed as a failure of the delivery system),
or to system interruptions at ECMWF; and (3) the computa­
tional load of the operational production of global SWM spec­
tral retrievals; at a peak frequency of one SWM spectrum every
30 s it is imperative to keep central processing unit (cpu) time
low; this requires a trade-off between the number of iterative
cycles of the input wave spectrum and cpu time.

We shall study the first two considerations regarding the
production reliability in section 3.1 and study the third consid­
eration of computational efficiency in section 3.2. A sensitivity
analysis of the retrieval with respect to the first-guess input
spectrum is given in section 3.3.

3.1. Data Quality and Retrieval Performance
The 3-year set of ERS-1 SWM data between January 1993

and December 1995 comprises a total of some 1.2 million wave
spectra with an average daily output of 1100 spectra. The
number of monthly available SWM spectra is shown in Figure
3. The dark column segments indicate the number of fast
delivery product (FDP) spectra for which no first-guess model
spectra were available. The envelope of the FDP columns
shows a high value from the outset. A low FDP content was
found during the summer seasons 1993 and 1994. For summer
1993 this can be explained by a change in the setup of the
operational wave-forecasting facilities; the origin of the second
minimum is not clear.
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Figure 3. Number of monthly available ERS-1 synthetic ap­
erture radar (SAR) wave model (SWM) data. SWM spectra
that could be collocated with wave model (WAM) spectra arc
represented by the light lower column segments; those for
which no first-guess model spectra were available are repre­
sented by the dark upper segments.

The retrieval process incorporated two quality tests: a data
quality test for the input SWM data and a fidelity test for the
retrieval. The input SWM data was rejected if the signal-to­
noise ratio of the image spectrum (defined as the ratio of the
spectral peak to the clutter noise background) was less than 3
dB or if the first-guess wave height was below 0.1 m. The
retrieved spectra were discarded if the cost function was not
reduced to less than half of its initial value. Furthermore, all
spectral information beyond 800 m wavelength was excluded.
These frequently represent nonwavclikc sea surface features
like slicks, wind rows, etc. [Bliining et al., 1994]. Statistical
analyses (compare section 4) indicate that swell of extreme
wavelengths beyond 800 m are rare.

Figure 4 shows that with the beginning of the quasi real-time
distribution of the FDP through the European Space Research
Institute (ESRIN) in February 1993, maximally 2% of the data
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showed low signal-to-noise ratios. Another 10% of the data
were rejected because the first-guess wave height was too low
(H,. < 0.1 m).

For roughly 85% of the remaining data the retrieval algo­
rithm achieved an acceptable performance, with cost function
reductions to <0.5 of the initial value, while for one third a
reduction factor of <0.1 was achieved. Spectra with a cost
function reduction factor lower than 0.5 for which the azi­
muthal clutter cutoff adjustment or the convergence of the
iterative inversion procedure was poor were nevertheless re­
tained in the subsequent analysis, as their fidelity measured in
terms of the pattern correlation coefficient was generally still
acceptable. The remaining 15% inversions, for which the ratio of
the final to initial cost could not he reduced below 0.5, generally
exhibited relatively low pattern correlations between the simu­
lated and observed SAR spectra and were discarded from the
further analysis. The number of monthly available SWM­
retrieved spectra that passed both tests is geographically relatively
homogeneous and is varied with the size of the ocean basin from
1500 in the North Atlantic to 5000 in the tropical Pacific.
The retrieval performance is represented in Figure 5 in

terms of the distributions of the pattern correlation coefficients
for the simulated and observed SAR spectra for the summer
1994and winter 1994-1995 seasons in the northern and south­
ern hemisphere. All distributions show a rather narrow peak
around 0.9, indicating that for the major part of the data
successful retrievals of high fidelity were achieved. The winter
distributions in both hemispheres appear to he peaked toward
slightly higher correlations than the summer distributions, sug­
gesting that the retrieval performance is generally higher for
high sea states (as may be expected from the generally higher
signal-to-noise ratios for higher sea states).

3.2. Iteration Procedure
As described in section 2.2.2, five iterations of the input wave

spectrum were carried out, and the inversion that yielded the
smallest error between the observed and simulated SAR spec­
trum was then selected as the final retrieval. A time series of

Jul '94 Jul '95 Jan'96Jan'95
Time [month}

Figure 4. Data quality and performance of the retrieval algorithm measured in terms of the cost function
reduction factor. Retrievals with a cost function reduction below 0.5 arc regarded as reliable (above thick solid
line). For data of too poor quality, no retrieval was attempted (below thick solid line).
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Figure 5. Fidelity of the retrieval algorithm measured in
terms of the pattern correlation coefficient between the ob­
served and simulated SAR image spectrum in the (top) north­
ern hemisphere and (bottom) southern hemisphere.

the monthly distribution of the number of iterations yielding
the best retrieval revealed a stable behavior throughout the 3
years. Table I shows the average percentage of spectra for
which N iterations of the input spectrum yielded an optimal
retrieval. For about 92% of the retrievals an iteration of the
input spectrum yielded an improvement, 75% showing a fur­
ther improvement for more than one iteration. For operational
applications a trade-off must be sought between computing
time and the improvement in retrieval with increasing number
of iterations. We discuss the trade-off first with respect to the
impact on the retrieval fidelity, as expressed by the pattern
correlation between the simulated and observed spectrum, and
subsequently with respect to actually retrieved wave parame­
ters.
The rate at which the error between the simulated and

observed image spectrum decreases with the number of itera­
tions, given the number of iterations N for an optimal retrieval,
is illustrated in Figures 6a and 6b, which show the histograms
of the pattern correlation for August 1995 northern and south­
ern hemisphere, respectively. The total set of spectra for each
hemisphere is divided into five samples S0, • • • , S4, where SN
denotes the set of spectra for which the optimal retrieval was
achieved after N iterations (the last iteration set S5 is not
considered in this analysis because it also contains spectra that
would have required more than five iterations for an optimal
retrieval). All histograms are normalized to unit integral val­
ues. The graphs correspond, from bottom to top, to spectra
requiring zero, one, two, etc. iterations for optimal retrieval,
and for each sample SN the evolution of the histogram from
iteration to iteration is depicted byN + l distribution curves.

Table 1. Percentage of Spectra for Which N Iterations
Yielded an Optimal Retrieval

Number of Iterations
(N)

Number of Spectra,
%

0
l
2
3
4
~s

8
17
17
15
13
30

The behavior is similar in both hemispheres. The largest im­
pact on the retrieval is found in performing the first iteration.
The impact of subsequent iterations diminishes with increasing
N.

As an alternative way of assessing the impact of the number
of iterations on the retrieval performance, we used the same
data sample of August 1995 to carry out a series of retrieval
experiments in which the number of input iterations was set at
a different fixed number M in each experiment. The best of the
M iterations, defined in terms of the dimensionless error, was
then taken as the retrieval. For each experiment this yielded a
distribution curve of the pattern correlation index, shown in
Figure 7 for the northern and southern hemispheres. The dis­
tributions are qualitatively similar to Figure 6. Both results
suggest that at least one iteration should be carried out and
that two iterations may represent an acceptable trade-off of
retrieval improvement against computing time; the additional
improvements beyond M = 2 tend to be rather small.
To assess the impact of the number of iterations not only on

the fidelity measure but also on the retrieved wave parameters,
a regression was carried out between the significant wave
heights Hs of the retrieved spectra with and without iteration
of the input spectrum. The regression parameters listed in
Table 2 confirm that the retrieved wave heights do indeed
converge with increasing iteration. The largest change is found
as before for the first iteration, but the step from one to two
iterations is also nonneglible, supporting the previous conclu­
sion that it appears advisable to carry out at least one but
preferably two iterations.

3.3. Sensitivity of the Retrieval With Respect to the First
Guess
Through the inclusion of the deviation between the first­

guess (fg) input spectrum and the inverted spectrum as a
(weakly weighted) regularization term in the cost function, the
retrieved spectrum tends to be biased toward the input spec­
trum. However, the bias is systematically reduced in the
HBHH scheme through successive iterations of the first-guess
input. In this section we investigate the sensitivity of the re­
trieval with respect to the first-guess input spectrum.
Three forms of synthetic modifications of the input spectrum

were investigated: an increase or decrease in energy, a fre­
quency scale change, and a rotation. In all cases the modifica­
tions were largely eliminated in the retrieved spectra. We dis­
cuss in the following in detail only the impact of doubling the
wave height or increasing the energy by a factor of 4. The
impact is illustrated first for four typical wave spectra corre­
sponding to the various combinations of azimuth or range
traveling waves in strong or light winds.

Plates 1a-ld depict the various retrieval steps of the four
spectra. In all cases it is apparent that the first inversion al­
ready removes most of the artificial error introduced into the
modified wave spectra, but the error is suppressed still further
in the subsequent iteration of the input spectrum. Table 3
summarizes the impact of the retrieval on characteristic wave
parameters of the four spectra. In all four cases the significant
wave heights retrieved from ERS-1 S\VM data using modified
WAM fg spectra H; (modified (mod), retrievals (re)) agree
closely to those H., (unmodified (orig), re) retrieved using the
original WAM fg spectra. The azimuthal cutoff wavelengths
itazC· • ·, re) could be reliably adjusted to the observed (obs)
values ,\a,( obs). Plates la-ld clearly illustrate the relationship
between the cutoff length scale and the high-frequency energy
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Figure 6. Distribution of pattern correlation in the (a) northern hemisphere and (b) southern hemisphere.
The data sets of each panel consist of all spectra for which exactly N iterations produced the optimal retrieval
(see Table I). The curves within each panel indicate the improvement in pattern correlation with increasing
number of iterations.

content (see, e.g., the SAR spectrum simulated from the mod­
ified input spectrum in Plates Ia and Id). While for the original
WAM fg spectra less than five iterations were often sufficient
to find the best estimate, the modified WAM fg spectra re­
quired all five iterations to adjust to the best solutions. Table 3
shows that the initial errors t:(· · ·, fg) between the observed
and simulated SAR spectrum are reduced considerably
through the retrieval process.
To assess the sensitivity of the retrieval for a larger ensemble

of cases, we have repeated the retrieval using WAM fg spectra
similarly increased by a factor of 4 for a 1-day set of some 1100
ERS-1 SWM spectra on June 7, 1995. For the analysis we have
considered only retrievals for which both the original and the
modified retrievals yielded an acceptable fidelity level, corre­
sponding to a normalized SAR spectral error e < 0.3. As can
be expected, this eliminated some of the cases that passed the
quality test for the original spectra but not for the modified
spectra.

Figure 8 shows the regression between the significant wave
heights retrieved using the original and modified WAM fg
input spectra. The regression coefficient is 1.15. Thus the re­
trieval reduced the relative error of the modified fg wave
heights on average by a factor of 6, from 1 to 0.15. The error
would have been reduced still further if more iterations of the
input spectrum had been carried out. However, typical errors

of the first-guess wave fields are significantly smaller than the
synthetic errors considered here, so that five iterations are
normally quite adequate (see section 3.2).

4. Statistical lntercomparisons
Global and regional intercomparisons between the collo­

cated spectral wave parameters retrieved from ERS-1 SWM
spectra and computed with the WAM model were carried out
for the 3-year period January 1, 1993, to December 31, 1995.
The collocation was performed using the nearest model grid
point and nearest 6-hour model synoptic time to the observa­
tion location and time.
In a first analysis the data were divided into eight ocean

basin regions, namely, the North, tropical, and South Pacific;
the North, tropical, and South Atlantic; and the tropical and
South Indian Ocean, with tropical boundaries at 25°N-25°S.
Linear regressions were performed of the collocated data for
monthly, seasonal, and the full-period data sets (see appendix,
section A3). Figure 9 shows as an example the seasonal regres­
sion between WAM model and SWM-retrieved H, values in
the northern hemisphere extratropics, the tropics, and the
southern hemisphere extratropics for the northern hemisphere
winter December, January, and February (DJF) 1993-1994.
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Figure 6. (continued)

4.1. Comparison of Integral Properties
4.1.1. Monthly mean Hs. Figure 10 compares the time

series of monthly mean significant wave height in different
regions of the Atlantic, Pacific, and Indian Ocean retrieved
from ERS-1 SWM (dashed line) and computed by the WAM
model (dotted line). The overall agreement is satisfactory.
There is a more pronounced annual cycle in the northern
hemisphere than in the southern hemisphere, the summer
wave heights decreasing more strongly to about 1.5 m in the
north as compared to 2.5 m in the south. This reflects the
higher abundance of low-pressure wind systems that still pre­
vail in the southern midlatitude zonal belt during the summer
season. In the northern hemisphere the monthly mean Hs
values are higher (by about 10%) in the Atlantic than in the
Pacific, while the opposite holds for the southern hemisphere
(20% higher values in the Pacific than in the Atlantic). The
maxima of the South Atlantic winter are also less strongly
pronounced than in the other southern and northern basins for
the winter seasons. The tropical Atlantic and Pacific show
essentially no annual cycle, with monthly mean H, values fluc­
tuating about 2 m in the tropical Pacific and 1.75 m in the
tropical Atlantic. In contrast, the tropical Indian Ocean exhib­
its a marked seasonal cycle reflecting the monsoons. Pro­
nounced maxima comparable to those in the North Atlantic
(although somewhat broader) are found also in the Southern
Indian Ocean.

0.95

4.1.2. Bias. Despite the satisfactory overall agreement
between modeled and retrieved wave heights, a small but sys­
tematic underestimation ofH, by the WAM model relative to
the ERS-1 SWM data is seen in Figure 11 (solid line). The bias
is more pronounced for low sea state summer conditions. A
different behavior for different ocean basins is again apparent.
In the northern hemisphere the negative bias shows a pro­
nounced seasonal cycle, with larger values during summer (low
sea states) than winter (high sea states). The bias in the trop­
ical Pacific and Atlantic oceans also exhibits a weak seasonal
cycle that follows the northern hemisphere, in contrast with the
bias of the tropical Indian Ocean, which follows the Southern
Indian Ocean. The southern hemisphere basins, finally, exhibit
an approximately constant negative bias without a significant
seasonal modulation.
4.1.3. Regression line slope. In addition to the bias a

second useful parameter characterizing the statistical relation
between modeled and retrieved wave heights is the slope b of
the regression line (we have defined the regression line here as
passing through the zero point of the axes, for details see
appendix, section A3). Figure 12 (solid line) shows time series
of b for the monthly data sets. Values greater (smaller) than 1
represent under( over)-estimated model values compared to
observation. The time series for b are seen to follow the be­
havior of the bias, as expected.
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Figure 7. Distribution of pattern correlation in the (a) northern hemisphere and (b) southern hemisphere.
In contrast to Figure 6, each panel is based on the same set. The data set is subjected to a series of retrieval
runs, each retrieval differing in the prescribed maximum number of iterations allowed. The retrieval fidelity
increases with increasing maximum permitted number of iterations.

4.1.4. Correlation. Time series of monthly correlation co­
efficients obtained from the regression are shown in Figure 13
(solid line). In the extratropical northern and southern hemi­
sphere, fairly constant values of the order of 0.8 are found,
except for a weak seasonal cycle in the North Pacific, with
minima corresponding to low northern hemisphere summer
sea states. The tropical Atlantic and Pacific exhibit somewhat
lower correlation levels between 0.5 and 0.7. Winds in the
tropics are generally low, so that the wave spectra are domi-

Table 2. Change in Mean Retrieved H_, and Regression
Parameters With Increasing Number of Iterations for a 1-
Month Global Sample of ERS-1 SWM Data

Iteration

0 1 2 3 4 5

H5, m 3,01 3.17 3.25 3.29 3.31 3.33
Slope ... 0.993 1.011 1.020 1.028 1.036
Correlation ... 0.942 0.897 0.874 0.859 0.846

There are 19,129 entries.

nated by swell (see section 4.2). This suggests that the degree
of agreement between model and observation is generally
higher for locally generated wind seas than for swell that has
traveled to the observation location from distant sources. This
interpretation will be supported later in section 4.2 by the
correlation time series of partitioned wind-sea and swell sys­
tems.

4.2. Comparison of Spectral Partitionings
A more detailed intercomparison of modeled and retrieved

wave spectra can be obtained by partitioning the spectra into
wave systems (compare section 2.2.2; for details of the parti­
tioning system, the method for cross-assigning individual wave
systems of the collocated modeled and retrieved wave spectra,
and the criteria applied in the discrimination between young
and old wind sea, mixed wind sea-swell, and pure swell sys­
tems, we refer to HBHH). For the present analysis we have
included in the wind-sea category young and old wind-sea
systems (as defined by HBHH), while swell refers to "pure"
swell. Mixed wind-sea-swell systems are not included in either
category and are also not presented as a separate wave system
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Plate la. Input and retrieved wave spectra with associated SAR spectra for azimuthally traveling waves
under strong winds. Top two quadrants show unmodified input spectrum; bottom two quadrants show input
spectrum increased by a factor of 4. Left quadrants show straightforward inversion without iteration of the
input spectrum; right quadrants show the best retrieval of five iterations of the input spectrum. First row in
each quadrant shows the (left) input spectrum (in the case of the optimally iterated input spectrum this is
identical to the retrieval) and (right) associated computed SAR spectrum; second row in each quadrant shows
the inverted wave spectrum (prior to application of smoothing and interpolation by wave system partitioning)
and associated computed SAR spectrum; bottom row, right side in each quadrant shows observed SAR
spectrum.
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Plate lb. Same as Plate la but for range traveling waves under light winds.

class since their contribute to the total wave energy is relatively
small.

Plate 2 shows as an example the global distributions of the
modeled and observed average number of swell systems per
spectrum for the northern hemisphere winter DJF 1993-1994.
The largest number of swell systems is found in the tropics,
which receive swell from the midlatitude high wind regimes in
both hemispheres as well as locally generated swell by the
fluctuating trade winds. The ability of both the model and the
SAR system to distinguish between a relatively large number of

different wave systems and the agreement between the simu­
lated and observed distributions of this characteristic structural
spectral parameter is encouraging.
The corresponding distributions for wind-sea systems are

not shown. Theoretically, they should be nearly uniform at a
value =1, since a wind sea is always present as soon as a light
breeze occurs. However, for the operational WAM model,
which was integrated with a resolution of 3° x 3° (later 1.5° X
1.5°), such light winds cases, as well as typical wind-sea situa­
tions with changing wind directions, yielded wave systems that
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were normally classed as mixed wind-sea-swell systems rather
than pure wind sea (compare HBHH). The SAR is similarly
unable to detect or adequately resolvewind-sea systemsfor low to
moderate wind speeds because of the azimuthal high wavenum­
ber cutoff (although, as explained above, partially resolved wind
seas are reconstructed in the retrieval system of HBHH using the
information on the azimuthal cutoff in combination with the par­
titioning scheme incorporated in the iterative updating of the
input spectrum). The data on wind-sea systems presented in the
following refer therefore only to wind seas generated by fairly

large, moderate to strong wind fields that produce spectra satis­
fying the pure young or old wind-sea criteria of HBHH.
The time series of the monthly mean swell wave heights Hsw

(defined as the significant wave height corresponding to the
total swell energy summed over all swell systems) are shown in
Figure 14 for the modeled (dashed lines) and retrieved (long­
dashed lines) swell in different basins of the Atlantic, Pacific,
and Indian Ocean. Also shown are the simulated and observed
monthly mean wind-sea wave heights H ws (dotted and dotted­
dashed lines, respectively). The general agreement between
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Plate Id. Same as Plate la but for near-range traveling waves under strong winds.

model and observation and the distinctive annual cycles is
again confirmed.

However, a discrimination is now possible with respect to
the small systematic deviations noted earlier between the sim­
ulated and observed total wave heights. Whereas the WAM
wind sea tends to be slightlyoverpredicted by about 10% relative
to the retrieved data, with larger relative deviations for high sea
states corresponding to winter conditions, the swellwave heights
are systematically underestimated by about 20-30%.
The overestimation of wind sea is most pronounced for high

monthly mean H wi during winter seasons, whereas the under­
estimation of swell, especially in the northern hemisphere, is
seen most clearly for low swell, i.e., during summer. The biases
for wind sea and swell in the northern hemisphere exhibit
strong seasonal cycles, whereas in the southern hemisphere
they remain fairly constant. We note that the swell biases
exhibit a slight downward trend that is not present in the
wind-sea biases. The time series of the slope of the monthly
regression lines for wind sea and swell (Figure 12, dotted and
dashed lines, respectively) follow the bias lines.
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Table 3. Retrieval Impact on Characteristic Wave
Parameters of Four ERS-1 SWM Spectra

SpectrumNumber

2 3 4

Date June 2, 1995 June 6, 1995 June 7, 1995 June 8, 1995
Time, UTC 0128 1003 0726 1907
u10, m/s 19.0 4.0 7.6 20.5
ewind• deg 180 272 345 126
<f>az• deg 10 99 3 126
n..«
orig, re 5.3 1.7 2.3 5.5
mod, re 5.5 1.6 2.8 5.6

AaZ' m
obs 259 191 181 239
orig, fg 266 185 188 259
orig, re 258 187 180 242
mod, fg 299 197 >400 309
mod, re 259 188 178 242

niter
orig 5 5 3 2
mod 5 5 5 5

e
orig, fg 0.68 0.48 2.46 0.66
orig, re 0.10 0.09 0.17 0.08
mod, fg 0.77 0.41 6.55 0.52
mod, re 0.11 0.09 0.45 0.10

Retrievals (re); unmodified(orig) and modified(mod)WAMfirst-
guess (fg) spectra.

As the magnitudes of the wind-sea and swell wave heights
are of the same order, the different features of the wind-sea
and swell biases cannot be explained simply by a dependence
on wave height but must be attributed to the different spectral
and dynamical properties of wind sea and swell. We have
considered four possible causes for the differences.

1. The hydrodynamic transfer function occurring in the
SAR mapping relation is poorly known. The present nonlinear
forward mapping uses the theoretical modulation transfer
function (MTF) proposed by Feindt [1985] without the wind
dependent terms (see HH). Experiments with a wind depen­
dent MTF showed little influence on the retrieval in the case of
ERS-1 SWM spectra (W. R. Plant, private communication,
1995). This is to be expected for spaceborne SARs for which
the velocity bunching mechanism is the dominant mapping
contribution due to the high RIV ratio [see Alpers et al., 1981,
Figure 6; Bruning, 1994]. In the limited domain of linear map­
ping for range traveling waves, where the RAR MTF becomes
important, it contains also a significant contribution from the
geometrically well-defined tilt modulation MTF. Errors in the
hydrodynamic MTF should appear as systematic errors in only
a small subset of data representing range traveling waves,
rather than in a difference between wind sea and swell distrib­
uted rather uniformly over all data. Thus the hypothesis of
errors in the hydrodynamic MTF causing differences in the
statistics of wind-sea and swell errors appears improbable.

2. Recent results from wave data assimilation exercises in
which both the wave field and the generating wind field were
updated suggest that in certain areas of the Atlantic and Pacific
the ECMWF-analyzed wind fields produce too strong winds
and thus too strong wind seas [see, e.g., Bauer et al., 1996a, b;
Hasselmann et al., 1997;Heimbach et al., 1996].However, if this
were the only error, an overestimation of the wind sea would
necessarily lead also to an overestimation of the swell that

emerges from the storm region, which is not found. Another
source of error must therefore be sought.

3. The combination of an overestimation of the wind sea
together with an underestimation of swell suggests a possible
error in the balance between wind-sea and swell dissipation.
The balance could be modified to conform with the SAR data
either by increasing the exponent characterizing the frequency
dependence of the dissipation source function, which would
decrease the ratio of swell to wind-sea dissipation, or by in­
creasing the nonlinearity dependence, which would similarly
result in a relatively weaker dissiption of long swell, which is
characterized by smaller wave slopes.

4. The transition regime between wind sea and swell in the
area close to but outside the immediate wind generation re­
gion, where the wind forcing has already decreased but the
nonlinear interactions are still important, plays a critical role in
determining the ratio of wind-sea to swell energy [see, e.g.,
Snodgrass et al., 1966; S. Hasselmann et al., 1985; Young et al.,
1987]. It is conceivable that the strongly simplified discrete
interaction parametrization of the nonlinear energy transfer
implemented in the WAM model is inadequate for a proper
representation of this process. Deficiencies in the parametri­
zation of the nonlinear energy transfer may thus be considered
as another candidate for explaining the different biases.
We have also considered numerical errors associated with

the first-order upwind propagation scheme employed in the
WAM model. In developing the WAM model, two schemes
where tested: a first-order upwind scheme and a second-order
leapfrog scheme [WAMDI Group, 1988]. While the first-order
scheme produced a higher numerical dispersion, a diffusion
term had to be introduced in the second-order scheme to
supress negative energies occurring in regions of high gradi­
ents, which resulted in a comparable effective diffusion. Be­
cause of the relatively small differences between the two
schemes the simpler first-order scheme was chosen. A third­
order scheme has also been proposed [Tolman, 1992, 1995].
However, numerical errors in the propagation scheme can be
excluded in principle as the origin of the spatially and tempo­
rally averaged mean global bias in swell energy. Provided the
propagation schemes satisfy the standard requirement of en­
ergy conservation, all schemes will necessarily yield the same
globally averaged swell energy, even though they yield differ­
ent spatial distributions for individual swell cases.
We regard the third candidate of a too strong damping for

low-frequency swell as the most likely explanation for the neg­
ative swell bias. This is supported by a plot of the relative bias
of the WAM wave heights relative to the SAR as a function of
wave height for both wind sea and swell, shown in Figure 15 for
the data sample June, July, and August (JJA) 1994. The wind­
sea graphs show a fairly constant relative bias of 15-25% for
wave heights Hwi > 1 m, except for a slight positive slope in
the northern hemisphere. In contrast, all swell graphs exhibit a
more or less pronounced change in relative bias from negative
values at low Hsw (-35% in the North Pacific (NP), North
Atlantic (NA), tropical Pacific (TP), and tropical Atlantic (TA)
and -15% in the South Pacific (SP), South Atlantic (SA),
South Indian (SI), and tropical Indian (TI)) to positive values
at high Hsw (except in the SP, where a -10% bias remains).
This can be understood by the dependence of swell height on

propagation distance. The farther a swell system has propa­
gated, the lower its energy level due to geometrical dispersion
(and, to a smaller extent, dissipation; compare Snodgrass et al.
[1966]). At the same time, if the dissipation is too large, as
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hypothesized, the farther the swell has propagated, the larger
the negative bias of the swell relative to the observations. Thus
we should expect a direct correlation between the bias and the
swell wave height, as seen in Figure 15.
The impact of the swell propagation distance on the bias

could he demonstrated more directly if the swell propagation
distance or, equivalently, swell age was computed by the WAM
model. Unfortunately, this is not one of the output quantities
of the standard WAM model. However, Bauer et al. [l 996b]
have developed a WAM model version for their Green func­
tion spectral data assimilation scheme which provides this in­
formation, and E. Bauer (personal communication, 1996) has
kindly made available wave age data in the Atlantic for the
period November 1992with which we could test the assumed
correlation between wave age and wave height. (The term
wave age is meant here and in the following literally as the
elapsed time since the waves last experienced a significant wind
input, in contrast to the alternative usage of the term in wind­
sea studies as the ratio of the phase velocity to the wind speed.)
Figure 16 shows the average wave age over this period as a
function of H, for the North, tropical, and South Atlantic. The
plots confirm that lowH, is associated on the average with high
wave ages, especially in regions of low wind activity. Thus, in

Figure 8. Regression between significant wave heights retrieved using the original and modified WAM
first-guess input spectra for a I-day set of ERS-1 SWM spectra on June 7, 1995.

the statistical average, it appears justified to regard the wave
height in Figure 15 as a proxy for the wave age.
A remark needs to be made concerning the operational

WAM model data. Since August 1993, ERS-1 altimeter wave
height data have been assimilated by ECMWF into the WAM
model using an optimal interpolation scheme, thereby influ­
encing the first-guess wave field through the analysis 6 hours
earlier. The swell wave field is thus continuously updated by
the assimilation of new wave height data, thereby reducing the
impact of systematic model errors in the propagation of swell
over large distances.

However, an investigation of altimeter wave heights suggests
that the impact on the first-guess data available for the present
study is probably rather limited [see Bauer and Staabs, 1998; E.
Bauer and P. Heimbach, manuscript in preparation, 1998].
First, no marked change in the monthly mean significant wave
height time series can be seen for the northern hemisphere
summer 1993 at the time when operational assimilation of
altimeter H, into the WAM model was introduced (Figure 10).
Furthermore, the careful study by Bauer and Staabs [1998]
revealed a systematic shift in the monthly mean wave height
time series of the ERS-1 altimeter beginning in January 1994
relative to 1993 [see Bauer and Staabs, 1998, Figure 8], the
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Figure 9. Comparison between ERS-1 SWM-retrieved and
WAM model wave heights for DJF 1993-1994 in (a) the north­
ern hemisphere extra tropics, (b) the tropics (between 25°N and
25°S), and (c) the southern hemisphere extratropics. Solid lines
represent the regression line and covariance ellipse; the
dashed-dotted line represents the diagonal.

values for 1994 being reduced by as much as 0.6 m in the
northern hemisphere extratropics and in the tropics. This re­
sults in a systematic shift in the bias between WAM and the
ERS-1 altimeter wave heights in the transition from 1993 to
1994. If the assimilation of altimeter data had a significant
impact on the first-guess data, a shift in the H, time series for
the WAM toward lower values should have been noticeable
both in the summer of 1993,when the assimilation scheme was
introduced, and at the end of 1993, when the ERS-1 altimeter
algorithm was apparently modified. Although some indication
of this effect may be apparent in the northern hemisphere
extratropics, no influence is seen in the tropics, where the swell
contribution is largest. We are therefore reasonably confident
that although our model data are undoubtedly affected by the
assimilation of altimeter data, the dynamical aspects we discuss
later are still apparent in the data set.
A more quantitative analysis of the wind-sea and swell bias

requires a regional and directional statification of the data, as
discussed in section 4.4. A still more illuminating approach
would probably be to study the propagation of individual wave
systems, using the WAM model without data assimilation.
However, this is beyond the scope of the present statistical
analysis.
The time series of the correlation coefficient obtained from

the regression analysis show another interesting difference be­
tween wind-sea and swell systems (Figure 13, dotted and
dashed lines, respectively). Whereas the correlation for wind
sea maintains a fairly constant high level of 0.9, the correlation
for swell is lower and undergoes stronger variations between
0.6 and 0.8 in the northern hemisphere and in the tropics. Only
the southern hemisphere exhibits a fairly constant correlation
for swell of 0.8. This can be explained by the large and variable
wave ages (propagation distances) of swell systems. Accepting
the interpretation of the observed swell bias as resulting from
an overestimation of the swell dissipation, the ratio of the
predicted to measured swell energy will be a function of the
propagation distance. The large range of propagation distances
occurring in the ocean will therefore reduce the correlation
between the modeled and observed swell wave heights and will
lead also to variations in the correlation level depending on the
season, i.e., the location of the storm areas.

4.3. Regional and Seasonal lntercomparison of Modeled
and Retrieved Wind Sea and Swell
Further insight can be gained by looking at regionally strat­

ified data as a function of season. To this end we have mapped
all collocated WAM and SAR wave system data, subdivided
again into wind sea and swell, for four consecutive seasons
from winter (DJF) 1993-1994 until fall (September, October,
and November (SON)) 1994 on a 5° x 5° global ocean grid.
Plates 3a and 3b and Plates 4a and 4b show the distributions
for the wind-sea and swell wave heights, respectively, while the
associated "directional wave roses" representing the energy­
weighted distributions of the wave propagation directions in
the different ocean basins are reproduced in Figures 17a and
17b. The directional wave roses were computed as the square
root of the mean energy for each 30° angular sector.
4.3.1. Wind-sea wave heights. The wind-sea distributions

(Plates 3a and 3b) reflect the seasonal properties of the atmo­
spheric circulation [see, e.g., Peixoto and Oort, 1992]. In the
northern and southern hemisphere extratropics the wind-sea
wave heights are governed by the midlatitude westerlies. The
regions of strongest wind-sea activity in DJF (northern herni-
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Figure 10. Time series of monthly mean significant wave heights between January 1993 and December 1995
for different ocean basins. Dotted lines refer to WAM model values, and dashed lines refer to ERS-1 SWM
values.
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Figure 11. Same as Figure 10, but for the bias between monthly WAM model and ERS-1 SWM significant
wave heights (solid line), wind-sea wave heights (dotted line), and swell wave heights (dashed line).



7950 HEIMBACH ET AL.: STATISTICAL ANALYSIS AND INTERCOMPARISON

North Pacific j l North Atlantic
1.6 ~

. r ' ', ~ ~ ', ~ - - - - swell14 I \ti I\ I -.... , ' · wind-sea
1.2 r.. ;'' - _, /V\\ 1 "'-H .'~\ In I '( ""'l - total spectrum

[:--~ \,,--- />. JL\11/ (-',11),..·- ..\'--1 /': ~
1~ ' '

0.8

·§ 1.6 f Tropical Pacific 1 f Tropical Atlantic 1 f Tropical Indian Ocean
c
0
-~ 1.4
~ [ - l [ ;','
~ 1.2
0
2i. 1.0
0
(ii

o.0L,__,__,_~~~

South Pacific South Atlantic 1 f Southern Indian Ocean
1.6

1.4 ~
- / / - / ~ ' - - ,' ,,_-',,, . -1.2 t..--, _---\I , /
1

- . I \ ' _ - ' - - \ I -I ~' _ , - , \ ,
<: - / "' \ / '1

~~ t,
1.0

7/93 1/94 7/94 1/95 7/95 1/93 7/93 1/94 7/94 1/95 7/95 1/93 7/93 1/94 7/94 1/95 7/95
month I year
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Figure 13. Same as Figure 10, but for the correlation of the monthly regression between WAM model and
ERS-1 SWM significant wave heights (solid line), wind-sea wave heights (dotted line), and swell wave heights
(dashed line).
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Plate 2. Global map of the average number of swell partitionings per spectrum Ior DJF l lJ93-l 9lJ4. (a)
WAM model: (b ) ERS-1 SWM.

sphere winter) arc found in the vicinity of the Aleutian low in
the North Pacific and the lslandic low in the North Atlantic. ;\
belt of moderate H", is found in the southern hemisphere
midlatitudcs, driven by the summer wcs.crly wind belt around
the Antarctic.

In the southern hemisphere winter JJA the highest wind seas
arc found in the midlatitudc westerly wind belt in the southern
hemisphere. Strong monsoon-driven wind-sea systems propa­
gating to the NE and NW arc found also in the Arabian Sea.
In the tropics the dominant wave prcpagution direction is
determined by the easterly trade winds. which arc generally
stronger in the winter seasons.

An alternative view of the global sea state structure is pro-

7'Vi I

a

b

vidcd by the latitudinal distribution of the zonally averaged
wave heights and directions for wind sea and swc]] (figures 18a
and l Sb. respectively}, The following features can be recog­
nized: (I) low wave heights in the seasonally shifting equatorial
lntcrtropical Convergence Zone (ITCZ) due to weak surface
easterlies: (2) northwestward (in the southern hemisphere) to
southwestward (in the northern hemisphere) propagating
waves of moderate wave height in the trade wind regimes on
either side of the ITCZ: (3) low wave heights in the region of
the subtropical semipermanent high-pressure cells around
30°N to 30°S (the horse latitudes); (4) strong wind-sea systems
in the midlatitudc west wind hells. particularly in the roaring
forties. fighting fifties. and screaming sixties in the winter
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Figure 14. Same as Figure 10,but for the monthlymean wind-seaand swellwave heights.
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southern hemisphere; the stronger seasonal cycle in the north­
ern hemisphere noted already in the Hwi time series is also
seen; (5) the influence of the easterly winds from the polar
high-pressure cells south of 65°S in the southern hemisphere;
and (6) pronounced seasonal differences in zonally averaged
swell wave height around 25°N in the Indian Ocean, caused by
the seasonal monsoon cycle, and below 60°S near the Antarc­
tic, presumably caused by changes in sea ice extent.
The seasonal maps and zonal averages of wave heights and

directional distributions confirm the previous findings of a gen­
erally overestimated wind sea by the WAM model relative to
the SWM retrievals. The effect is strongest in high sea states
occurring in midlatitudes during winter. However, the modeled
wind sea is slightly underestimated in the trade wind regions
during JJA and SON.
The modeled and retrieved directional distributions in both

Figures 17a and 17b and Figures 18a and 18b are remarkably
similar. However, WAM shows a rather more symmetrical
distribution of the meridional component about the west-east
axis in the southern hemisphere extratropics, with a maximum
directed to the east (90°), whereas the SWM retrieved data are
more asymmetric with maxima directed toward ENE (60°).
Discrepancies can also be seen in the directional distribution of
east to northward traveling waves in the tropical Indian Ocean
during the summer monsoon.

4.3.2. Swell wave heights. The seasonal maps of swell
wave heights and directional distributions are less sensitive to
local atmospheric conditions, but the principal features seen in
Figures 18a-18b can again be largely attributed to the synoptic
conditions that produced the wind sea that is later transformed
into swell. Thus the predominance of eastward and equator­
ward propagating swell in the midlatitudes can be explained by
the strong westerly cyclones in that belt. The significant me­
ridional swell components in the tropics, characterized by a
marked seasonal variation in the directional distribution, pre­
sumably also originate in the midlatitude cyclones. In addition,
the tropical distributions exhibit a significant westward com­
ponent due to the trade winds.
The previously noted underestimation of swell by the WAM

model is again apparent, both from the directional distribu­
tions of Figure 17b and the zonal averages of Figures 18a-18b.
In the extratropics the strongest bias is seen for eastward prop­
agating swell; in the tropics it is seen for westward propagation.
A more detailed analysis of the conditions for the South Pacific
Ocean is given in section 4.4.
4.3.3. Mean wavelengths. In addition to the significant

wave height and mean propagation direction, the third param­
eter normally used to charactize a wave spectrum or, in the
case of a partitioned spectrum, a wave system is the energy­
weighted mean frequency J. Equivalently, we present in the
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Plate 3a. Global maps of the seasonal mean wind-sea wave height for the four seasons (top two panels) DJF
1993-1994 to (bottom two panels) SON 1994 for the WAM model.

following the mean wavelength A g/2n'f2. Plates 5 and 6
show the distribution of seasonal mean wavelengths for wind
sea and swell, respectively, for the modeled and SWM­
retrieved spectra for the winter season DJF 1993-1994 (upper
two panels) and summer season JJA 1994 (lower two panels).
The retrieved swell wavelengths agree rather closely with the

modeled wavelengths but are generally slightly larger. This is
consistent with the higher retrieved swell wave heights dis­
cussed in section 4.2. Too much significance should not be

attached to the retrieved wind-sea wavelengths. Because of the
azimuthal cutoff the wind-sea part of the wave spectrum is
normally only partially resolved by the SAR (compare section
5), the full wind-sea spectrum being reconstructed from the
SAR data by fitting the azimuthal cutoff parameter and rescal­
ing the parameters of the wind-sea wave system provided by
the WAM model.
The effect of fetch can he clearly seen in Plates 5 and 6. The

shortest wavelengths are found in the lee of the continents, in
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midlatitudc-, off the cast coasts. and the lti11gcst 11mclengths
arc found in the eastern parts o l the ocean basins and in the
open Southern Ocean. The increase in wavelength with the
higher wind speeds in winter is ;ds\l clc.irlv visible. particul.ul,
in the northern hemisphere. which has a more pronounced
seasonal cvclc (sec section -I. I).

An interesting feature is the occurrence of long 11a1cle11gth
swell originating in the high-wind midl.uitudc regions in the
eastern equatorial oceans: the s11ellwavelength isolincs exhibit
a distinct ca-tward-cquntorwnrd slant. corresponding tu the main

direction or prnp<1gatio11trom the cxtr.uropics. in contrast to the
prcdonun.uulv C<ISt-WCStoriented isolincs of the wind-sea wave­
lengths, corresponding to the mainly zonally directed winds.

The local impact llf 11ind speed is seen most clearly. as
expected. in the wiml-sc« wuvclcnuth». which correlate well
with the 11i11d-sc;1wave hciuhrs. nimparc Plates Ja. 3h. and :'i.
1 lowcvcr, for 11i11dsea hoth the wind speed and the fetch arc
important. as demonstrated hy the pronounced impact or both
coastal shadm1ing and the high-wind regions on the wind-sea
11a1clength disuihutions.
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4.4. Regional Analysis for the South Pacific Ocean
As an example illustrating the detailed spectral and regional

information contained in the ERS-1 SWM data, we present in
Figure 19 the retrieved and modeled wave roses for wind sea
(Figures l9a and l 9b, for DJF 1993-1994 and JJA 1994, re­
spectively) and swell (Figures 19c and 19d, for DJF 1993-1994
and JJA 1994, respectively) for nine regions in the South Pa­
cific.
4.4.1. Wind sea. The general zonal wind characteristics

are reproduced by both the modeled and retrieved data, which

show also significant deviations from the mean wind directions
that appear as side lobes in the directional distributions. In the
sample areas between 0° and 30°S the wind sea is dominated by
west to northwest traveling waves generated by the trade
winds. The WAM wind sea tends to be turned more equator­
ward than the retrieved wind sea, suggesting a possible short­
coming in the angular distribution of the ECMWF trade wind
field.

Between 30° and 60°S the dominant wind-sea direction is
eastward, reflecting the midlatitude westerlies. However, other
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directions also occur with signiticant probability, for example,
toward the NW, as a result of the cyclonic disturbances char­
acteristic of these latitudes. The WAM model overestimates
mainly the cast and southeast traveling components, suggest­
ing again that the model errors must be attributed at least in
part to wind field errors.

In the band south of 60°S the wind-sea distribution is simi­
larly dominated by eastward traveling waves. and the WAM
model again tends to overestimate waves traveling cast to

southeast. The shadowing effect of Antarctica is clearly evident
in the most westerly segment.
4.4.2. Swell. The directional distributions of swell in the

tropical latitudinal band between 0° and 30°S are determined
by two principal sources: the easterly trades on either side of
the ITCZ. producing a broad westward propagating swell sec­
tor, and the midlatitudc westerlies. The dependence on fetch
leads to an increase of the trade wind swell from cast to west,
while the southeast traveling waves from the rnidlatitudc west-
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crlies to the south increase from west to east (see also the
global distributions of wavelengths for JJA 1994, Plate 6). The
WAM model tends to underestimate particularly the trade
wind swell components.

In the remaining two latitudinal bands south of 30°S the
swell is dominated by the rnidlatitudc westerlies. The distribu-

tions become more isotropic, reflecting the cyclonic character
of the generating storms. With a few exceptions. the WAM
model underestimates the swell in all directions.

Particularly noticeable is the underestimation of the cast and
northeast traveling swell south of 60°S. This presumably again
points to errors in the wind field. The area is bounded from the
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Figure I 7b. Same as Figure l T». hut for swell.

south by Antarctic sea ice and thus has rather limited fetch to
produce swell with a significant northward component. The
existence or such components therefore implies rather strong
northward or northeastward blowing winds. Katabatie winds
could be a candidate, particularly as they arc notoriously dif­
ficult to capture adequately in global circulation models. How­
ever. the predominantly southeasterly component of katabatic
winds is not consistent with the easterly propagation direction

of the swell. We have no ready explanation for this discrep­
ancy.

4.5. North-South Distributions Through the Pacific

As a further example of the detailed spatial-spectral infor­
mation provided by the ERS- l SWM, we have investigated the
distribution of wave parameters in five areas along a meridi­
onal section of the Pacific for the borcal winter DJF 1993-1994
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Plate 5. Same as Plates 3a and 3b for the seasonal mean wind-sea wavelength. (a) DJF 1993-1994 WAM,
(b) DJF 1993-1994 ERS-1 SWM, (c) JJA 1994 WAM. and (d) JJA 1994 ERS-1 SWM.

and summer JJA 1994 (Figures 20a and 20b). The areas are
representative of the northern and southern tropics and mid­
latitudes and the Ross Sea in the Antarctic Ocean. Figures 20a
and 20b depict the polar wave rose plots of the directional
distributions for swell, while Figure 21 shows the relative dis­
tributions of wind sea, swell, and mixed wind-sea-swell wave
heights.
The directional distributions exhibit considerable structure.

with a pronounced seasonal dependence. They can again be

explained in terms of the various wind systems characterizing
the different latitudinal zones of the Pacific.
As expected, the distribution curves of retrieved swell wave

heights (dashed curves) are shifted to higher values than the
corresponding model distributions, while the opposite holds,
although less pronounced, for the wind-sea curves. A notice­
able feature of the distributions (apparent also in the spatial
distributior.s shown earlier) is that the mean significant wave
heights are considerably higher for swell than for wind sea.
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60. 90.

This is because a given spectral wave component, although
attaining its maximum energy at the end of its relatively short
wind-sea growth period, suhsequently propagates through the
ocean for a significantly longer period as swell.

We note that while the modeled and retrieved directional
distrihutions for swell are generally consistent with the hypoth­
esis that the WAM model underestimates swell because of a
too large swell dissipation, individual features of the polar
distributions do not appear to support this interpretation. In
particular, the NNE and SSE traveling swell components in

d

60W 0 160 E 120 E

iso. [Ill 1lBO. 210. 2~0.

northern hemisphere and southern hemisphere tropics arc
overestimated by the WAM model. In the next section we
analyze this phenomenon in more detail in the spectral do­
ma 111.

.t.6. Stratification With Respect to Swell System
Wavelength

For a clearer insight into the nature of the differences be­
tween the modeled and retrieved wave spectra we need to
stratify the partitioned wave systems with respect to wave-
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Figure 19. Seasonal directional wave height distribution of the wind sea and swell in selected areas of the
South Pacific. (a) DJF 1993-1994 wind sea, (b) JJA 1994wind sea, (c) DJF 1993-1994 swell, and (d) JJA 1994
swell. Dashed-dotted lines, modeled; solid lines, retrieved.
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Figure 20. Seasonal directional wave height distrihution of the swell in five mcridionally distinct boxes of the
Pacific Ocean zonally bounded between 170°E and 150°W for (a) DJF 1993-1994 and (b) JJA 1994. Dashed­
dotted lines refer to WAM model values. and solid lines refer to ERS-1 SWM values.

length as well as direction. Plate 7 shows the glohal distribu­
tions of mean wave height for the same winter and summer
seasons DJF 1993-1994 (Plates 7a and 7b for WAM and
ERS-1 SWM. respectively) and JJA 1994 (Plates 7c and 7d for
WAM and ERS-1 SWM. respectively) considered previously.
hut now only for the longest wavelength swell system in each
spectrum. To be included in the statistic, however, the swell
wavelength was required to exceed a lower threshold, set in
Plate 7 at 250 m. Consistent with our general findings for the
total swell, the SWM-dcrivcd wave heights for these swell
systems arc again higher than the WAM wave heights. How­
ever, in contrast to the maps of the total swell wave height
(defined as the rms value of the energy summed over all par­
titioned swell systems), the distributions for individual long
wavelength wave systems arc seen to be very similar to the
maps of mean swell wavelengths. One can thereby more easily
identify the regions into which the long wavelength swell is
radiated from the midlatitudc source regions.

Figures 22a and 22h show the associated directional swell
wave height distributions in different sampling areas in the
South Pacific for different lower long wavelength thresholds.
With increasing wavelength threshold, the wave heights dimin­
ish. as expected. The model wave heights generally decrease
faster than the SWM-rctricvcd wave heights. as again expected
if the underestimation of swell by the model is due to a too
strong model dissipation acting selectively on the longer swell
components. However. the discrepancies in the details of the
directional distribution increase with the swell wavelength, and
not all of these can be explained simply by an incorrect dissi­
pation expression. For example, the WAM model predicts
significant SE traveling swell components in the southern
hemisphere in the northern winter. presumably radiating from

northern rnidlatitude storms, which arc not seen in the re­
trieved swell.

The processes involved in the transformation of wind sea
into swell and the subsequent propagation of swell over large
distances in the ocean arc clearly complex and cannot he ad­
equately analyzed within the framework of a general statistical
study. A more appropriate approach for a process analysis
would he a detailed investigation of a set of individual events.
The ERS SWM measurements provide a valuahle comprehen­
sive database for such investigations, hut these lie outside the
scope of the present exploratory study.

5. Analysis of the rms Orbital Velocity

5.1. General Considerations
As already pointed out, a basic limitation of SAR ocean

wave images is the azimuthal cutoff of the image spectrum
caused by the nonlinear velocity hunching mechanism (HH;
HBHH). The cutoff normally lies within the wind-sea part of
the spectrum and suppresses the direct spectral information
provided by the SAR on short to moderate wavelength waves
with significant components of propagation in the azimuthal
direction. However, the azimuthal cutoff wavenumber also
provides a direct measure of an important integral parameter
of the wave field, the rms orbital velocity component in the
range direction. This information is used in the retrieval algo­
rithm to adjust the rms orbital velocity to reproduce the oh­
served cutoff. thcrehy partially replacing the missing direct
spectral information at high wavcnumbers, as discussed in sec­
tion 2.2.2. However, the cutoff wavenumber, as a measure of
the orbital velocity. is also useful data in its own right.
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Figure 21. Distribution of seasonal wind sea, swell, and
mixed wind-sea-swell wave heights for the five meridionally
distinct mid-Pacific boxes of Figure 20 for DJF 1993-1994.
Solid lines refer to WAM model values, and dashed lines refer
to ERS-1 SWM values. Figure 21b corresponds to an area
around Hawaii, Figure 2lc corresponds to an area around the
Iles de la Societe, and Figure 21e corresponds to an area of the
Ross Sea in the Antarctic.

5.2. Comparison of Observed Versus Simulated Cutoff
Figure 23 shows scatter diagrams and regression lines for the

observed and simulated azimuthal cutoff wavelengths for the
boreal winter DJF 1993-1994 in the tropics and the northern
and southern hemisphere extratropics. The observed azi­
muthal cutoff wavelengths were determined directly from the
SAR imagette spectra, while the simulated cutoff wavelengths
were inferred, using the same algorithm, from the SAR im­
agette spectra computed from the retrieved wave spectra. Re­
gression line slopes close to 1 and correlation coefficients of 0.9
and higher in all three data sets indicate that the adjustment of
the cutoff parameter in the retrieval algorithm was successful.

5.3. Spectral Resolution Imposed by the Cutoff
To estimate the impact of the azimuthal cutoff on the re­

trieval of wind-sea and swell systems, we have computed the
ratio klk, of the observed azimuthal cutoff wavenumber to
the mean azimuthal wavenumber component for an ensemble
of wind-sea and swell systems. Figure 24 shows the resulting
histograms for three wind-sea (Figure 24a) and swell (Figure
24b) data sets for the period DJF 1995-1996 for the northern
hemisphere extratropics, the tropics between 25°N and 25°S,
and the southern hemisphere extra tropics. The medians of the
histograms are listed in Table 4, together with the percentage
of wave systems with ratios klk; > I, representing waves that

can be explicitly imaged by the SAR. The values clearly dem­
onstrate the ability of the ERS-1 SAR to detect a substantial
fraction of the swell systems encountered in the ocean, despite
the high Riv ratio. A fair fraction of 30% of the wind-sea
systems can also be directly imaged by the SAR, but short
wavelength wind seas generated by light winds cannot be seen
at all by the SAR.

5.4. Global Analysis of the Cutoff
A global map of the mean azimuthal cutoff wavelength A,

for DJF 1995-1996 is shown in Plate 8. High cutoff wave­
lengths corresponding to high rms orbital velocities are found,
as expected, in the regions of high winds in midlatitudes. In
addition, a pronounced fetch effect is seen. Young wind seas
have higher energies at shorter wavelengths and therefore
higher rms orbital velocities than well-developed wind seas [cf.
Kamen et al., 1994]. Thus the cutoff wavelength is significantly
higher in the western parts of the midlatitude ocean basins and
in enclosed or partially enclosed seas such as the Baltic Sea,
Mediterranean Sea, Gulf of Mexico, Caribbean Sea, Bering
Sea, or the seas south of New Guinea.

In view of the strong dependence of the orbital velocity on
fetch a general expression relating Ac alone to the wind veloc­
ity u 10 at 10-m height, for example, in the form A, = 25u 10

[Chapron et al., 1995],cannot be expected to be generally valid.
Although dimensionally consistent and therefore presumably
appropriate for fully developed seas, the expression yielded a
low correlation of 0.3-0.4 between the observed and predicted
cutoff wavelengths for the global data set of DJF 1995-1996.

6. Summary and Conclusions
The ERS-1 SAR wave mode (SWM) data represent the first

data set to provide detailed spectral information of ocean
surface waves with continuous global coverage over several
years. In the first part of this paper we have carried out an
assessment of the SWM data quality and the performance
(fidelity) of the ocean wave spectral retrieval algorithm by
HBHH over the 3-year period January 1993 to December 1995
for which reliable SWM data are available. In the second part
we investigated the statistical properties of the retrieved wave
spectra and intercompared the retrievals with wave spectra
computed by the operational global wave model WAM of the
European Centre for Medium-Range Forecasts.
Approximately 75% of the available SWM data yielded suc­

cessful retrievals. This net return factor represented the prod­
uct of two quality tests. About 12% of the SWM data were
rejected for data quality reasons related to too low signal-to­
noise ratios or contaminations such as slicks or wind rows. The
retrieval performance (defined in terms of the level of agree­
ment between the observed SAR spectrum and the SAR spec­
trum computed from the retrieved wave spectrum) was ac­
cepted for roughly 85% of the SWM data that passed the first
test.

Iteration of the first-guess spectrum used as input for the
inversion was found to have a significant positive impact on the
fidelity of the retrievals. Tests with different numbers of iter­
ation cycles suggest that one or preferably two iterations may
represent a reasonable compromise in operational applications
between computing costs and retrieval fidelity. For the present
study we carried out five iterations and chose as the retrieval
the inversion with the highest fidelity.

In the statistical investigations in the second part of the
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paper the SWM-retrievcd data were analyzed together with the
corresponding data computed 11ith the LCMWF WAM model.
The data were subdivided into wind-sea and swe ll constituents
and were presented in the Iorm of time series for different
ocean basins. global maps for different seasons. and polar
"wave rose" plots of directional enl'l'gy distributions. In addi­
tion, results were presented for the dominant long wavelength
swell components and for the cu toll wavelengths of the SWM

<pccua (which provide a direct measure of the rms orbital
vclocirv).

In the discussion of the intcrcomparison results, it was as­
sumed that the retrieved spectra represented the "truth"; all
discrepancies between the retrieved and modeled data were
attributed to the model. This assumption will need to he scru­
tinized more carcfullv as further data become available. but for
the present state of knowledge it appears a reasonable assump-
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Figure 22a. Directional wave height distributions of individual longest wavelength swell systems in various
sampling areas of the South Pacific for different lower wavelength thresholds; (top) A > 150m, (middle) A >
250 m, and (bottom) A > 350 m. For DJF 1993-1994.

tion; it would be difficult to explain the various types of dis­
crepancies for wind sea and swell, different ocean regions, and
different propagation directions, in terms of a common error
source in the SAR retrievals. Also, validation studies of wave
spectra retrieved from SAR spectra (e.g., HH; HBHH; E.
Bauer and P. Heimbach, manuscript in preparation, 1998)

have revealed no obvious significant systematic errors in the
SAR retrievals.
The retrieved and modeled data both confirm on a global

scale the complexity of the spatial, temporal, and spectral dis­
tributions of ocean wave energy found previously by Bruning et
al. [1994] in their first analysis of a 3-day period of SWM
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spectral data for the Atlantic. In view of this complexity the
general structural agreement between the modeled and re­
trieved spectra is encouraging. It has been demonstrated by
HH and HBHH that this cannot be attributed to the use of a
first-guess model spectrum in the retrieval algorithm; the re­
trieval is largely decoupled from the input spectrum, particu­
larly with the introduction of an iterative modification of the

input spectrum in the improved algorithm by HBHH. Their
result is confirmed by further detailed sensitivity tests of the
present data set.
The availability of global spectral data has made possible a

more detailed analysis of the performance of the WAM model
than has previously been feasible. However, the present statis­
tical analysis summarized below is necessarily restricted in
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scope. Moreover, a quantitative assessment of the dynamical
effects identified by our statistical approach is made difficult by
the continual assimilation of observed altimeter data in the
ECMWF operational model. This attenuates systematic model
errors, for example, in swell propagation. Specific investiga­
tions of a larger ensemble of individual wave events and the
application of the WAM model without wave data assimilation
can be expected to yield significantly more insight into the
basic wave dynamical processes governing the general statisti­
cal results presented here. Nevertheless, the following general
conclusions can be drawn from our analysis.

1. The time series and regression parameters of significant
wave height indicated a good overall agreement between mod-

Table 4. Characteristics of Histograms of Observed
Azimuthal Cutoff Wavenumber to Wavenumber
Component in the Azimuth Direction

Northern hemisphere
Tropics
Southern hemisphere

Percent of Waves
With Ratio

Median kc/kx > 1

Wind Sea Swell Wind Sea Swell

0.65 1.4 34 72
0.5 1.85 28 78
0.65 1.5 35 74
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eled and retrieved spectra, with a small but systematic under­
estimation of H, by the WAM model in all ocean basins.

2. The decomposition of the wave energy into wind-sea
and swell components revealed that the net wave height un­
derestimation by the model is due to an undcrprcdiction of the
swell components by 20-300(, the wind sea being slightly over­
predicted on average by about 10'/(. This holds with few ex­
ceptions throughout the 3-ycar period and for all ocean basins
and seasons.

3. The relative wind-sea overprcdiction was found to be

120W
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200 240. [m]260 2RO :100220

Plate 8. Global maps of the seasonal mean azimuthal cutoff wavelength for DJF 1995-1996. (a) Cutoff
simulated from retrieved wave spectrum; (b) cutoff from observed SWM imagctte spectrum.

fairly constant. but slightly higher for high sea states in the
midlatitudc winters. suggesting that either the wind depen­
dence of the WAM input source term should be slightly re­
duced or that the analyzed wind fi:lds used to drive the model
arc too strong.

4. The relative swell bias is fairly uniformly distributed but
exhibits maxima in the midlatitudc summers. In contrast to the
fairly constant relative wind-sea bias, the negative swell bias
increases in relative magnitude with decreasing swell wave
height. We interpret this as reflecting a dependence of the
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swell underprediction on the wave age, larger wave ages being
associated statistically with smaller wave heights (wave age
refers here literally to the travel time of the swell since emerg­
ing from the wind-sea generation region). A model error with
this characteristic may be explained by a dissipation source
term which is too large for low frequencies or not sufficiently
nonlinear. Another possible explanation is an inadequate rep­
resentation of the nonlinear transition from wind sea to swell
in the strongly simplified discrete interaction parametrization.
However, this would not readily explain the increase of the
swell error with decreasing wave height.

5. Modeled wavelengths were generally found to be in
close agreement with the retrieved wavelengths, also favoring
the hypothesis of errors in the swell dissipation rather than in
the representation of the nonlinear wind-sea-swell transition
process.

6. Most of the temporal and spatial features of the wave
field distributions could be explained by the general properties
of the seasonally varying global wind system. The data for both
wind sea and swell exhibited a pronounced fetch dependence
extending across entire ocean basins. This information is valu­
able for determining the transition of a growing wind sea to a
fully developed state, for which little data is otherwise avail­
able. Intercomparisons of retrieved and modeled fetch depen­
dences suggest no systematic errors of the WAM model in this
respect. Global maps of mean swell wavelengths and the wave
heights of long swell, together with polar "wave rose" distri­
butions of wave propagation directions, were useful in identi­
fying the radiation emanating from the midlatitude storm areas
into distant regions. Some discrepancies between modeled and
retrieved swell data were detected in the radiation of long swell
from the northern into the southern hemisphere, which ap­
peared to be more effective in the model than observed.

In summary we emphasize again that our conclusions from
this first exploratory study of the 3-year ERS-1 SAR wave
mode data set were based solely on statistical analyses. These
have provided an interesting overview of the seasonally varying
wind-sea and swell distributions of the global ocean and have
demonstrated an encouraging overall correspondence between
the complex wave systems inferred from the ERS SAR wave
mode data and computed by the ECMWF operational wave
model WAM. The statistical analyses also enabled the identi­
fication of a number of discrepancies between the two data
sets, pointing to various features and possible shortcomings of
the WAM model or the forcing wind fields, which require
closer investigation. However, we have not undertaken inves­
tigations of individual events, which would have presumably
shed more light on the underlying wave dynamical processes
responsible for the mean distributions and observed discrep­
ancies. It is hoped that this first investigation will motivate such
dynamical event studies, for which the ERS-1/2 SWM system
has provided and is still producing a unique comprehensive
database.

Appendix
Al. Orbit, Instrument, and Data Specifications
for the ERS-1 SWM
Tables 5 and 6 list data on the ERS-1 satellite, its orbit, the

SAR instrument, the wave mode fast delivery product, and the
repeat cycles between July 1992 and May 1996.

Table S. Some ERS-1 Satellite and SAR Instrument
Specifications

Aspect Description

Start
Altitude (nadir)
Inclination
Orbit period
Platformvelocity
Dailycoverage
Incidenceangle

July 17, 1991
782-785-kmpolar orbit (Sun synchronous)
98.52°
about 100min (=14.3 orbits per day)
7455m/s
about 1100spectra per day on average
until June 1995,19.9°at center of imagette
(right looking);after June 1995,23.5°

linear vertical (VV)
5.3GHz, C band (5.6cm)
10km (range) x 5 km (azimuth)
200km along track (every30 s)
12wavenumbersin logarithmicspacing
correspondingto wavelengthsbetween
100and 1000m

12directionalsectors of 15°width
(between0° and 180°,anticlockwise
relative to azimuth)

8 bit (0-255) relative to maximum
three-look incoherent averagingof single­
look amplitude

1.8s
112s (R, distanceSAR - target; v,
platformvelocityin orbit)

Polarization
Radar Braggfrequency
Imagette size
Product spacing
Spectralgrid

Intensity
Number of looks

SAR integration time
Riv ratio

A2. SWM, WAM, and Cost Function Grid
Three different Cartesian wavenumber, polar wavenumber,

or frequency/direction grids are involved in the inversion pro­
cess: (1) the ERS-1 SAR Wave Mode grid (k, e); the SWM
spectra of the FDP are given on a polar wavenumber grid on
a semidisc and are composed of 12 15°angular sectors between
0° and 180° running counterclockwise relative to the satellite
flight direction (azimuth) and Nswm = 12wavenumbers corre­
sponding to wavelengths between 100 and 1000 m on a loga­
rithmic scale

j = 1, ''' 'Nswm

with

(2) the WAM model grid (f, B); the first-guess WAM and the
retrieved wave spectra are defined on a polar frequency/
direction grid composed of 12 30° angular sectors between 0°
and 360°, running clockwise relative to north, and Nwarn = 25

Table 6. ERS-1 Mission Phases and Repeat Cycles
Between July 1992 and May 1996

Repeat Orbits
Cycle, Per

Phase Start End days Cycle

c April 14, 1992 December 21, 1993 35 501
D December 24, 1993 April 10, 1994 3 43
E April 10, 1994 September28, 1994 168 2408
F September28, 1994 March 21, 1995 168 2408
G March 21, 1992 end 35 501

The satellitewas switchedoff in June 1996but is parked in orbit in
a "sleeping"mode.



HEIMBACH ET AL.: STATISTICAL ANALYSIS AND INTERCOMPARISON

frequencies corresponding to logarithmically spaced wave­
lengths between 9 and 895 m, or frequencies

j 1, · · · 'Nwarn

with

I, = 0.04177 Hz

(3) the cost function grid (kx, k,); both the observed SWM
image spectrum and the first-guess wave spectrum are inter­
polated to a Ncart x Ncart Cartesian wavenumber grid with
Ncart = 128 and

k,(j), ky(j) =JM

with

Ns;« . Ncart
- -2- <i :S -2-

27T -)!:ik = -- m
32

on which all computations (nonlinear mapping, cost function,
etc.) are performed.

To properly account for the spectral smoothing incurred
through the processing of the SWM imagette to the low­
resolution polar wavenumber grid of the SWM FDP imagette
spectrum, a smoothing filter is introduced whenever a SAR
image spectrum is computed from a model spectrum. The filter
is obtained by transforming the computed SAR image spec­
trum from the fine Cartesian grid (k_,, ky) to the coarse polar
grid (k, e) and subsequently interpolating back to the (k,, k,)
grid, yielding a net smoothing of the simulated high-resolution
SAR spectrum analogous to the treatment of the FOP.

A3. Regression Analysis
In standard regression analysis a straight line y ( x) = mx +

a is drawn through a scatterplot of data pairs (x;, y;) with
slope m and y-axis intercept a, chosen such that the sum of the
square differences L;[Y; - y(x;)]2 is minimized. However, the
use of two regression parameters makes it more cumbersome
to intercompare the effective calibration of two data sets, and
we have therefore restricted the regression line in our analyses
to pass through the origin, a = 0 (comparisons with adjustable
intercepts have shown that these in fact have little influence).

Instead of the asymmetric definition of the square error in
terms of the ordinate errors, we have then fitted our regression
line

Y; =bx,

through the origin by minimizing the sum of the orthogonal
distances of the data points from the regression line. The
extreme values of this quantity yield the major and minor axes
of the covariance ellipse. The method is not only symmetric
with respect to an interchange of x and y but is also invariant
with respect to rotations in the x, y plane [sec, e.g., Preisen­
dorfer, 1988; Bauer et al., 1992; Bauer and Staabs, 1998]. The
slope b is given by

b =tan cf>
\2xy)

tan 2</>= (x2) - (y2)

and ( ) denotes the average over the data ensemble. The
angle cf> as defined above is actually not invariant with respect
to an interchange of x and y, which yields cf> -> cf> + 90°. The
correct solution yielding the major rather than the minor el­
lipse axis can be determined by comparing the square errors
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for the two solutions. (The only exception to our symmetrical
regression approach is in the scatter diagram of Figure 8,
comparing the retrievals for a modified and nonmodified input
spectrum. Herc we resorted to the standard nonsymmetrical
regression analysis, as this yielded a more realistic-looking line
passing through the maxima of the distribution.)
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Abstract. Alternative dark-bright patterns on ERS-1 synthetic aperture radar
(SAR) images of the west side of the Taiwan Strait taken on December 8, 1994,
were recognized to be the sea surface signature of a coastal lee wave. Such waves
are called coastal lee waves because they occur along the lee side of the coast.
The coastal lee waves appeared in the form of a wave packet distributed within
an offshore band 20-40 km wide. The first packet, which occurred in the northern
portion of the observed area, contained six waves with variable wavelengths (defined
as the spatial separation between two waves) from 1.7 to 2.7 km. The second packet,
in the middle, contained 10 waves with a relatively uniform wavelength of 4.2 km.
The third packet, in the southern portion, contained 17 waves with an average
wavelength of 2.0 km. The crest lengths were from 20 to 80 km. Local meteorologic
parameters observed simultaneously at Fuzhou, China, close to the imaged area,
showed an offshore wind of 1.5-3.5 m/s and a land surface air temperature of
19°C, which was 4°C lower than the sea surface temperature (SST). Thus the lower
atmospheric boundary conditions at imaging time were very favorable both for
generating the land breeze circulation and small wind waves on the sea surface,
which are in the Bragg-scattering wavelength band of the C band ERS-1 SAR. A
physical model of a three- layer atmosphere was developed in order to explain how
the land breeze circulation can generate the coastal lee waves. The results showed
that the vertical velocity disturbance caused by the wind convergence at the land
breeze frontal zone is of vital importance for the generation of coastal lee waves, and
the model gave very good estimates of the processes observed. The SAR imaging
mechanisms of the waves were analyzed in detail. The differences between coastal
lee waves and ocean internal waves, which appear as similar alternative dark-bright
patterns on SAR images, were also discussed.

1. Introduction

Lee waves are a kind of atmospheric internal grav­
ity waves, which occur in the lower layer of the atmo­
sphere. It is believed that an obstacle to the airflow is a
common reason for generation of lee waves. Mountain
lee waves generated by isolated mountain obstacles on
the lee side of mountains are a typical example of at­
mospheric lee waves and have been intensively studied.
Observations showed that mountain lee waves are sta­
tionary waves and have a typical wavelength of 10 km,
ranging from 2-3 to 40-45 km, and a vertical amplitude

Copyright 1998 by the American Geophysical Union ..

Paper number 97JC02 l 76.
0148-0227 /98/97 JC-02176$09. 00

of the same order of height as the mountain generating
them [Gossard and Hooke, 1975; Panchev, 1985]. Lee
waves, which are analogous to mountain lee waves but
caused by an isolated linear island, have recently been
observed by Vachon et al. [1994]using a European Re­
mote Sensing Satellite (ERS-1}synthetic aperture radar
{SAR) image. They found that a packet of six atmo­
spheric lee waves with a wavelength of 7.6 km occurred
on the lee side of the island Hopen in the Barents Sea,
which is located near 76.5°N, 25.0°E, southeast of Sval­
bard, Norway. From another ERS-1 SAR image a non­
linear wave disturbance with an average wavelength of
2.3 km was identified in the marine atmosphere 30 km
offshore in the German Bight of the North Sea by Alpers
and Stilke [1996].
In this study we will investigate another kind of lee

waves, which is different from the above mentioned
ones. The waves were observed on ERS-1 SAR images
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of the Taiwan Strait and characterized by their occur­
rence being associated with the coastal environment,
i.e., the transition region between marine and terrige­
nous air masses. The waves occurred in the form of wave
packets along the lee side of the coast. The wave crest
lines were nearly parallel to the coastline and reached
80 km long. According to this close association of its
occurrence with the coast, a unique feature, we define
this kind of lee wave as a coastal lee wave.

This paper is organized as follows. In section 2 we
present observed facts including description of SAR im­
ages and interpretation results and simultaneous at­
mospheric and oceanic conditions. A physical model,
which is used to explain how a land breeze circulation
can generate the coastal lee waves, is described in sec­
tion 3. In section 4 we discuss the SAR imaging mech­
anisms of the coastal lee waves at low wind conditions.

Conclusions and discussion follow in section 5.

2. Observations

2.1. ERS-1 SAR Images of the Taiwan Strait

The patterns of atmospheric waves under investiga­
tion were recognized on two sequential ERS-1 SAR im­
ages provided by the European Space Agency (ESA).
The two images were taken at 0611:00 and 0626:43 UT
on December 8, 1994, along an ascending orbit of the
ERS-1 satellite. The first image in the south is centered
at 24°16'28"N, 119°57'00"E, and the second image in
the north is centered at 25°38'27"N, 119°38'4l"E. The
coverage of the images is a square area with one side 100
km wide. The resolution of 12.5 x 12.5 m of original
digital images was reduced to 100 m x 100 m for pro­
ducing the images we use in this study in order to save
the storage space and computing time. We believe that
the reduced resolution is still high enough for observing
the coastal lee waves with the average wavelength of 3
km.

On the original images the imageries of both land and
ocean surfaces are a little vague because of unknown
reasons. We analyzed the image and found that the
images contained spatially periodical noise distributed
over the entire scene. In order to improve the quality of
the imagery of the atmospheric waves, in which we are
interested, a filter was employed to remove the noise
during the image processing. An enhanced image of
the second scene is shown in Figure 1. One can see that
the major features, particularly alternative dark-bright
patterns on the ocean portion of the image, are quite
clear. Among the two images we analyzed, this one
contains >90% of the atmospheric wave imagery, while
the first one in the south contains <10% of the imagery
only on the left top corner. In the following sections,
therefore, we will use this image as an example.

2.2. Interpretation

of the coastal region of Fujian Province, China, and
the ocean area is the northwest portion of the Taiwan
Strait. On the ocean side, there are three groups of the
wave-like, alternative dark-bright patterns distributed
in a band with an offshore width of 20-40 km. The
first packet on the upper right corner of Figure 1 con­
tains six waves with a spatially variable wavelength, the
average wavelength of 1.7 km measured along the line
marked by A-A' and 2.7 km along line B-B'. The sec­
ond packet, which is close to the central right, contains
10 waves with the average wavelength of 4.2 km mea­
sured along line C-C'. The third packet on the lower left
corner contains 17 waves with the average wavelength
of 2.0 km measured along line D-D'. The crest length
of the waves in the first and second packets is about
20-40 km and reaches 80 km in the third packet as the
imagery on the southern image is counted in. The total
extent of the distribution of the waves imaged on the
two images reaches as long as 150 km along the west­
ern side of the Taiwan Strait. An interpretation map is
shown in Figure 2.
According to Vachon et al. [1994] and Alpers and

Strilke [1996] the radar cross section over the ocean
in original ERS-1 SAR images with satellite-viewing
geometry can be used for retrieving the sea surface
wind speed. We calculated the wind speed along lines
A-A', B-B', C-C', and D-D' denoted in Figure 1 us­
ing the original radar cross-section data and the C
band model (CMOD5) [Institut Francois de Recherche
et d'Exploitation de la Mer, 1993]. The results obtained
with 16-point running average (corresponding to a reso­
lution of 200 m) are shown in Figure 3. The wind speed
along line A-A' has an average of 2.7 m/s and an ampli­
tude of variability of 0.9 m/s; along B-B', 1.6 m/s with
the variability of0.6 m/s; along C-C', 2.7 m/s with the
variability of 1.1 m/s; and along D-D', 2.3 m/s with the
variability of 0.5 m/s.

2.3. Atmospheric and Oceanic Conditions

In order to understand the generation mechanisms
and the SAR imaging mechanisms of the atmospheric
waves shown on the SAR images it is necessary to col­
lect the complementary atmospheric and oceanic obser­
vations in as much detail as possible.

Large-scale atmospheric conditions were obtained by
analyzing the weather charts. The surface weather
charts of east Asia and the northwestern Pacific at
0000 and 0600 UT (Figure 4) on December 8, 1994,
showed that the weather situation in the study area
was controlled by two major systems. A high-pressure
cell (1025 mbar) was located in the southern Japan
Sea at 0000 UT, and moving northeastward, a low­
pressure center (1000 mbar) was near stationary over
the Yunnan-Guizhou region of southwest China. The
distance between the isobars with an interval of 5 mbar
over the East China Sea and the South China Sea

Consulting the map, we recognized that the land area reached about 2000 km, implying a weak pressure gra­
shown on the image of Figure 1 is the northern portion client. Using the pressure field on the weather chart of
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Figure 1. Enhanced ERS-1 synthetic aperture radar (SAR) image of the western side of Taiwan
Strait acquired at 0626:43UT on December 8, 1994. The image covers an area of 100 x 100km,
centered at 25°38'27"N, ll9°38'4l"E with a scale of 1:560,000. Alternative dark-bright patterns
along the coast represent coastal lee waves (copyright European Space Agency).

Figure 4 and a geostrophic approximation, we calcu­
lated the sea surface wind in the open water near the
studied area; the result gave a southeasterly wind of 3.6
m/s.
Comparison of these observations of the wind speed

to remotely sensed wind speeds given above indicated
that they were in a good agreement. Both of them
represented a lowwind condition. This fact implies that
the CMOD5 model works welleven at the very lowwind
conditions.
The weather parameters at Fuzhou, which is the near­

est meteorological station to the study area as shown in
Figure 2, at 0600 UT on December 8, 1994, which is
nearly simultaneous with the imaging time, were as fol­
lows: the land surface air temperature, 19°C, the wind
speed, 1.5-3.5 m/s; the wind direction, 240°; the dew­
point, 12°C, the cloud type, Cu; the barometric pres­
sure, 1015.8 mbar; and the barometric tendency, - 2.0
mbar. The weather in the past 6 hours was intermittent
rain, and precipitation in the past 6 hours was 10 mm,

implying that a cold front passed. An infrared (IR) im­
age taken by the Geostationary Meteorologic Satellite
(GMS, launched by Japan) at 0546 UT on the same
day (National Oceanic and Atmospheric Administra­
tion (NOAA) advanced very high resolution radiometer
(AVHRR) was unavailable at that time) is shown in
Figure 5. One can see that there was a large extent
of cumulus over east and south China, the YellowSea,
the East China Sea, and the northern South China Sea.
The Taiwan Strait, the study area, was also covered by
the clouds; there was no ocean phenomenon showing up
on this image.
The thermal structures of the ocean, including the sea

surface temperature (SST) and the vertical temperature
distribution, are also important parameters for under­
standing the studied process. The best way to acquire
these data is direct measurement. In our case, however,
there are no simultaneous data available. Fortunately,
we found some valuable oceanographic data measured
in the study area and in some analytical articles. We
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Figure 2. An interpretation map of Figure 1. The location of the center of the imaged area is
denoted by R in the inset. Three packets of coastal lee waves are shown as three groups of heavy
lines.

used these references and objective analysis method to
estimate the thermal structure at the time the SAR
images were taken. The imaged area is located at the
northern portion of the Taiwan Strait, which serves as
a channel for water exchange between the East China
Sea and the South China Sea. The Taiwan warm cur­
rent plays a dominant role in the thermal balance in
the Taiwan Strait. This current originates from the
South China Sea as a branch of the Kuroshio warm
current and flows northward through the Strait all year
round. Because of the influence of the Taiwan warm
current, the isotherms in the Strait are generally paral­
lel to the coastline [Zheng and Klemas, 1982; Zheng and
Xiu, 1992], and the ocean water temperature in the cen­
tral strait is always higher than that of the surrounding
waters. Field measurements made from a cross section
along the latitude line of 26°N across the northern out­
let of the Strait (see segment S in the small scale inset
on the lower right corner of Figure 2) during 1987-1988
showed a seasonal variability of the water temperature
[Pan et al., 1990, 1992]. The sea water temperature
profile measured during a cruise from December 8 to

10, 1987, is shown in Figure 6 [Pan et al., 1992]. One
can see that the SST varied from 21° to 24°C from near
coast to the open water. Hence, at the SAR imaging
time, the same season as that of the field measurements,
23°C should be a reasonable estimate for the SST in the
central Strait. Thus the SST was 4°C higher than the
land surface air temperature in our case. Figure 6 also
shows a vertically uniform distribution of water temper­
ature from the sea surface to the depth of 60 m, which
is near the bottom. This unstratified thermal structure
eliminates the possibility for the occurrence of oceanic
internal waves.

3. Generation Mechanisms

3.1. Sea and Land Breeze Circulation

It is well documented that the temperature difference
between the land and the sea can drive an air circu­
lation traversing the coastline. The circulation which
flows landward near the surface is called the sea breeze,
and the reversed one is called the land breeze [Simpson,
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Figure 4. A portion of surface weather chart of east Asia and the northwestern Pacific at 0600
UT (1400 LT) on December 8, 1994.

1994]. These special phenomena of coastal meteorology
have been simulated by numerical modelers [Tingle and
Dieterle, 1976; Lewellen and Teske, 1976] 20 years ago.
Generally, the sea and land breezes have similar struc­
tures symmetric to the coastline. The horizontal extent
of the breezes can reach a distance of 50-200 km in­
land or out over the sea depending on the meteorologic
conditions and the local topography. There are a few
reported cases of land breeze measurements. Meyer's
[1971] measurements showed that the land breeze at
Wallops Island, Virginia, was a layer of cold air < 100
m deep and reaching 25 km from the coast. Waters
[1990] found that the land breeze circulation extended
a distance of 60 km from the south coast of England.

A sea (or land) breeze index (SI) is used to estimate
probabilities
of sea and land breeze formation, which is defined as

(1)

where U is wind speed in m/s and D.T the differencebe·
tween land and sea water temperature in degree centi­
grade. The smaller the index, the higher the probabil­
ity.
At middle latitudes, monthly mean land and sea sur­

face temperatures change with a seasonal cycle. In the
local late fall and most of the winter the mean sea sur­
face temperature is usually higher than the land surface
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Figure 5. A GMS IR image of east Asia and the northwestern Pacific taken at 0546 UT (1346
LT) on December 8, 1994. The spatial resolution of image is 5 km. The approximate extent of
SAR images used for observing the coastal lee wave is shown as a rectangular box in the Taiwan
Strait.

air temperature, so that it constitutes a seasonal ther­
modynamic condition, which is favorable for land breeze
establishment.

The cold air intrusion into the warm air driven by the
sea and land breeze circulations may cause some inter­
esting phenomena to happen. The convergence of the

winds near the breeze fronts must cause the warm air
to rise and to form an air rising zone. The rising air
condenses and forms cumulus clouds, which have easily
been imaged by cameras on the ground and by sensors
on-board satellites [Simpson, 1994]. Meanwhile, the
temperature difference between the cold air and warm
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This is a two-dimensional model. The x axis is per­
pendicular to the coastline positive shoreward. The z

S1_3 S1-4 S1_5 S1-6 S1_7 axis is perpendicular to the sea surface positive upward.
0 The origin is located at the land breeze front. The sys­

tem is horizontally divided into two regions from the
front at x = 0. The land breeze and vertical stratifica­
tion occur only in the region for x > 0. Therefore only
the dynamical processes in that region will be analyzed
hereafter. The upper layer is assumed to have an in­
finite depth, and the lower layer, the land breeze, has
a depth of H. There is a thin transition layer with a
thickness of 26.H sandwiched between the two layers.
The amplitudes of the wind speeds in the two layers
are supposed to be the same, u0• The wind field in
the upper layer is supposed to be vertically and hori­
zontally uniform. The lower layer is characterized by a
vertically and horizontally uniform wind speed beyond
the frontal zone but is characterized by a variable wind
speed within the frontal zone. The horizontal variation
of wind speed is assumed to be a hyperbolic tangent
function
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Figure 6. Two-dimensional ocean temperature section
measured along 26°N latitude near the northern edge
of the SAR imaged area (shown as segment S in the
inset of Figure 2) during a cruise from December 8 to
10, 1987. The numbers on the curves are in degree
centigrade.

air causes a vertical density stratification. Along the
interface of two layers with different densities, wavelike
Kelvin-Helmholtz billows may be generated, and the
leading edge of the breeze front may be divided into a
series of lobes and clefts due to the overrun of the less
dense air (see Figure 3.2 of Simpson [1994) for details).
This lobes-clefts structure may also be caused by the
nonuniformity of offshore wind fields along the coast.

The vertical density stratification of the atmosphere
caused by sea and land breeze circulations and the dis­
turbance in the air rising zone constitute sufficient con­
ditions for the generation of atmospheric gravity wave.
We suggest that the coastal lee wave is generated by the
land breeze circulation. The following physical model
will dynamically confirm this hypothesis.

3.2. PhysicalModel
From section 2.3 we know that the land-sea temper­

ature difference was 4°C and the average wind speed
was 2.5 m/s at imaging time. On the basis of (1) we
obtain the sea breeze index of 1.6, which is much smaller
than 10, a critical value of the index. It was a favor­
able condition for the establishment of the land breeze
circulation. In fact, an offshore wind of 1.5-3.5 m/s con­
firmed that the land breeze had occurred. Meanwhile,
in the offshore open water, the wind speed was 3.6 m/s,
and the wind direction was southeasterly. This implies
that the onshore wind and the offshore wind had a close
speed but nearly opposite directions. The two wind sys­
tems might collide and generate a front. This process
can be described with a physical model schematically
illustrated in Figure 7.

xu (z, 0) = -u0 tanh L

where L is defined as a characteristic length of the front.
The boundary conditions are

(2)

u = -uo
u = -u0 +f3(z-ll)

z< H
H<z<H+2Ml
z > H+2Ml

p =po
P =Po-tl/J/2
P =Po-tl/J

where Po is the air density in the lower layer and 6.p
represents the density difference between the lower and
upper layers. If we consider the model as a linear sys­
tem, then the wave equation and continuity equation
are [Gossard and Hooke, 1975]

a2w - k2w = 0
8z2 (3)

(4)

where u and w represent the horizontal and vertical
components of the wind velocity, respectively, and k
(= 2rr/>., in which>. is the wavelength) represents the
wavenumber. This boundary value problem has been
solved by Gossard [1974). The solution in the lower
layer is

WH sinh kz .
w = . _ exp (i (kx - 11t)] z < H (5)

where the real part is to be taken. The dispersion rela­
tion of the waves can be derived from a quartic equation
(Gossard and Hooke, 1975]

( c) 4
[ (2a _ 1)2 _ e-4o: Rl ( C ) 2

- - 1+ +- -
uo 4a2 a uo
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Figure 7. A schematic diagram of a physical model used for analyzing the generation mechanism
of the coastal lee wave.

where a:= kD..H and R = D..pgD..H / p0u5 defined as the
Richardson number.
Examining this solution, we find that the existence of

a nonzero wavesolution depends completely on the exis­
tence of a vertical velocity disturbance. In our case the
vertical velocity disturbance is generated by the con­
vergence of the horizontal wind within the frontal zone.
From (2) and (4) we derive this vertical velocity distur­
bance as

According to our model, this vertical disturbance oc­
curs only in the lower layer. Therefore, the waves are
generated in this layer. Thus, a full expression of the
waves is

(a)
---1

I----···-1

------------===-_j__ J

w = u~H s'.n~kz sech2 (~)exp [i (kx - at)] (8)

(7)

This solution is illustrated in Figures 8a and 8b. One
can see that the modeled waves are comparable to the
observations shown in Figure 3.

3.3. Dynamic Features of Model Waves and
Comparison With Observations

Equation (8) reveals the following features of the
model waves.
1. The waves are linear waves and are generated by

the frontogenesis of the land breeze on the lee side of
the coast. This agrees with SAR observations in the
Taiwan Strait; the coastal lee wavesoccurred on the lee

(b)

Figure 8. A schematic diagram of the wave solution in the lower layer of the physical model
shown in Figure 7. (a) L is chosen as 5 km. (b) L is chosen as 10 km. The amplitude of the
waves is in uoH / L sinh kH.
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side of the coast during land breeze establishment, and
the waves appeared to have a good linearity as shown
in Figure 3.

2. The waves can only exist within the frontal zone.
Beyond the frontal zone the amplitudes of the waves
decay quickly, implying that the waves appear in the
form of a single solitary packet of linear waves. The
number of the waves in the package depends on a ra­
tio between the characteristic length of the frontal zone
and the wavelength. The weaker the front (larger L),
the more waves. SAR observations showed that coastal
lee waves appeared in the form of a single solitary packet
with the offshore extent of 20-40 km, which is within
the extent of general scales of the land breeze front;
there were three separate packets with different num­
bers of waves and different offshore extent, implying
the longshore variation of the wind field and front.
3. From (6) approximate expressions of the dispersion

relations of the waves can be derived under a condition
a = ktl.H < < 1. In this case we have four solutions.
One group is

This group of solutions represents a dispersive wave
with two travel directions, i.e., either offshore or on­
shore. The other group is

This group of solutions represents a nondispersive wave
with the same travel direction possibilities. Further­
more, from (9), we obtained the group velocity

In order to estimate these speeds in our case quantita­
tively, the parameters Rand R/o. should be determined
from the following observations: the relative density dif­
ference, 6.p/ Po = 0.013; the horizontal wind speed, uo
= 2.5 m/s; the mean wavelength, .X = 3 km; and the
gravitational acceleration, g = 9.8 m/s2•

R = ( 6.p) ~ = 9.6
a Po kuo

and the Richardson number R = 0(1) for 6.H =
O(lOOm). Therefore we have

C1,2 = ±3.0uo

Cs,4 = ±l.4uo

C9 = ±3.3uo

These solutions indicate that the coastal lee waves are a
type of propagating wave, but they are trapped within
the frontal zone because of a decrease in wind speed
to zero at the front. We cannot measure these speeds

(9)

using SAR images only, or snapshot pictures, to verify
these results directly. But, we can indeed find some
signatures of propagating waves from the images. For
example, the shoreward curved crest lines in the first
packet in Figure 1 indicate an offshore propagation of
the coastal lee waves.

These results were derived under the condition kH
<< 1, i.e., H << .X.H cannot be determined only with
SAR images or conventional weather observations but
can be measured with specially designed experiments.
Historically, Meyer [1971] measured the depth of land
breeze at Wallops Island, which was a layer of cold air
< 100 m deep. In our case, there is no measurement
of H available, but we may suppose that our case is
similar to the case of Wallops Island and use Meyer's
measurement as a scale estimate, i.e., H = 0(100 m).
We have measured the average wavelength to be 3 km;
therefore, the condition kH < < 1 is satisfied.

4. From (4) and (8) an amplitude of horizontal wind
fluctuation at the sea surface caused by coastal lee
waves can be derived. In order to have a reasonable
estimate of this amplitude and to avoid complicated
calculations we used a step function, i.e., S = 1 for
0 > x > 2L, and S = 0 for x > 2L, to approximate the
function sech2 (x/L) in (8) for the integral calculation.
Then we have

Huo (16)
Ua = LsinhkH

(10)
Here u0 can be determined with field observations or
calculated using the radar cross-section measurements,
k can be calculated using the wavelength of coastal lee
waves measured directly from SAR images, L can be
estimated using the distribution extent of coastal lee
waves, and H satisfies the condition kH < < 1. In this
case, (16) is simplified as

(11)

uo (.X)
Ua = 211' L (17)

One can see that actually Ua is independent of H. Fur­
thermore, if we choose 2L as the distribution extent of
coastal lee waves, we have

Uo
Ua = N'll'

(18)

(12)

(13)

(14)

(15)

where N is the number of coastal lee waves in the
packet.

In our case, if uo = 2.5 m/s and N = 10, (18) gives Ua

of the order of 0.1 m/s. This value is much smaller than
values from 0.5 to 1.1 m/s, which were calculated from
radar cross section using the CMOD5 model. There are
two possibilities to cause this departure. The first one is
that our model wind profile may deduce the amplitude
of variability of the horizontal wind. The second is that
the CMOD5 model may overestimate the wind variabil­
ity when the wind speed is close to the threshold value
to be discussed in section 4. Using more complicated
model wind profiles or improving the wind retrieval al-
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gorithms may help to fill the gap but are beyond the
scope of this study. We believe that the physics of the
phenomenon under investigation has been clarified by
our analysis, even though the physical model we used
seems to be rather simple.

5. From (8), we derived a maximum amplitude of
vertical replacement of the coastal lee waves for z = H,
and x = 0. Substituting er = Ck, in which C = {Ju0
and fJ is a constant, and kL = N7r yields

TJ(O,H) = uoH
uL

(19)

H
T/ (0, H) = N7r{3 (20)

One can see that the depth of the land breeze, H, is
a major factor in deciding the amplitude of coastal lee
waves. In our case the amplitude is estimated at 2- 10
m, if H is within an extent from 100 to 500 m.

4. SAR Imaging Mechanism Analysis

We have interpreted alternative dark-bright patterns
in Figure 1 as the coastal lee waves from the point of
view of atmospheric wave dynamics without explaining
their SAR imaging mechanisms. However, the mecha­
nisms by which the SAR images these patterns should
also be analyzed. In this section we present the results
of our analysis.
The microwave pulses of the C band ERS-1 SAR can

penetrate the cloud cover, implying that the clouds are
transparent. The alternative dark-bright patterns in
the image therefore cannot be the patterns of clouds,
unlike the imagery in the visible and infrared satellite
images. Instead of the clouds, the SAR is sensitive to
variabilities of sea surface roughness and physical pa­
rameters [Valenzuela, 1978; Plant, 1990; Zheng et oi.,
1995]. Holliday et al. [1986] revealed that under low
wind conditions (wind speed < 10 m/s), such as the
case we are studying, the Bragg scattering is a domi­
nant mechanism for generating the radar return signals
from the sea surface. For the C band ERS-1 SAR the
frequency is 5.3 GHz, the wavelength is 5.66 cm, and
the average incidence angle is 23° (varies from 20.1° at
the near side of swath to 25.8° at the far side). The
Bragg-scattering ocean wavelength is 7.2 cm, which is
referred to as a gravity-capillary wave. From the dis­
persion relation

where w is the angular frequency, g is the gravitational
acceleration, k is the wavenumber, Tis the surface ten­
sion (about 75 dyn/cm2 for the sea water), and p is
the density of sea water, the frequency of the gravity­
capillary wave can be calculated. For the wavelength
of 7.2 cm the frequency is 4.8 Hz. The gray value of
the pixel in the SAR ocean image represents the radar
return power from the resolution cell of the ocean sur-

face, which depends on the normalized radar cross sec­
tion O"o. According to Plant [1990], O"o is dependent on
the wavenumber and the wavenumber spectral density
of the Bragg waves, llf(k), given by

era(O)i) = 167rk4 I 9ii (0) 12 111(0,2ksin 0), (22)

where the indices ij denote the polarizations of the in­
cident and backscattered radiation, respectively, and
9ii ((}) are the first-order scattering coefficients.
However, since ocean wave spectra are usually given

in the form of a frequency spectrum [Huang et al. 1990],
the wavenumber spectrum should be transformed into
the frequency domain if (22) is used for calculating the
normalized radar cross section. This transformation can
be performed using the dispersion relation (21) and def­
initions for the wavenumber spectrum

llf(K) = l X(k,n)dn (23)

and for the frequency spectrum

cI>(n) = 21X (k, n) dk (24)

where X (k, n) is the energy spectrum and n is the fre­
quency. Hence we have

cro(n);; = Fi(n) I Yii 12 cI>(n) (25)

where F1 (n) is a function of the frequency and cI>(n) is
a function of wind speed and other parameters. The al­
ternative dark-bright patterns observed therefore reflect
spatially periodical distributions of the 4.8 Hz ocean
waves. These gravity-capillary waves are generated by
the local wind and the wave-wave interaction. In our
case the sea surface wind speed was estimated within
a range of 2.5-5 m/s, which is corresponding to the
frictional velocity u. being within a range of 10 cm/s
< u, < 20 cm/s. According to the results of Long and
Huang [1976], this range of wind is extremely important
for wind wave generation and growth. Their laboratory
measurements revealed two facts, which are related to
the phenomena observed in the SAR image. The first
one is that the sea surface roughness represented by the
mean squared slope of the ocean surface, (\7()2, which
is defined as an integrated quantity of the slope spec­
trum

(21)
(v()2 =1S(k)dk (26)

where S(k) is the slope spectrum, starts occurring at
the frictional velocity of about 15 cm/s (corresponding
to the sea surface wind of 3.5 m/s). This implies that
there are no wind-driven waves generated below this
threshold wind speed, and the sea surface roughness in­
creases drastically around 15 cm/s < u, < 20 cm/s,
then slowly increases beyond u, = 20 cm/s as shown
in Figure 9a. The second fact is that the slope spec-
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Figure 9a. The growth of sea surface roughness versus
the friction velocity (the data were taken from Figure 9
of Long and Huang, [1976]). There is a threshold veloc­
ity at about 15 cm/s corresponding to the sea surface
wind of 3.5 m/s.

trum density of gravity-capillary waves, 811(n), which
is defined as

(

g3 ) tM(µ)
Su = F2(µ) Tn' n-1 (27)

where F2(µ) is a dimensional coefficient function for a
nondimensional parameter

µ = (Tg)i [u;

and M is a parameter to be determined, increases dra­
matically with the frictional velocity as shown in Figure
9b. One can see a situation similar to that of sea sur­
face roughness. The slope spectrum density has a sharp
jump around 15 cm/s < u, < 20 cm/s.

The sensitivity of the slope spectrum density to wind
decreases dramatically beyond u. = 30 cm/s (8 m/s).

Quantitatively, a 1.5 m/s change in the wind speed from
3.5 to 5 m/s (or 16 cm/s < u. < 20 cm/s) results in a
6.5 times increase in the slope spectrum density (from
2 x 10-3 to 1.3 x 10-2). These results imply that a
small change in the wind speed within the range from
3.5 to 5 m/s will result in a big change in ao because of
the equivalence of Su to CI>(n) in (25). Namely, there is
an "amplification effect" of the wind-wave response to
the variability of the low winds within the range from
3.5 to 5 m/s and 3.5 m/s once again emerges to be the
threshold wind speed, below which insignificant radar
return will be produced. These mechanisms can be used
to explain the ERS-1 SAR image shown in Figure 1.
The plume-like imagery covering the ocean surface was
produced by the 4.8 Hz ocean waves. The alternative
dark-bright patterns were originally generated by ape­
riodical modulation process applied to these waves as
illustrated in Figure 10. According to the geographic
distribution and characteristics of the patterns we con­
cluded that the modulation process is the coastal lee
wave, in other words, the alternative dark-bright pat­
terns are "footprints" of the coastal lee wave. The dark
areas look like the shadows of the coast and the islands
represent the calm ocean surface, where the wind speeds
were far below the threshold wind speed of 3.5 m/s.

Above mentioned measurements of Long and Huang
[1976] explain the SAR imaging mechanisms of the
coastal lee wave very well, though their laboratory data
were measured under a neutral condition. In our case
the air transported by the land breeze from the land to
the sea had a temperature of 4°C lower than the sea
surface temperature, implying an unstable condition.

10-1

B
D
0
0

(28) 10-30 50 100
u; (cm/s)

Figure 9b. The growth of slope spectral components
Su(n) for gravity-capillary waves with a frequency of
5 Hz (the data were taken from Figure 10 of Long and
Huang, [1976]). There is a surprising jump from 15 to
20 cm/s for the friction velocity corresponding to sea
surface winds from 3.5 to 5 m/s.
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Land-breeze Dir.

Modulated small wave field on sea surface
Figure 10. A schematic diagram of sea surface small wave modulation induced by coastal lee
waves.

Under this unstable condition the dependence of the
sea surface radar cross section on the wind speed may
vary. In fact, Wu [1991] has formulated this variation
with an empirical model

where au represents sea surface radar cross sections un­
der the unstable condition and an represents sea surface
radar cross sections under the neutral condition, respec­
tively, t::..T is the air-sea temperature difference, and U10

is the wind speed measured at a height of 10 m above
the sea level. Thus we derived the relative variation of
au with respect to U10.

6.au _ 0.306.T (6.U10) 6.an ( )- - --=-- + - 30
au U10 U10 an

One can see that the relative variation of the sea sur­
face radar cross section under the unstable condition is
larger than that under the neutral condition, and the
increase is formulated by the first term of the right hand
side of (30). In our case, t::..T = 4°C, the relative radar
cross section will increase an additional 13%more than
that of the neutral condition as the wind speed U10 in­
creases from 2.5 to 3.5 m/s. In other words, the radar
return from the sea surface is more sensitive to the small
change in the wind speed, and the above mentioned am­
plification effect will be further enhanced.

5. Conclusions and Discussion

This paper deals with coastal lee waves, which are
defined as a kind of atmospheric gravity wave occurring
along the lee side of the coast. The case under investi-

(29)

gation was observed from space by the ERS-1 SAR. The
coastal lee waves exhibit the following general charac­
teristics. (1) The average wavelength is 3 km ranging
from 1.7 to 4.2 km. The crest lines, with lengths from
20 to 80 km, are generally parallel to the coastline. The
horizontal distribution range is a band 20-40 km wide
from near the coast to 40 km offshore. The vertical dis­
turbance extent reaches from the sea surface to a height
of 100 m. (2) The physical model we developed shows
that the land breeze circulation, which is driven by the
land-sea temperature difference, is a major mechanism
for generating coastal lee waves. The offshore distribu­
tion and the spatial structure of coastal lee waves in the
observed case coincide with features of the land breeze
described by Simpson [1994]. The observed case oc­
curred in the middle latitudes (around 25°N latitude)
during the local early winter. The land-sea temperature
difference reaches the maximum value during that sea­
son and constitutes favorable conditions for generating
the seasonal land breeze, providing further evidence for
the proposed generation mechanism. (3) The coastal
lee wave is a type of propagating wave, but the phase
speed gradually tends toward null at the land breeze
front. Thus the coastal lee wave should never propa­
gate far from the coast, and it appears to be "trapped"
by the coast.
The reason why ERS-1 SAR can image this type of

atmospheric wave was examined. On the basis of the
results by previous investigators [e.g., Long and Huang,
1976; Wu, 1991] the threshold and the amplification
effect of the gravity-capillary wave response to the vari­
ability of low winds are considered as major mecha­
nisms. A 1.5 m/s change in the wind speed from 3.5 to
5 m/s results in a 6.5 times increase in the slope spec-
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trum density. This means that the normalized radar
cross section (NRCS) will surprisingly increase 8 dB
under the neutral condition and 9 dB under the un­
stable condition. In other words, at low wind condi­
tions, the SAR is extremely sensitive to the variability
of wind speed and ocean phenomena caused by wind
modulation processes, even though the modulation is
traditionally considered to be quite weak. In our case
it is the coastal lee wave in the lower atmosphere which
modulates the sea surface wind stress and in turn pro­
duces the wavelike dark-bright patterns on ERS-1 SAR
images. We have noted that the nonlinear wave distur­
bance in the North Sea observed by Alpers and Stilke
[1996] was also imaged by the ERS-1 SAR at low sea
surface wind speeds between 1 and 5 m/s. Johannessen
et al. [1995, 1996] have reached a similar conclusion,
i.e., that low sea surface winds between 3 and 10 m/s
are favorable for surface current feature detection by the
SAR. These cases indicate that studies of sea state and
air-sea coupling at low wind conditions are significant
for SAR image interpretation and application.

In addition, we would like to emphasize that in or­
der to avoid misinterpretation it is necessary to dis­
tinguish coastal lee waves from ocean internal waves,
which have similar wavelike patterns on SAR images
(see SAR images shown in Alpers and Salusti, [1983];
Apel and Gonzales [1983]; Fu and Holt [1984]). In fact,
it is not difficult to identify them. Physically, they are
generated by different mechanisms. As analyzed above,
the coastal lee wave is a type of atmospheric wave gen­
erated by the land breeze circulation, which is caused
by the temperature difference between the land and the
sea. The ocean internal wave is a kind of oceanic wave
generated by the internal tides in the stratified upper
oceans. These differences in nature define their differ­
ent behaviors. Coastal lee waves may appear only near
the coast, but internal waves may appear anywhere in
the stratified upper oceans. Coastal lee waves may ap­
pear only in the mornings of summer, when the land
breeze forms, or during the local early winter, when the
strongly seasonal land breeze is established, but the in­
ternal waves may appear at most times of the year in the
middle latitudes. Statistically, they have different char­
acteristic scales. The average wavelength of the coastal
lee wave is 3 km, and the crest lines can reach more than
80 km as we observed. Accordingly, the average wave­
length of internal waves in the shallow coastal ocean is
0.5-1 km [Apel, 1981; Fu and Holt, 1982; Alpers and
Salusti, 1983; Howell and Brown, 1985; Zheng et al.,
1989, 1993], and few crest lines in a packet reach 50 km
[Zheng et al., 1993]. Our experience in SAR image in­
terpretation also indicates that the imagery of coastal
lee waves on SAR images is much broader than that of
internal waves, and the wavelengths of coastal lee waves
in a packet change little but that of internal waves in
a packet decrease quickly from the front to the rear.
In our case the possibility of interpreting the wavelike
patterns in Figure 1 to be ocean internal waves can be

completely excluded because the nonstratified thermal
structure in the imaged coastal ocean, as shown in Fig­
ure 6, excludes the possibility of the existence or gen­
eration of ocean internal waves. Furthermore, coastal
lee waves have also been observed in the Landsat im­
ages and space shuttle photographs as visible images of
clouds (not included in this paper), further confirming
the coastal lee wave as a newly found atmospheric wave.
Interpreting these visible images and revealing more de­
tailed features of the coastal lee wave will be our future
effort.
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Abstract. Synthetic Aperture Radar (SAR) images from ERS-1 have been used to study
the characteristics of internal waves northeast and south of Taiwan in the East China Sea,
and east of Hainan Island in the South China Sea. Rank-ordered packets of internal
solitons propagating shoreward from the edge of the continental shelf were observed in
the SAR images. On the basis of the assumption of a semidiurnal tidal origin, the wave
speed can be estimated and is consistent with the internal wave theory. By using the SAR
images and hydrographic data, internal waves of elevation have been identified in shallow
water by a thicker mixed layer as compared with the bottom layer on the continental shelf.
The generation mechanism includes the influences of the tide and the Kuroshio intrusion
across the continental shelf for the formations of elevation internal waves. The effects of
water depth on the evolution of solitons and wave packets are modeled by the nonlinear
Kortweg-deVries (KdV) type equation and linked to satellite image observations. The
numerical calculations of internal wave evolution on the continental shelf have been
performed and compared with the SAR observations. For a case of depression waves in
deep water, the solitons first disintegrate into dispersive wave trains and then evolve to a
packet of elevation waves in the shallow water area after they pass through a "turning
point" of approximately equal layer depths that has been observed in the SAR image and
simulated by the numerical model. The importance of the dissipation effect in the coastal
area is also discussed and demonstrated.

1. Introduction
The tidal flow over topographic features such as a sill or

continental shelf in a stratified ocean can produce nonlinear
internal waves of tidal frequency and has been studied by many
investigators [Sandstrom and Elliott, 1984; Apel et al., 1985;
Apel, 1995]. Their observations provide insight into the soliton
generation process and explain the role they play in the trans­
fer of energy from tides to ocean mixing. However, almost all
of the nonlinear internal waves observed in nature previously
were mode one depression waves. Salusti et al. [1989] first
observed two moving internal wave packets consisting of ele­
vation waves and depression waves separated by a 12-hour
period, using a thermistor chain in the eastern Mediterranean
Sea during a pilot experiment in the Rio-Antirio strait, western
Greece, in July 1986. The change of polarity in internal waves
is caused by the change of the mean thermocline depth. Similar
change of internal wave polarity was observed by A. N. Sere­
bryany (private communication, 1995) at the shelf of the Sea of
Japan in September 1982. These nonlinear internal waves were
apparently generated by internal turbulent mixing or baroclinic
shear instability over bottom features.
The East China Sea is rich in resources, which have been

Copyright 1998 by the American Geophysical Union.
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0148-0227/98/97JC-01918$09.00

exploited extensively. The Kuroshio, the major western bound­
ary current of the Pacific, forms the eastern boundary of the
East China Sea as it skirts the shelf edge in the Okinawa
Trough. The Kuroshio Edge Exchange Process (KEEP)
project studies a major site for the exchange of material be­
tween the East China Sea and the Kuroshio at a permanent
upwellirtg region northeast of Taiwan [Liu et al., 1992]. The
upwelling is induced by the intrusion of the Kuroshio across
the continental shelf [Hsueh et al., 1993]. The Kuroshio fronts
and cold eddies in the upwelling region have been observed by
advanced very high resolution radiometer (AVHRR) images
[Liu et al., 1992]. KEEP-II, a 5-year field program started in
1994, has made direct observations northeast of Taiwan where
the Kuroshio collides with the continental shelf. This unique
data set may provide some ground truth for the internal wave
study in this area. However, owing to the low sampling rate, the
data collected during KEEP did not show any high-frequency
internal waves. Further collections of internal wave data with a
higher sampling rate (every half minute) have been planned
and are under way. Internal wave packets were also observed
by the crew of the space shuttle Challenger as they orbited over
Hainan Island in the South China Sea. The Kuroshio branches
out near the south tip of Taiwan, and part of the Kuroshio
intrudes into the South China Sea through the Bashi Channel
and the Luzon Strait. The internal tides and internal waves are
probably generated by the shallow ridges in the Luzon Strait.
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It has been known for over 2 decades that internal waves
have surface signatures recognizable in satellite images of sea
surface [Fu and Holt, 1982]. The synthetic aperture radar
(SAR) images from the First European Remote Sensing Sat­
ellite (ERS-1) have been used to study the characteristics of
internal waves northeast of Taiwan [Liang et al., 1995] and in
the Strait of Gibraltar [Brandt et al., 1996].Rank-ordered pack­
ets of internal solitons propagating shoreward from the edge of
the continental shelf were observed in many SAR images. By
using the SAR images and hydrographic data, internal waves of
elevation can be identified from a thicker mixed layer as com­
pared with the bottom layer on the continental shelf. The
effects of water depth on the parameters of solitons and wave
packets can be linked to the observations from SAR images.
A solitary wave theory that describes the evolution of non­

linear internal waves has been developed and expanded to
include effects of vertical shear, variable bottom topography,
radial spreading, and dissipation by Liu et al. [1985] for the
Sulu Sea internal soliton study [Apel et al., 1985]. Internal
solitary waves on a shelf with shoaling effects have been stud­
ied by Liu [1988] in the New York Bight. Another mechanism
of internal solitary wave attenuation is caused by shear­
induced dissipation, which is associated with turbulent mixing
and widening of the pycnocline [Bogucki and Garrett, 1993].All
these mechanisms of wave evolution can be simulated numer­
ically by solving the nonlinear Kortweg-de Vries (KdV) type
equation with varying coefficients corresponded to the chang­
ing environments as demonstrated by Liu et al. [1985] and Liu
[1988]. For the case of depression waves, the disintegration of
solitons into dispersive wave packets after they pass through a
"turning point" of approximately equal layer depths (critical
depth) has been studied numerically by Helfrich et al. [1984].

In this paper, the internal wave evolution at northeast and
south of Taiwan in the East China Sea and east of Hainan
Island in the South China Sea is studied on the basis of the
ERS-1 SAR data for addressing a wide range of processes. The
nonlinear wave evolution on a shelf is formulated by a KdV
type equation to include changing depth and dissipation effects
in the next section. The selective sets of SAR images in the
East and South China Seas are presented in section 3. Section
4 presents the numerical study of the evolution of nonlinear
depression waves through the critical depth and the disinte­
gration of solitons into internal wave packets with variable
bottom topography and dissipation. Finally, this nonlinear in­
ternal wave analysis of the ERS-1 SAR data is summarized and
discussed in section 5.

2. Model of Nonlinear Internal Wave Evolution
on a Shelf
The evolution of nonlinear internal wave trains on a conti­

nental shelf has been formulated byLiu [1988]. The dissipation
effects on solitary wave evolution are considered to be impor­
tant in the shallow water owing to internal wave breaking and
strong turbulent mixing. The evolution equation of wave am­
plitude A (x, t) with variable coefficients is

A, + Cw4, + aAA, + KA 2A, + f3Axxx+ yA - ~ eAxx = 0, (1)

where the parameters a, K, {3, y, and e are the coefficients for
the nonlinear, higher-order nonlinear, dispersion, shoaling,
and dissipation effects.

For a two-layer system with H 1 and H2, which are mixed

layer and bottom layer thickness, the nonlinear and dispersion
coefficients are

(2)

and the linear wave speed is given by

Co= [!::,.pgH,Hi/p(H, + H2)Jli2 (3)
where g is the gravity constant, pis the density of water, and /::,.p
is the density difference between two layers. The evolution of
solitons is based upon the balance of nonlinear effects with the
dispersive effect. Note that a changes sign when the water
depth is across the critical depth, where H 1 = H2 (turning
point). The sign of the nonlinear term depends on the wave
amplitude; depression wave has the opposite sign of elevation
wave in amplitude. When the mixed layer depth is thinner than
the bottom layer, H 1 < H 2, only depression waves can be
evolved. While the mixed layer is thicker than the bottom layer,
H 1 > H2, only the elevation waves can be evolved. Near the
critical depth, the higher-order nonlinear coefficient K is im­
portant and is given by [Helfrich et al., 1984]

(4)

The coefficient for the shoaling effect, y, is in the order of
-2 x 10-5 s-1 [Liu, 1988]. In this study we will neglect the
shoaling effect, since it is small and can be compensated by the
dissipation effect. Liu et al. [1985] and Liu [1988] reported an
effective horizontal eddy viscosity for solitons of e = 1-10 m2/s.
Because eddy viscosity is not a property of a fluid, its value may
vary with location and water depth. It is possible that local,
incipient shear flow instability or wave breaking could be a
cause leading to an eddy viscosity of such value. For shallow
water the bottom friction and induced mixing can be another
dissipation mechanism.
A numerical approach using Fornberg's pseudo-spectral

method [Liu et al., 1985] has been developed to solve the
evolution equation (1). A fast Fourier transform (FFT) algo­
rithm is used in the spatial coordinate, and the split-step
method is used for time derivatives. The period and mesh size
have to be chosen with care in order to obtain an accurate
numerical solution. The time step was chosen in order to main­
tain numerical stability; the computational reference frame
was chosen to move in the direction of wave propagation at a
certain constant speed such that the wave train remains in the
computational domain. Thus changes in wave speed as well as
shape will become apparent in a space-time evolution plot.
Also, the Hanning window is used to filter out any waves
entering the computational domain from the adjacent domain.
Numerical simulations can be performed by using the ob­

served internal wave field near the generation area as an initial
condition to produce the wave evolution on the continental
shelf and compare with the observations downstream. A para­
metric study for various environmental conditions can be car­
ried out to demonstrate and to assess the nonlinear effects
such as bottom topography, shoaling (across critical depth),
and dissipation and mixing on internal wave evolution. The
inclusion of these physical processes is essential to improve
quantitative understanding of the coastal dynamics.

3. ERS-1 SAR Observations
The map of Taiwan and the study area of the East China Sea

are shown in Figure 1 superimposed on the bathymetry for
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Figure 1. Map of Taiwan and the East China Sea superimposed on the bathymetry. The SAR coverage area
is indicated by the hox. The I00-m and 200-m depth contours are plotted as dashed and solid lines. Depth
contours of I000 m. 2000 m, :lOOO m, and 4000 m are specified with 500-m interval.

reference. The SAR coverage area is indicated by the box. The
I00-m and 200-m depth contours arc plotted as dashed and
solid lines. Depth contours of I000 m, 2000 rn, 3000 m, and
4000 m arc specified with 500-m interval. We have used SAR
images from ERS-1 to study the characteristics of internal
waves northeast of Taiwan. In all SAR images the flight direc­
tion is indicated by an arrow. An ERS-1 SAR image ( 100 x
137 km) collected on November 10. llJlJ3.shows a complicated
internal wave pattern with wave generation. wave refraction,
and wave-current interaction [Liu et al., 1994] in Figure 2.
Taiwan is located near the bottom of Figure 2, with the city of
Taipei clearly identifiable at the center of the bottom edge.
The dark area northeast of Taiwan is an upwelling induced by
the Kuroshio intrusion on the continental shelf. Note that the
internal wave packets are propagating in both onshore and
offshore directions.

Rank-ordered packets of internal solitons propagating
shoreward from the edge of the continental shelf were ob­
served in the SAR images collected during September­
October 1992.Two internal wave packets separated by approx­
imately 30 km were identified from a SAR image of northeast
of Taiwan collected on October 21, 1992 [Liang et al., 1995,
Figure 2]. Each wave is characterized by a dark band followed
immediately by a bright band that is different from the previ­
ous observations of nonlinear depression waves (a bright band
followed immediately by a dark band) in the New York Bight
[Liu, 1988]. The reversed pattern in Figure 2 of Liang et al.
[1995]indicates the existence of underlying nonlinear elevation
internal waves. Based on the assumption of a semidiurnal tidal
origin ( 12.4hours), the wave speed can be estimated to be 0.66
cm s" i and is consistent with that obtained from the internal
wave theory. By using the SAR images and hydrographic data
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j!
INTERN L

Figure 2. ERS-l SAR image ( l00 X 137km) collected northeast of Taiwan on November 10, 1993. showing
a complicated internal wave pattern (copyright ESA 1993). The locations of upwelling. internal waves. and
conductivity-temperature-depth (CTD) casts arc indicated by letters.
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Figure 3. Temperature, salinity, and density profiles from CTD casts (a) on November 12, 1995 at 25°42'N,
122°29'E, northeast of Taiwan and (b) on July 3, 1996, at 26°19'N, 121°l5'E, north of Taiwan as indicated in
Figure 2.

Salinity (PSU)

[Hsueh, 1993], internal waves of elevation have been identified
because of a thicker mixed layer as compared with the bottom
layer on the continental shelf. The temperature, salinity, and
density profiles from a conductivity-temperature-depth (CTD)
cast on November 12, 1995, at coordinate 25°42'N, 122°29'E,
which is at the vicinity of internal waves observed in the SAR

image, are shown in Figure 3a for reference. Notice that the
mixed layer thickness is about 65 m in the water of 100-m
depth, which represents typical late autumn condition. An­
other CTD cast representing the summer condition with a
shallow mixed layer collected on July 3, 1996, at 26°19'N,
121°15'E, north of Taiwan is shown in Figure 3b for comparison.
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Figure 5. Schematic diagram of interaction of internal waves, surface current field, wind waves, and the
resultant SAR image intensity variation.

The elevation internal waves were also observed on the east
shelf of Hainan Island in the South China Sea. Surface signa­
ture patterns of two ERS-1 SAR images (JOO x 100 km) of
east of Hainan Island in the South China Sea (center coordi­
nate at 21.35°N and l 15.6°E) collected on June 16 and April 7,
1993, indicate the existence of underlying depression and ele­
vation internal waves, respectively (Figure 4a and 4b) due to
the change of mixed layer depth in different seasons. During
summer the mixed layer is shallow, and its thickness is thinner
than the bottom layer. During winter-spring the mixed layer
deepens as a result of strong winds, and its thickness is thicker
than the bottom layer. A schematic diagram has been estab­
lished to describe the interaction of internal waves, surface
current field, wind waves, and the resultant SAR image inten­
sity variation as shown in Figure 5. When the mixed layer depth
is thinner than the bottom layer, H 1 < H2, only depression
waves can be evolved (Figure 4a) as indicated in equation (2).
While the mixed layer is thicker than the bottom layer,H1 >H2,

only the elevation waves can be evolved (Figure 4b). The
elevation waves induce a reversed flow field as compared with
the depression waves. Thus the surface pattern of elevation
internal waves observed in the SAR image is reversed as com­
pared with that of the depression waves.
The surface signature of internal waves can be different

when the surface slicks or films are abundant owing to active
biological processes in the coastal water such as in the Taiwan
coastal area. The reason that oil slicks are detected on radar
images is that oil films have a dampening effect on short
surface waves [Emiakov and Pelinovsky; 1984;Alpers and Hu-

hnerfuss, 1989].The dark appearance of surface slicks on radar
images is due to the smoothing of the ocean surface caused by
the damping of short backscattering waves. Therefore the con­
vergence of surface slicks induced by the underlying internal
waves will show a series of dark bands in the SAR images
(12.5 x 12.5 km) as indicated in the right part of Figure 6. In
the left part of SAR image (Figure 6), a depression internal
wave packet can be identified as a bright band followed imme­
diately by a dark band as induced by the surface current (strain
rate). Therefore the surface signatures of internal waves
caused by surface slicks (dark bands only) are different from
those due to surface current strain rate (a bright band followed
immediately by a dark band).
The generation mechanisms include influences of the tide

and the Kuroshio for the formations of both elevation internal
waves and depression waves in different ocean environment
conditions. Near northeastern Taiwan, the Kuroshio intrudes
onto the continental shelf immediately after passing north of
Taiwan. A cold water anomaly, manifested as upwelling of the
subsurface Kuroshio water, has been frequently observed at
the shelf break of the East China Sea to the north of Taiwan.
A schematic diagram of internal elevation wave generation
process is proposed and shown in Figure 7. The upwelling
induced by the Kuroshio intrusion at the shelf break may have
a dooming effect on the mixed layer bottom. The disturbance
of the doomed area is then driven by the semidiurnal tide onto
the shelf and evolves into a rank-ordered elevation wave
packet in the shallow area or a rank-ordered depression wave
packet in the deep area depending on the mixed layer depth.
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Wave packet t \N

•
Wave Packet

Figure 6. Suhscene of ERS-1 SAR image (12.5 x 12.5 km) collected northeast of Taiwan on May 31, 1995,
showing internal wave patterns caused by surface slicks (indicated by the arrow on the right side) and by
surface current (indicated hy the arrow at the top). Copyright ESA 1993.

·-···-----.....~-...

Figure 7. Schematic diagram of internal elevation wave generation process with upwelling induced by the
Kuroshio intrusion at the continental shelf break.
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Figure 8. (a) Subscene of the ERS-1 SAR image (25 X 25 km) collected northeast of Taiwan on September
16. 1992. showing two short internal wave packets produced by the disintegration of solitons (copyright ESA
1992). (b) Two-dimensional wave spectrum of the SAR subsccne showing the internal waves and background
swell system.

The tidal flow over topographic features such as a valley,
island or continental shelf in a stratified ocean can p-oducc
depression type disturbances in deep water, as has also been
observed in the Taiwan area (Figure 2). The evolution of
solitons is based upon the balance of nonlinear effect with the
dispersive effect. The sign of nonlinear term depends on the
wave amplitude; a depression wave has the opposite sign of an
elevation wave in amplitude. Therefore only the elevation
waves can be evolved nearshore because the bottom layer
thickness is thinner than the mixed layer depth over the sloping
shelf. Then the depression solitons from the shelf break will
disintegrate into dispersive wave packets in the shallow water

area after they pass through a "turning point" of approximately
equal layer depths (critical depth where the nonlinear term is
zero and changes sign). Two disintegrated internal wave pack­
ets have been observed in the SAR subscene (25 x 25 km)
image collected on September 16, 1992(Figure 8a) in a shallow
water area on the shelf north of Taiwan. The wavelength of
internal waves in wave packets is about 260 m, which is almost
the same wavelength as the swell system propagating in the
southwest direction that can be seen in the background. Figure
8b shows the two-dimensional wave spectrum of the SAR
scene. Note that the swell of 289-m wavelength is coming from
46° (with respect to north) and the internal waves are coming
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Figure 8. (continued)

from the east as indicated in the spectrum. The wave packet
size is about 1 km, which is the size of a depression soliton
observed before near the shelf break.
The Kuroshio moving north from Philippine Basin branches

out near the south tip of Taiwan. A part of the Kuroshio
intrudes into the South China Sea through the Bashi Channel
and the Luzon Strait. The internal tides and internal waves
have been generated by the shallow ridges (200-300 m) in the
Luzon Strait. The surface signature pattern of huge internal
soliton packets has been observed in the ERS-1 SAR image
(100 X 200 km) collected on June 16, 1995, as shown in Figure
9. The soliton crest is >200 km long, and each packet contains
> 10 rank-ordered solitons with a packet width of 25 km.
Within a wave packet, the wavelengths appear to be monoton­
ically decreasing, front to rear, from 5 km to 500 m. These are
the largest internal waves that have been observed in this area.
The internal wave amplitude is larger than 100 m on the basis
of the CTD casts from Taiwan's research ship during their
South China Sea expedition (J. Wang, private communication,
1995). These huge wave packets propagate and evolve into the
deep South China Sea and will reach the continental shelf of
southern China. It is possible that the internal wave packets
observed in the South China Sea east of Hainan are due to the
evolution of these waves. The distance and degree of intrusion
of high-temperature and high-salinity Kuroshio water into the
Taiwan Strait and the South China Sea with heat flux and
momentum flux are still open issues.

4. Numerical Study and Model Results
A series of numerical experiments were performed by solv­

ing the initial value problem described by equation (1) with a
well developed soliton solution as an initial condition. The
steady state depression wave solution of the KdV equation is
given by

A(x, t) = -A11 sech/ [(x - Ct)!!],

where A 0 is the wave amplitude, the wave speed C is

(
A0(H2 - H1))

C =Co 1 + 2H1H2 ,

and the half width l is

l = 2H1H2[3A0(H2 - H1)]-112

(6)

(7)

In the north of Taiwan area, the density contrast !:!.pip =
10-3. The first case was made for a initial profile correspond­
ing to a single depression soliton in finite/deep water of depth
H propagating towards a cosine-shaped transition to shallow
water:

x < 0, (Sa)

Hz= H20 + 0.5(H211 - H2J[cos (rr*x!L) - 1], (Sb)

0 <x < L,

x >L, (Sc)

0.006

where L is a characteristic length of the depth variation.
The numerical simulations of nonlinear internal wave evo­

lution on the shelf show the change of polarity through critical
depth (Figure 10). A solitary depression wave is used as the
initial condition at water depth of 160 m with A0 = 10 m. The
mixed layer thickness, H 1 = 60 m, the initial bottom layer
thickness H 20 = 1OOm,the final bottom layer thickness H zc =
40 m, and the characteristic length L = 20 km (with steep
slope) are chosen for Figure lOa, Note that the critical depth is
reached after 6 hours (atx = 0.6 L) approximately. However,
the solitary wave disintegrates into a wave packet after 10
hours (near x = L), and it continues to evolve as a train of
rank-ordered elevation internal solitons after 22 hours. It is
found that from a single depression soliton, more than five
elevation solitons can merge. For sensitivity analysis, a series of
parametric study have been performed with variable wave am­
plitude, water depth, bottom slope, and dissipation. In general,
all numerical results show the change of polarity through crit­
ical depth. Two typical cases are shown in Figure 1Obfor mild
bottom slope, and in Figure lOc for steep slope with dissipa­
tion. For mild bottom slope with characteristic length of 100
km (Figure lOb), the evolution is much slower, and the solitary
wave disintegrates into a wave packet after 30 hours (near x =
L) and continues to evolve as a train of rank-ordered elevation
internal solitons after 55 hours. For steep bottom slope with
dissipation coefficient e = 1 m2/s (Figure 10c), the solitary
wave disintegrates into a wave packet after IO hours, but its
amplitudes damp to only the half of no-dissipation case in
Figure lOa.

Next, the case of two rank-ordered depression solitons
(A0 = 10 and 7 m) separated by 25 km is studied. Two wave
packets start to evolve and merge after 6 hours near the critical
depth. However, without dissipation they are well overlapped
after 11 hours, as is shown in Figure 1la. The dissipation
effects are expected to be important in this situation, since the
interaction of wave packets may steepen the wave amplitude.
Thus the eddy viscosity could be eroding the sharp peaks of the
large solitons, reducing their amplitudes and increasing their
half-widths at the same time. Figure 11b shows the evolution of
two depression solitons through the critical depth with a dis­
sipation coefficient s = 1 m2/s. Notice that two wave packets
are well separated with much shorter wavelengths, which is
quite similar to the observation from SAR image in Figure S.
Although the in situ measurements are not available for this
situation, the numerical calculations describe the potential in-

(5)
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Figure 9. Mosaic of ERS-1 SAR images (100 X 200 km) collected south of Taiwan in Luzon Strait on June
16, 1995. showing huge internal soliton packet (copyright ESA l995).
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Figure 10. Numerical simulations of nonlinear internal wave evolution on the shelf showing the change of
polarity through critical depth for (a) steep slope, (b) mild slope, and (c) steep slope with dissipations = 1
m2/s.

terpretation of SAR observations. These types of processes, by
which depression solitons disintegrate into wave packets and
then evolve to elevation solitons, have never been observed
and reported before. While further in situ measurements are
needed to verify the SAR observations, the numerical predic­
tions developed here should remain as an interesting topic.
The essential element of the surface effects is the interaction

between the internal-wave-induced surface current field and
the wind-driven ocean surface waves. This interaction has been
studied, notably by Hughes [1978] and Holliday et al. [1987].
Basically, the analysis is based on a near-equilibrium spectral
transport model to estimate the roughness modulation by a
variable surface current. The effect of the surface current is to
alter the spectrum from its equilibrium value, while the natural
processes of wave energy input from the wind, wave breaking,
and other nonconservative processes act to restore the ambient
equilibrium spectrum. According to a first-order radar-imaging
theory (Alpers, 1985], the relative variation of the normalized
radar cross section (relative modulation) associated with inter­
nal waves is related to the horizontal gradient of the surface
velocity, the strain rate [Liu, 1988]. The proportional coeffi-

cient depends on radar wavelength, radar incidence angle,
angle between the radar look direction and the internal wave
propagation direction, azimuth angle, and wind velocity. Thus
to first order (for a linear SAR system), the variation of the
SAR image intensity is proportional to the gradient of the
surface velocity, or the strain rate. Figure 12a shows the rela­
tive modulation of a cross section in the SAR image along the
wave packet propagation direction in Figure 8a with two pack­
ets as indicated by arrows. The strain rate has been calculated
for the final numerical results in Figure lla as shown in Figure
12b. The strain rate values are of the order of 10-2 s-1, which
are consistent with the observed data from New York Bight
internal waves (Liu, 1988]. The patterns of two wave packets
are similar for the SAR observation in Figure 12a and for the
numerical results in Figure 12b. The wavelength of the wave
packets in Figure 12b is found to be 340 m, which is also close
to the wavelength of 260 m from the SAR image in Figure 12a.
Since we do not have in situ measurements for the numerical
simulation, this qualitative comparison demonstrates the con­
nection between the numerical model and the SAR radar cross
section observation of internal waves.
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5. Discussion
Many SAR images from ERS-1 have been collected and

used to study the characteristics of internal waves northeast
and south of Taiwan in the East China Sea and east of Hainan
Island in the South China Sea. Rank-ordered packets of inter­
nal solitons propagating shoreward from the edge of the con­
tinental shelf were observed in SAR images. The wave speed
can be estimated on the basis of assumption of a semidiurnal
tidal origin and is consistent with the internal wave theory. By
using the SAR images and hydrographic data, internal waves of
elevation have been identified in shallow water due to a thicker
mixed layer as compared with the bottom layer on the conti­
nental shelf. The generation mechanisms, including the influ­
ences of the tide and the Kuroshio, for the formations of both
elevation internal waves and depression waves under different
ocean conditions have been proposed. The effects of water
depth on the evolution of solitons and wave packets arc mod­
eled by a KdV type equation and linked to the satellite SAR
observations of elevation internal waves and disintegrated in­
ternal wave packets. For a case of depression waves in deep
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Figure 11. Numerical simulations of nonlinear internal wave
evolution on the shelf showing the disintegration of two soli­
tons into two wave packets for the cases (a) with no dissipation
and (b) with dissipation s = 1 m2/s.
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Figure 12. (a) The relative modulation of a cross section in
the SAR image (Figure 8a) along the wave packet propagation
direction, and (b) the surface strain rate from the final results
of Figure l la with two internal wave packets indicated by
arrows.

water. the solitons first disintegrate into dispersive wave trains
and then evolve into a packet of elevation waves in the shallow
water area after they pass through a "turning point" of critical
depth has been simulated by a numerical model. Examples of
the numerical model results of nonlinear internal wave evolu­
tion on the shelf with topographic and dissipation effects are
presented in this paper to interpret the observations in the
SAR images.
The essential clement of the surface effects is the interaction

between the internal-wave-induced surface current field and
the wind-driven ocean surface waves. For a linear SAR system
the variation of the SAR image intensity is proportional to the
gradient of the surface velocity, or to the strain rate. The
proportionality depends on radar wavelength, radar incidence
angle, angle between the radar look direction and the internal
wave propagation direction, azimuth angle, and wind velocity.
For the high-wind-speed condition, the internal wave signal
may be too weak to be observed by radar owing to low signal­
to-noisc ratio. When the internal waves propagate in the cross­
wind direction, the wave-current interaction is also relatively
weak, and so is the radar backscattering for SAR observation.
The strain rates have been calculated for the internal wave
packets and their values arc consistent with the observed data
from New York Bight internal waves. Without in situ field
measurements for detailed numerical simulations, the compar­
ison of relative modulation from SAR data and strain rate
from model are reasonable qualitatively.

It is clear that these internal wave observations in the East
and South China Seas provide a unique resource for address­
ing a wide range of processes, including the following: gener­
ation of elevation internal waves by upwelling due to the Ku­
roshio intrusion across the continental shelf, evolution of
depression waves through the critical depth, disintegration of
solitons into internal wave packets, dissipation effects of inter­
nal wave breaking and turbulent mixing on wave propagation,
shoaling effects of variable bottom topography on wave evo­
lution, and wave packet interaction. These types of processes

150
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bywhich the depression solitons disintegrate into wave packets
and then evolve into elevation solitons have never been ob­
served and reported before. Moderate elevation internal waves
could be generated in waters where the mixed layer is still
shallow in comparison with the lower bottom layer. However,
owing to the nonlinear effects, these elevation internal waves
will not survive and will evolve to a dispersive wave train.
Further in situ measurements are needed to verify the SAR
observations. A SAR image provides only a snapshot of the
internal wave evolution, but a large spatial coverage over the
field measurement area. However, the repeat cycle for ERS-1
SAR is 35 days for general purposes. Therefore the entire
evolution from depression to elevation internal waves cannot
be observed by SAR instantaneously. Based on the SAR image
for field test planning, two moorings at upstream and down­
stream of "critical depth" can be deployed to verify the nu­
merical results. Numerical simulations can be performed by
using the observed internal wave field near the generation area
as an initial condition to produce the wave evolution on the
continental shelf and then to compare with the observations.
On the basis of observations of internal wave evolution from
SAR images and model predictions, the ratio of mixed layer
depth to the bottom layer depth can be estimated. Further­
more, the mixed layer depth can be derived also from the
internal wave speed, which is estimated from the distance of
sequential wave packets in the SAR images (based on the
assumption of semidiurnal tidal generation).
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Role of surface films in ERS SAR signatures
of internal waves on the shelf
1. Short-period internal waves

J.C. B. da Silva, 1 S. A. Errnakov.' I. S. Robinson, 1 D.R. G. Jeans.l" and
S. V. Kijashko"

Abstract. Analysis of synthetic aperture radar (SAR) images of internal waves (IWs) on the
Iberian shelf and classification of the IW surface signatures is presented. There are three
types of IW signatures in the form of bright/dark, dark, and bright bands that correspond to
positive/negative, negative, or positive variations of radar backscatter, respectively. Strong
positive sign IW signatures occur at very low wind velocities (less than 2m/s). At winds
higher than 2 mis both positive/negative and negative signatures are observed for range­
propagating IWs. For azimuth-propagating IWs, negative signatures prevail. Two groups of
experiments carried out in the frame of the Multidisciplinary Oceanographic Research in the
Eastern North Atlantic (MORENA) project on the Iberian shelf in August 1994 are
described: (I) IW measurements simultaneous with ERS-1 SAR overpasses and (2) IW
measurements, visual observations of the surface, and sampling of films from the sea surface.
IW manifestations at low to moderate winds took the form of slicks locating over IW troughs;
at the near-threshold wind velocity they were of the form of intensified decimeter-scale waves
(antislicks) located over IW crests. Measurements of wave damping due to films collected
from the slick and nonslick areas showed the concentration of surfactants and retrieved film
elasticity to be higher in the slicks than in the nonslick areas. A theoretical model of the sur­
face wave modulation by IWs is developed to include surface wave straining by the IW cur­
rent and surface wave damping due to surfactant films. Pressure-area curves for real marine
films are used in the model. The relation between the film and the straining effects on the
surface wave spectrum in the IW field is shown to depend on film parameters, surface wave­
length, and wind velocity. The model predicts strong damping of centimeter-scale waves
over IW troughs mainly due to the film effect and intensification and depression of
decimeter-scale waves due to both straining and film effects. Dependencies of the model
spectrum variations as a function of wind velocity for range and azimuth propagating IWs are
obtained, the negative sign contrast being shown to predominate for azimuth propagating
IWs. Model variations of the spectrum of decimeter-scale waves are shown to be signifi­
cantly sensitive to surfactants (film pressure), the negative sign contrasts due to films being
superimposed on the straining effects, and these are eventually capable of suppressing the
positive sign contrasts. It is concluded that the occurrence of the different classes of IW sig­
natures in the SAR images can be explained by the action of surface-active films.

1. Introduction
It is well known that oceanic internal waves are commonly

observed in synthetic aperture radar (SAR) images as systems
of quasi-periodic parallel hands [sec, e.g., Vesecky and
Stewart, 1982; Apel and Gonzalez, 1983; Alpers, 1985;
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Thompson and Gasparovic, 1986; Onstott and Rufenach,
1992]. These are frequently discussed in the literature as
bright and dark bands on a grey background [see, e.g., Alpers,
1985; Onstott and Rufenach, 1992]. On some occasions,
however, they are seen as dark bands, the expected associated
bright bands being either absent or strongly attenuated.
Additionally, there is another type of signature that will be
discussed in this paper and which has received very little at­
tention in the literature. This is when internal waves appear
as bright bands in a very low (dark) SAR background level.
Such single bright features have been observed when there is
very little backscatter from the ambient sea, presumably due
to low wind speeds [see Gasparovic et al., 1986].

Radar signatures of internal waves (IWs) result from the
modulation of wind-generated surface waves by the surface
currents associated with the IWs. Such currents produce hori­
zontal convergence and divergence, which changes the
roughness at the sea surface. The change in roughness can be

8009
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caused by straining of the surface waves in the gradients of
the surface velocity field and/or by wave damping due to
films of varying thickness when periodically compacted and
expanded in the internal wave field. The imaging of IWs by
L- band SAR in the form of bright/dark bands was discussed
by Alpers [1985], who suggested that the signatures could be
satisfactorily explained by the hydrodynamic modulation
theory on the basis of the straining of surface waves due to
inhomogeneous currents induced by IWs. It was also as­
sumed that the dark SAR signatures of IWs are observed pre­
sumably in coastal waters and related to surfactant films on
the sea surface. The role of a contaminating surface film of
organic composition in the action of oceanic internal waves
on surface waves has been discussed since the 1950s [see,
e.g., Ewing, 1950]. Under light winds, such surface active
materials (surfactants) can inhibit the formation of ripples and
damp those already formed, causing visible differences in the
short-scale roughness of the water. Quantitatively, the film
effect of modulation of short surface waves by IWs was ana­
lyzed by Ermakov and Pelinovsky [1984] and by Ermakov et
al., [1992], who also presented experimental evidence of the
film mechanism.

Whereas theories have been advanced to interpret rough­
ness patterns in terms of either straining of short surface
waves or their variation due to films, the combined effect of
both mechanisms, which can be important for SAR imaging
of IWs, has not been studied so far. In particular, no quanti­
tative analysis has been provided to account for the extent to
which surface films may transform one type of signature into
the other. In this paper we reexamine the role of surface films
in accounting for the SAR signatures of short-scale internal
waves (typically of order 0.1-1 km). It will be demonstrated
that in some circumstances both straining and film mecha­
nisms are important and appear to be necessary to explain the
different classes of the signatures of IWs that are observed in
the radar images. Results of an analysis of a set of ERS-1
SAR images (C- band radar) are presented, demonstrating the
existence of three different types of IW signatures and their
characterictics (section 2). The circumstances under which
we observe each one of the mentioned three character types of
radar signatures will be analyzed.

The analysis is applied to SAR images of IWs occuring in
the northeast Atlantic on the Portuguese continental shelf
(Figure 1). The Iberian margin is a good example of an area
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Figure 1. Area covered by ERS-1 synthetic aperture radar (SAR) images over a period of more than 2 years re­
vealing surface manifestations of internal waves (IWs) (closed polygon across the western and part of the southern
Iberian margin). The bathymetry of the western Iberian margin is overlapped. The location of the in situ measure­
ments performed in August 1994 is shown in the inset. The anchor shows the position where a moored buoy was
deployed and recorded IWs concurrent with ERS-1 SAR overpasses. The star shows the positions where visual
observations of IW surface signatures were made coincident with sampling of surface films and measurements of
surface currents as well as the vertical structure of the water temperature.
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where surface manifestations of short-scale internal waves
occur. The first observations of IWs over the Iberian Shelf
were made by U.S. astronauts during the Apollo-Soyuz mis­
sion in 1975 [Apel, 1979]. These were confirmed by SAR ob­
servations in 1978 during the Scasat mission [sec, c.g.,
Alpers, 1985]. Such short-scale internal waves, commonly
termed soIitons in the literature [Ostrovsky and Stepanvants,
1989], propagate in groups or packets. A packet of solitons
appears to originate from near the shelf break almost every
tidal cycle during the summer. These wave packets are
thought to be generated as part of the baroclinic (internal)
tide, which results from the interaction of the barotropic tide
with the shelf edge topography [sec, c.g., Maxworthy, 1979;
Baines, 1982]. The bathymetry of the study area is charac­
terized by a relatively narrow continental shelf, the 200-m
contour lying about 50 km offshore, and a steep continental
slope. The internal tide is usually associated with longer-scale
internal waves (typically of order 20 km) [Pingree et al,
1986], and the influence of such waves on the SAR signature
of short-scale IWs is not considered in the present study.

The satellite observations of internal waves on the Iberian
shelf prompted a detailed program of in situ measurements on
the shelf near 41°N (Figure 1) in August 1994. These meas­
urements provided valuable information about the internal
waves in the region and their surface manifestations, includ­
ing the distribution of surface films within the internal wave
field. Some of these results are discussed in section 3. Sec­
tion 4 presents a theoretical model which predicts the surface
roughness modulations caused by both hydrodynamic strain­
ing and differential film damping resulting from internal
waves. The model results and the in situ observations arc
compared, suggesting that the dual-mechanism model is the
only approach which can satisfactorily account for the satellite
observations, and we conclude in the final section that film
damping is a process which cannot be neglected in the
analysis and interpretation of SAR signatures of internal
waves.

2. Character of Internal Wave Signatures on
ERS-1 SAR Images

Since ERS-1 was launched in 1991, we have studied over
60 images from its C- band SAR, which confirm the ubiquity
of internal waves propagating toward the coast across the
continental shelf of the Portuguese coast (see Figure I). They
are imaged in a wide variety of wind conditions from April to
September over several years, but no internal wave signatures
were found in SAR images obtained during the winter
months. This is presumably due to the development of ther­
mal stratification during spring and summer, creating suitable
conditions for the propagation of internal waves.

2.1. Examples of Double and Single Negative and Positive
Signatures

A selection of ERS-1 SAR images showing IW signatures
over the shelf off western Iberia are shown in Figure 2. These
images are extracts from the original full SAR frames and are
- 12 x 12 km. They were enhanced with a histogram equali­
zation for display purposes, and the spatial resolution is 25 m2

(nominal full resolution for ERS-1 SAR). Radar images of
IWs usually present bright and dark bands as compared to the
unmodulated background clutter. Figure 2a is a typical ex­
ample of such a situation, and we will refer to this signature

as being of double sign (+I-). On some occasions the dark
bands are wider and much more intense then the accompany­
ing bright bands, which may even be absent from the imagery.
Examples of these cases are shown in Figures 2b and 2c, and
we refer to such signatures as a single negative sign (-).
Another type of signature, although more rare, is when the
SAR backscatter is very low and the IWs appear as bright
bands in a homogeneously dark background (Figure 2d). This
signature we describe as a single positive sign(+).

In order to study these signatures quantitatively and to
make comparisons with model results (section 4) the IW sig­
nature, 811111,is defined as

81/10 = (1-10)/10, (I)

where I is the intensity within the IW profile (taken in the di­
rection of the IW propagation) and /11 is the intensity of the
image background. The background is taken from a homoge­
neous area in the image away from the IW field and is a
square of side 2.5 km (200 x 200 original pixels of size 12.5 x
12.5 m). To obtain a meaningful measure of the intensity and
to reduce speckle to a negligible magnitude, it is necessary to
average over at least 500 pixels [Laur, 1992]. This condition
was satisfied by averaging the profiles over a line of 61)pixels
perpendicular to the IW propagation direction and at least 8
pixels in the IW propagation direction.

The signatures corresponding to the images of Figure 2 are
shown in Figure 3. The different signature character types
discussed above can be recognized in the profiles. Low wind
conditions prcvai led in all cases. In the first case (Figure 3a)
the wind speed was between 4 and 5 mis. For the two follow­
ing cases (Figures 3b and 3c) the wind speed was between 2
and 3 mis. For the last case (Figures 3d), which shows a sin­
gle positive signature, significantly calmer conditions pre­
vailed with wind speeds lower than 2mls.

It was possible to perform a statistical analysis of the IW
train profiles since a relatively large data set of SAR images
was processed and in each case several IW trains were usually
found. The profiles were computed from a total of 62 ERS-1
SAR images, corresponding to the period from February 1992
to September 1994. The profiles were categorized according
to the internal wave propagation direction (normal to the
crests) relative to the radar look direction. Waves propagating
in the radar look direction were termed range-propagating
waves, while those propagating in the satellite flight direction
were termed azimuth-propagating waves. For polar orbiting
satellites, such as ERS-1, the range direction is approximately
east-west, and in the case of the western Iberian peninsula this
corresponds to across-shelf propagating waves. Profiles such
as those shown in Figure 3 were obtained for 296 solitons
propagating in the range direction but only 157 solitons
traveling in the azimuth direction, suggesting that in this re­
gion, IWs predominantly propagate over the shelf toward the
coast.

The normalized radar backscatter cross-section, a
(decibels) can be calculated from the intensity I, following
Laur [1992]. Therefore the backscatter contrast profile
8a= a - a0, where a0 is the background backscatter cross­
section determined from the same homogeneous areas as /0,
can be retrieved directly from the image intensity profiles.
Within the short distances spanned by the high-frequency IW
profiles it can be written as

8a"' 10log10(8/ I 10+1). (2)
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Figure 2. A selection of ERS-1 SAR images showing three types of characteristic IW signatures in the area of
study: (a) double sign signature, (b,c) single negative signature, and (d) single positive signature. The squares
represent the areas from which the background intensity was taken, and the rectangles represent the area over
which the IW signatures were calculated. The radar look direction and IW propagation direction (wave vector K)
are indicated.

Histograms of backscatter contrasts for range-propagating
(radar look 1C II IW wave vector K) and azimuth-propagating
(xJ_ K) IWs are presented in Figure 4 for different wind speed
conditions. The histograms show the probability density
distribution of backscatter contrasts, where for each soliton
the maximum and minimum values of the contrast are de­
picted in different shades of grey. For azimuth-propagating
IWs the maximum values of contrast are biased toward zero in
relation to the minimum values, indicating a dominance of
single negative signature types. This is not observed for
range-propagating IWs where the maximum values of contrast
are generally higher, indicating a higher proportion of double
sign signature types. Single positive signatures, where the
minimum is greater than or equal to zero, are only observed at
very low wind speeds (V < 2m/s) and for range-propagating
IWs. For both range- and azimuth-propagating internal waves
the peak of the distribution is biased to smaller absolute val­
ues as the wind speed increases. This indicates a dependence
of contrasts on wind speed, which is discussed in detail in the
next section. Note also that the range of the distribution for
all wind speeds is wider for range-propagating waves.

2.2. Contrast Dependence on Wind Speed

The mean maximum and mean minimum contrasts were
calculated as a function of wind speed for range- and
azimuth-propagating IWs (Figure 5). The means were based
on all IW profiles lying within wind speed intervals of I mis.
The wind speed was estimated from the background
backscatter values using an adapted version of the CMOD4
scatterometer model [see Scoon et al., 1996] for ERS-1 SAR
imagery. This required an estimate of the wind direction,
which was obtained from the European Centre for Medium­
Range Weather Forecasts (ECMWF) atmospheric model and,
whenever possible, from ships of opportunity. Data from the
nearest ground meteorological stations were used to confirm
the model results and ship measurements. When
disagreement was found, an average direction was estimated
from all data available.

The absolute values of the mean maximum and minimum
contrasts decrease as wind velocity increases. These absolute
values are smaller for azimuth-propagating IWs than they are
for range-propagating IWs. The mean maximum contrast is
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Figure 2. (continued)

always close to zero for azimuth-propagating IWs, confirming
the dominance of the single negative signature type. The
mean maximum contrast at wind speeds lower than 2 m/s for
range-propagating waves is significantly higher than any other
value. This is due to the existence of the single positive
signature type, which results in far greater contrasts than the
other signature types thus bi asing the mean contrast. Much
higher contrasts are expected for this case since /0 is very
small, being in the denominator in (I). Note, however, that
the mean minimum contrast Ior range-propagating IWs is still
lower at wind speeds less than 2 mis than it is at higher wind
speeds. This is due to the fact that single negative and double
sign signatures are also observed at such low wind speeds.
Finally, it should be noted that the contrast dependencies on
wind are not symmetrical; that is, for a given wind speed the
absolute minimum contrast is generally greater than the abso­
lute maximum.

3. In Situ Observations of Internal Wave
Surface Signatures

An oceanographic cruise was conducted in the summer of
1994 on the University of Bergen's 47-m oceangoing research
vessel (RIV) Hakon Mosby. This was part of the European
Commission (EC) Marine Sciences and Technologies
(MAST) Multidisciplinary Oceanographic Research on the
Eastern boundary of the North Atlantic (MORENA) project.

One of the purposes of the cruise was to make in situ meas­
urements of IWs on the shelf near 41°N (Figure I). Specific
aims were to measure the isotherm displacements due to IWs
and simultaneously to sample any associated surface films. A
thermistor chain was deployed from a lightweight moored
buoy before the IWs arrived and was retrieved after the largest
waves had passed, In addition, the ship was held on station
nearby, and profiles of the water column were made with an
acoustic dopplcr current profiler (ADCP) and a conductivity­
temperature-depth (CTD) probe. When possible, a small boat
was launched to sample surface films near the moored buoy.

A fast-delivery ERS- I SAR image from August 8 was used
in near-real time to predict the location of the IW trains [see
da Silva et al., 1997], as an aid to planning the in situ meas­
urements performed on August I I, 12 and 13. The surface
manifestation of the waves was clearly visible from the ship
during the first 2 days when there were very low wind speeds
(V < 3 mis). This allowed surface films to be sampled from
the small boat. The wind raised in strength on August 13 to
speeds typical for a northerly upwelling regime (V"" 10 mis),
making it impossible to lower the small boat or easily see the
surface manifestations of the IWs.

3.1. Internal Wave Measurements and Simultaneous
Visual Observations

On August 11, the IW surface manifestations appeared
from the ship as slick bands in a gently ruffled sea. When
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Figure 2. (continued)

measurements were performed, the wind speed average was
<V> = l.9 ± 0.5 mis from the south, as measured on the ship.
On August 12 conditions were much calmer, and the wind
speed had dropped to <V> = l.2 ± 0.4 mis from the west. The
sea surface was extremely smooth, with no discernible ripples.
Because the entire sea surface now resembled a slick, it was
impossible to identify IW surface manifestations with
confidence. The only differentiating features were bands of
very gently ruffled water, orientated in approximately the
same direction as the slicks observed the previous day. These
features will be refered to as "antislicks" hereafter. These
antislicks proved to be the IW surface manifestations, because
isotherm displacements were observed as they propagated
past the observation point. The antislick bands were about
100-200 m wide and contained small wavelets, trochoidal in
shape and quasi-periodic. From on board the small boat the
wavelength of these wavelets was estimated to be between 20
and 30 cm and their trough to crest heights of about 2.5 cm.

The forms of the IWs observed on August 11 and 12 are
represented by the depth of the isotherm which underwent the
largest depression, derived from the thermistor chain data
(Figure 6). In this region, amplitudes of up to 40 m were fre­
quently observed, and typical periods of IWs are about 20
min. Individual visual observations of the sea surface rough­
ness are indicated in Figure 6, and these are extrapolated to
give a continuous record (overlying the isotherm depressions).

Slicks are generally observed over the IW troughs, consistent
with previous observations explained by the film damping
effect by Ermakov et al., [1992]. However, this contrasts with
observations in which the leading slope of the IW depression
corresponded to rough water and the rear slope to smooth
water [see, e.g., Osborne and Burch, 1980; Hughes and
Grant, 1978], which can be explained by the straining effect.

3.2. Internal Wave Measurements and Simultaneous SAR
Observations

There were two ERS-1 overpasses covering the study area
on 8, August, 1994, and on August 19, 1994, i.e., before and
after the field observations described in the previous section.
The thermocline oscillations simultaneous with ERS-1 over­
passes were recorded by a moored buoy located in the study
area. The buoy position is 40°59.92'N and 9°14.54'W, the
water depth is 149 m.

On August 8 1994, at 1122 UTC, ERS-1 acquired a SAR
image which covered our study area. The buoy recorded a
train of large-amplitude IW solitons, which arrived at the
thermistor chain at 0945 UTC (time of arrival of largest oscil­
lation). Since the overpass occurred just about 1.5 hours after
the leading soliton was recorded by the thermistor chain, we
can assume that the waveforms did not undergo any signifi­
cant changes during that time and that they can be used for
model predictions (see below). Furthermore, we could accu-
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Figure 2. (continued)
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Figure 3. IW signatures corresponding to each of the images shown in Figure 2. (a) Double sign signature, (b,c)
single negative signature, and (d) single positive signature. The profiles were obtained as described in section 2.1
and represent signatures taken from the rectangular boxes shown in Figure 2. Direction of IW propagation is from
right to left for all cases.
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rately estimate the phase speed of the IW train, when measur­
ing distances in the SAR image and locating the buoy position
(the image was navigated first using reference control points).
The value of the phase speed thus obtained is Cp = 0.55 mis.
Note that this value is in good agreement with a similar esti­
mation based on the arrival time of the IW train on August 11,
recorded by another buoy deployed at approximately the same
position during the measurements described in section 3.1.
This is not surprising if we assume the IWs to be generated by
a tidal flow over the shelf break and if the tidal flow and
stratification did not change significantly between August 8
and 11.

The SAR image from August 19 was acquired at 2250
UTC. The sea was very calm; wind speed was lower than
V = 2 mis. The time delay between the SAR overpass and the
IW train arrival time to the moored buoy was 90 min. We can
therefore assume also in this case that the waveforms have not
undergone significant changes by the time they were imaged
by the ERS-1 SAR.

The relevant fragment of the image from August 8, 1994, is
given in Figures 7a-7c, showing that the IW signature is a
double sign contrast feature for the leading wave of the IW
train and single negative for the remaining two solitons. The
image from August 19, 1994, presented in Figures 7d- 7f
demonstrates a single positive sign feature. The buoy position
is marked in Figure 7 by an anchor symbol.

3.3. Film Sampling and Damping Measurements of
Capillary-Gravity Waves

An attempt to sample marine films during the observations
of IW slicks described above was made in order to determine
whether surface films were present in the IW slicks and to es­
timate wave damping by films. Although highly desirable, it
was impossible to perform simultaneous in situ and satellite
observations because of the constraints of ship time and ERS-
1 orbit restrictions.

Small circular nylon nets, with a diameter of 7 cm, were
used to sample the microlayer (the thread diameter was 260
µm; the net mesh was 0. 710 mm). The nets, which were pre­
viously cleaned with pure ethanol (free of surfactant sub­
stances), were installed as a "bottom" in a plastic tube and
were sunk a few millimeters in the water in the horizontal
position. Then the nets were detached from the tube and
placed in a precleaned container for further measurements. At
the same time, a thin layer of near-surface water was sampled
(about 150 mL) by a device designed to collect oil films in
surface waters. The water samples were used to measure dis­
solved surfactants, but results arc not presented here as no
significant differences in wave damping were found between
distilled water and water sampled from slick and nonslick
areas. Both net and water samples were conserved with a
saturated solution of mercuric chloride, free of any fatty or­
ganic material. The nets were also dried as part of the conser­
vation procedure.

The ability of the nylon nets to collect surfactants from the
sea surface can be characterized by the net transfer coefficient
K,, defined as the ratio of the surfactant mass M.- taken by the
net and the initial surfactant mass M0 on the sea surface corre­
sponding to the net area, i.e.,

(3)

The net transfer coefficient was estimated in the laboratory
as follows. First, the dependence of the wave damping coef­
ficient for surface waves excited in a small container at a par­
ticular frequency was measured as a function of surface con­
centration of an artificial surfactant (oleic acid). This depend­
ence is characterized by a typical maximum at comparably
low surfactant concentrations and a small decrease of wave
damping at higher concentrations (see, S.A. Ermakov et al.,
internal report, 1995). The initial surface concentration value
before laboratory film sampling was chosen to be slightly
higher than the concentration corresponding to the maximum.
After film sampling with the net the damping coefficient was
measured, and the amount of surfactant removed by the net
was determined. The net transfer coefficient value thus esti­
mated was 0.86.

Measurements of the damping of capillary-gravity waves
were carried out after the cruise in the laboratory in a small
rectangular tank (4 x 14.2 cm). The tank was filled with dis­
tilled water (the water depth was 1.5 cm), and damping of
standing waves of longitudinal modes with frequencies I0,
15, 20 and 25 Hz were measured. The damping coefficient of
surface waves due to films was taken as the difference be­
tween the measured damping and the theoretically calculated
damping due to the walls and bottom of the tank (see S.A.
Ermakov et al., internal report, 1995).

The preserved surfactant samples were dissolved by pour­
ing 2.5-3 mL of purified ethanol into each container with the
nets. Then the surfactant solutions were spread onto the
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tank's water surface in fractions with a pipette so that wave
damping was measured at different relative surfactant con­
centrations. Note that ethanol dissolved in water changes the
molecular viscosity coefficient, and wave damping can be en­
hanced even without surface-active films. Therefore the
amount of ethanol used to dissolve the surfactants was chosen
to be such that this effect was negligible. Special measure­
ments of wave damping showed that the enhancing of wave
damping due to ethanol did not exceed 10%.

Dependencies of the relative damping coefficient (the
measured damping coefficient due to films divided by the
damping coefficient due to molecular viscosity on the clean
water surface) on relative surfactant concentrations are pre­
sented in Figure 8. Unit relative concentration in Figure 8
corresponds to all the surfactant amount collected by each net.
After the whole amount of the surfactant solution was poured
on the water surface some films were compressed with a bar­
rier to measure wave damping at concentrations higher than
unity. Taking into account the value of the net transfer coef­
ficient and the ratio between the net and vessel areas, which is
about 1/1.5, we estimated that the relative concentration value
of 1.8 corresponds roughly to the original concentration of the
in situ marine film.

The damping coefficients at frequency I0 Hz for film
samples 1, 4, and 5 taken from slick areas (as indicated in
Figure 6a) are presented in Figure 8a. The dependencies in
Figure 8a exhibit occurrence of a maximum at low surface
concentrations (lower than unity) and saturation of the
damping coefficient at higher concentrations. This behavior
is similar to the case of monomolecular films for pure organic
substances [see, e.g., Lucassen-Reynders and Lucassen, 1969;
S.A. Ermakov et al., internal report, 1995]. Samples 1, 4, and
5 can therefore be considered as analogous to saturated
monomolecular films. Damping coefficient curves for sam­
ples taken in nonstick areas (samples 2 and 3, Figure 6a) are
shown in Figure 8b. Although sample 3 also can be consid­
ered as corresponding to a saturated film, its damping coeffi­
cient maximum is reached at a relative concentration value
that is higher then the two following samples taken inside the
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"next" slick band (samples 4 and 5). The damping coefficient
dependence for nonstick sample 2 is monotonic, showing that
surfactant concentration at the point of this sample was con­
siderably smaller than for the other mentioned samples. The
results qualitatively indicate that the samples taken inside
slicks correspond to higher surfactant concentrations than
those outside slicks.

For the studied film samples an attempt was made to re­
trieve the values of the film elasticity parameter correspond­
ing to the damping coefficient values. We assumed the model
of purely elastic films, which seems to be a realistic approxi­
mation for many insoluble surfactants. The damping coeffi­
cient y, is given by the following expression [see, e.g., Levich,
1962; Lucassen-Reynders and Lucassen, 1969]:

Ek2 E2k3
l- 31+ 31 5/

p,J2Vo/2 4.fi. vl2wl2 p2
y_,.=2ro Ek2 [ Ek2 ]2

1- 2 1 + 2 1p,J2VwYz p.fiVwYz

(4)

Herc y11 = 2vk2 is the damping coefficient for clean water of
ripples with wavenumber k, v is the kinematic viscosity of
water, E is the film elasticity modulus, p denotes water den­
sity, and w(k) = [gk + (cr/p)k3]112 is the eigenfrequency of
gravity-capillary waves; note that here o denotes the surface
tension of water and not backscatter cross section.

When trying to retrieve the film elasticity from the meas­
ured damping coefficients, it was found, however, that the
elasticity values were different at different frequencies, gen­
erally increasing with frequency. This means that the model
for purely elastic films is not quite adequate to describe
marine films and can be used only as a crude approximation.
It is perhaps more accurate to describe marine films as visco­
elastic. Estimated film elasticity values at relative concentra­
tion of about 2 are given in Table 1.

It is seen from Table 1 that the retrieved elasticities for
slick sample I exceed the elasticity values for the nonstick
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Figure 8. Results of the laboratory measurements of relative wave damping as a function of relative concentration
for samples of marine films taken in the field of IWs (frequency 10 Hz). The relative concentration corresponding
to the concentration in the field is about 1.8. Dependencies for films taken (a) inside slicks and (b) outside slick
samples. It is seen that samples taken from slick areas present saturated dependencies. Sample numbers are as in
Figure 6a.
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Figure 9. Dependence of elasticity E (and surface pressure n)
on relative surfactant concentration variations for three differ­
ent values of the unperturbed surface pressure n0. Typically,
for the IWs measured the maximum relative surfactant con­
centration does not exceed 3 times its unperturbed value away
from the IW field. It can be seen that for contaminated sur­
faces (high values of unperturbed surface pressure 7to = 1.5
mN/m) elasticity reaches its maximum at lower relative sur­
factant concentrations.

waves by wind under a wide range of conditions. It proved to
be adequate to describe excitation of waves at centimeter­
decimeter scale at very low wind speeds, and therefore it was
adopted for this model. The directional dependence of p on
wind is not known and in (14) is taken, quite simply, to be the
component of u- in the direction of propagation of the surface
waves.

5. Model Results and Discussion
5.1. Variability of Film Parameters Over IW Trains

One of the inputs to the model is the surface current U.
Measurements of the subsurface velocity field were only
available for the wave packet observed on August 12,1994, so
that for the other cases, U was estimated from the records of
thermocline oscillations. For IWs with wavelengths essen­
tially exceeding the depth of a thermocline a simple two-layer
model of stratification can be used which gives

where Tl = TJ(x-CP-t) is the depression of the interface and h, is
the undisturbed thickness of the upper layer (thermocline
depth). An appropriate choice of h, is the level at which the
vertical velocity of a mode one long linear internal wave
reaches a maximum. This can be determined from a modal
analysis of a density profile, which can be derived from tem­
perature using an appropriate salinity-temperature relationship
for the region in question. In practice, the average density
profile over a tidal cycle should be used to account for the
vertical fluctuations due to the internal tide.

It is assumed that the interface displacement Tl is well rep­
resented by the depth d of the isotherm that undergoes the
largest depression and is written T) = d0-d, where d0 is the

:rn

depth of the isotherm at which Tl and thus u are zero. Because
only the current fluctuations due to the short-scale solitons are
to be considered, while those due to longer-scale internal tide
are neglected, d0 is taken as the envelope of the isotherm
depth d. This will ensure that u = 0 at the crests between each
individual soliton.

The method for estimating the surface velocity field from
the temperature field was tested for the case where both
measurements were available on August, 12. Because of the
short duration of the record the temperature profile could not
be averaged over a whole tidal cycle, so it was assumed that
the inital conditions before the waves arrived were represen­
tative of this average. A value of h, = 25 m was determined
accordingly. The ADCP velocity measurements were aver­
aged over the top three bins within 4 m to 12 m water depth
and smoothed. Because the measured near-surface velocity
includes the contributions due to the long-term isotherm
fluctuations of the internal tide as well as those due to the
solitons, the envelope of the velocity profile was subtracted
from the observations, so that at the crests of the solitons the
local velocity U is always assumed zero. There is good
overall agreement between the predicted and observed near­
surface soliton current speed (Figure 10), with the predicted
currents lying within the ADCP observations. Given this, it
seems reasonable to use ( 16) to estimate the surface currents
in the absence of ADCP observations.

In the following calculations, once the currents are re­
trieved, the surfactant concentration variations follow from
(6) and (7), and the contrasts (film, kinematic, and combined)
of the energy spectrum at a given wavenumber can be esti­
mated. As an example, model calculations of the IW current
velocity and corresponding surfactant concentration varia­
tions, film pressure, and the elasticity values over the IW train
of August 11, 1994, are presented in Figure 11. Calculated
variations of the wavenumber spectrum are shown in Figure
12. In the derivation of the film elasticity variations we have
used iti1 = 1.0 mN/m for the unperturbed surface pressure,
which seems to be realistic for not highly contaminated water.
As no SAR image was acquired by ERS-1 that day, we based
our estimate of IW phase speed on an average of the value

(16)
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Figure 10. Time series of observed and predicted near-sur­
face soliton current speed for August 12, 1994. Predictions
are evaluated from (16) and measurements are evaluated from
acoustic doppler current profiler (ADCP).
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Figure 11. Calculated IW current velocity for thermistor chain measurements of August, 11, 1994, when surface
films were sampled from the sea surface. Corresponding surfactant concentration variations, film pressure, and
elasticity values are also shown (see also Figure 12).

observed 3 days before and 1 day later, when another wave
train was followed along the shelf, and its phase speed was
determined. The value of C1, thus estimated is 0.55 mis. The
model calculations of surfactant concentration and surface
pressure for the analyzed case indicates ranges of r/10= 1-2
and n = 1-12 mN/m. These are within typical values of n
previously measured in slicks [Garrett, 1965; Ermakov et al.,
1992]. The elasticity values qualitatively correspond to those

Modulation Ior A= 7 cm surface waves

t-. rouuh
cJ slick

Modulation tor ), = 21 cm surface waves
-r:..,
'-;::
0u
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~
.::: -() ~-§ ·-
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Figure 12. Model results for waveform observed on August
11 which is shown in Figure 6a. Contrasts are presented for
surface waves at (a)/...,= 7 cm and (b) /...,= 21 cm. The value
of the unperturbed surface pressure used to run the model is
n0 = 1.0 mN/m. The visual observations of surface roughness
are overplotted, and it can be seen that there is overall good
agreement with the model predictions (see also Figure 11).

obtained experimentally (see section 3.3) and are also consis­
tent with those previously presented by Ermakov et al. [1986]
and Bock and Frew [1993). From Figure 12 it is seen also
that the visually recorded location of slicks is in good corre­
spondence with the calculated depressions of the wavenumber
spectrum.

4

5.2. Variations of Wind Wave Spectrum Over IW Trains

In this section the occurrence of different types of spectrum
contrasts (double and single sign) is examined by applying the
model to observations of IW signatures, in particular to the
IW trains imaged by SAR on August 8 and 19, 1994.

5.2.1. Double Sign Spectrum Contrast. For the case of
the image from August 8, 1994, the wind velocity estimated
from the SAR image using the combination of the CMOD4
and ECMWF models is about 3 mis from 210°. Retrieved IW
current velocity and corresponding combined contrasts at
wavelengths of /...,= 7cm and /...,= 21cm are given in Figure
13. Comparing Figure 13 with Figure 7 we can see that spa­
tial variability of the calculated relative spectrum and the ob­
served backscatter are in good correspondence. Predicted
values of the spectrum variations are stronger than the ob­
served backscatter variations for centimeter-scale waves but
correspond well to the observations for decimeter-scale
waves. Note that the contrast in the centimeter-scale range is
predominantly negative (single negative sign contrast), corre­
sponding to strong wave damping over IW troughs; the film
effect for centimeter-waves dominates. For decimeter-scale
waves, as can be seen from Figure 13, both wave intensifica­
tion and damping occur due to a combination of the film and
straining effects (a double sign contrast). Our calculations
show that the higher the film pressure 7t0 is, the stronger is the
role of films in the total contrast, and the contrasts also be­
come predominantly negative for decimeter-scale waves.

4



8026

40
f. ~ a)
~ ."\O
'J

-: oo
~ -
-1'. 10--;:;
> ()

11.0

-'0
I-
L: ~
'.J
0
-;::;
e::: 0

0.0

40

z _1()

~. ~o·~111ii II
II.II

r.o
11.'i

7,

~ 00
0
u-O.'i

-1.0
0.0

I.II
- ~ c)11.~"Z

~()II

G_O.'i

-1.0
011

DA SILVA ET AL.: SHORT-PERIOD INTERNAL WAYES

Surface velocity field

O.'i I 0

Film Concentration
l.'i

O.'i 1.0
Film Elasticity

l:'i

ll.'i 1.0 l'i
Dixtancc (k 111)

Contrasts in the cm-dm Wavelength Range

O'i 1.0 I :'i

Contrasts in the crn-drn Wavelength Range

0) I.II
Distance (k 111I

I :'i

Figure 13. Model simulation for August 8, 1994, based on
the in situ measurements. (a) Simulation of the surface veloc­
ity field; (b) film concentration variations; (c) correspondent
film elasticity; (d) spectrum contrasts for surface waves with 7
cm (dashed line) and 21 cm (solid line) when the unperturbed
film pressure is small (7t0 = 0.5 mN/m); (e) same as Figure
13d but for higher surfactant concentration (7t0 = 1.0 mN/m).
It can be seen that the effect of the increasing film pressure is
to reduce the positive part of the decimeter-scale spectrum,
transforming double sign into single negative sign. The wind
speed used in the simulation is V = 3 rn/s.

5.2.2. Strong Positive Sign Spectrum Contrast at Very
Low Wind Speeds (V < 2m/s). The SAR image of August
19, 1994 (see Figures 2d and 7d-7t), corresponds to the single
positive IW SAR signature at very low wind conditions; wind
velocity on this day was estimated to be lower than 2 mis. At
such low wind velocities the total growth rate x = p - yin our
model is negative for some wavelengths so that corresponding
waves cannot be sustained by wind. Dependencies of X on
wavelength at different wind velocities are plotted in Figure

14 at the film pressure value 7t0= 1.0 mN/m. Figure 14 shows
that at wind speeds V < 0.5 mis, there is no excitation of
waves shorter than 50 cm. With the increase of wind speed,
the excitation of decimeter waves starts; in particular, a
threshold wind velocity for the wave excitation in the wave­
length range I0 < A. < 50 cm is about I mis. Donelan and
Pierson [1987] also claim that the first waves to be amplified
and to reach an equilibrium state when the wind is very light
are essentially gravity waves with wavelengths about 20 cm.
However, it is interesting to note that according to this
mechanism the threshold wind velocity is higher for shorter
waves. For example, surface waves with a wavelength of 7
cm (which is the Bragg wavelength for ERS-1 SAR) are ex­
cited only if V > 1.5 mis. This is due to the effect of surface
films, which are more effective in damping capillary-gravity
waves in the centimeter-range than gravity waves in the deci­
meter-range of the spectrum. Although this may seem con­
tradictory to observations by Kahma and Donelan [1987],
which indicated that the first waves to grow have wavelengths
5-10 cm at an inception wind speed of 0.7 m/s, it follows
when the effect of films are taken into account.

For the case of very low wind speeds, contrast values were
calculated only for decimeter-scale waves for which wind
velocity is over threshold. Figure 15 presents results of
modeling of the spectrum variability for decimeter-scale
waves (A= 21 cm). In the calculations the input velocity field
was estimated from the thermistor measurements acquired on
August 19 concurrent with the ERS-1 SAR image. The
wavelength and amplitudes of the wave train which shows up
in the image were retrieved from the original thermistor rec­
ords. Simulations of surface velocity and film parameters
were assumed to be the same as for the case of August 8,
shown in Figures 13a, 13b, and 13c. A value of unperturbed
film pressure of 7to = 0.5 mN/m was assumed for the calcula­
tions. Decimeter-scale waves are intensified over IW crests
due to the straining effect. One can see that the positive con­
trasts obtained over IW crests are very strong; this is due to
the small values of Po - y0 in formulas (9) and (I 0) for the
contrasts. Note, however, that our goal for the case of very
low wind speeds is simply to make a qualitative comparison
of our SAR and visual observations with the model. We
stress that at such low wind speeds the model is a poorer ap­
proximation than for most of the wind speed range. For the
case of near-threshold wind our visual observations were of
the form of antislicks on an otherwise calm sea. Similar ob­
servations had been made by Gargett and Hughes [1972], but
no SAR and film measurements were obtained at that time. It
is important to stress that we could not discern between the
background wave field and the slicks over IW troughs, where
p - y can become negative because of the increase of film
elasticity. For this reason in our model we have set N = N0

when p - y < 0, and consequently the minimum contrast value
in this case is zero and not -1, as in the case when the wind
speed is considerably higher than threshold. We base our as­
sumption that N =N0 (equivalent to a noise spectrum N00isc)in
the fact that the background image intensity /0 is equal to the
noise equivalent SAR floor Unoisc)and is a finite value. At
near-threshold winds, when Po - Yo= 0, the IW image profile
(/) cannot be smaller than Inuise•and that is the reason why we
observe single positive contrasts. Following similar argu­
ments, and in order to obtain finite contrasts, we assume the
existence of an infinitesimal (but not null) noise wave action
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Figure 14. Behavior of the dependence of threshold parameter x = p-y as a function of surface wavelength for
near-threshold wind speeds (V = 0.5-1.5 mis). It can be seen that Bragg waves corresponding to the ERS SAR
begin to be excited only at wind speed V = 1.5 mis, whereas decimeter- scale surface waves are excited at lower
wind speeds.

spectrum (N0 = N1111i,Jof the ambient sea at near-threshold
wind speeds. It seems reasonable to assume that such a noise
spectrum should not be null since it is difficult to conceive a
completely flat sea surface, even when conditions arc calm
and the wind is too low to be measured.

The model was also run for the observations made on
August 12, 1994, when the wind speed recorded on board the
ship was V = 1.2 mis and "antislick" bands were seen as the
surface manifestations of the IWs in a smooth background.

Example of strong positive contrast
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Figure 15. Model result of contrast for surface waves with
wavelength of 21 cm corresponding to the in situ observations
dated August 19 and shown in Figures 7d-7f. The value of
the unperturbed surface pressure used to run the model is rt0=
1.0 mNlm. The wind speed used in the calculation is 0.7 mis.
Strong positive contrasts result from the very small value of
the unperturbed wave spectrum.

1.5

The model results for variations of the decimeter wave spec­
trum (A = 28 cm) presented in Figure 16 qualitatively agree
with the visual observations of August 12, when intensified
20-30 cm waves were observed in antislicks over IW crests
(see also Figure 6b). This can account for the single positive
signatures on SAR images (see Figures 7d, 7e and 16). How­
ever, in the low wind speed case, attempts to compare mod­
eled and SAR-observed contrasts quantitatively arc not in the
scope of this paper.

5.3. Interpretadon of SAR Contrasts Over Internal Wave
Trains

To interpret SAR signatures of IWs, one should ideally
consider a model of radar backscattering. Radar backscatter­
ing at low to moderate incidence angles, at which SARs op­
erate, can be considered to result from integration of discrete
contributions from surface waves in a wavelength range from
the Bragg wavelength Ai, to several Ai, and has to date been
most successfully described by a Kirchoff model [see Holli­
day et al., I986]. This range in the case of ERS-1 SAR is
from 7 cm to about 20 - 30 cm. We thus can conclude that
SAR backscatter contrasts result from the spectrum variations
in the centimeter-decimeter wavelength range, and we inter­
pret our results in this general sense.
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Figure 16. Model simulation for the case of IW train meas­
ured on August 12, 1994, at very low wind speeds showing
single positive signatures. The model simulation is run for
surface waves with 28 cm. The visual observations are repro­
duced from Figure 6b.

At overthreshold winds (V > 2 mis) centimeter and decime­
ter waves are excited, reaching an equilibrium state in the
background (unperturbed by the short-period IWs), which
gives rise to the wave spectrum capable of producing the
measured radar backscatter. The resulting backscatter con­
trast is, in general, double sign (positive/negative) and the
contrast value is determined by the relation between negative
spectrum variations in the centimeter wavelength range and
negative/positive variations in the decimeter wavelength
range. In the particular case of azimuthally propagating IWs,
positive variations are absent in our model, and the backscat­
ter contrast is expected to be negative, in agreement with the
observations.

At very low wind velocities, only slightly exceeding the
threshold wind speed for some decimeter-scale waves, there
can be positive variations of the wind wave spectrum. The
corresponding very high contrasts result from the very low
level of the background spectrum N0 (see definition (8)).
Similarly, the positive backscatter SAR contrasts (defined by
(1)) obtained at near-threshold wind speeds (see sections 2
and 3) are very strong when compared with the double sign
contrasts in the over threshold case. This is because the near­
threshold background backscatter intensity 10 tends to zero at
such low wind speeds. For the near-threshold wind speeds
the negative spectrum variations are very small (or even non­
existent) compared with the positive part, and the correspond­
ing negative backscatter contrasts are negligible in this case.

The noise level of the SAR is the minimum cross section
cr0 that can be measured. For the ERS-1 Precision Image
(PRI) the quoted Noise Equivalent cr0(NEcr0) is -25 dB, but in
practice this value is slightly lower (-28 dB as measured for
the case of the image background of August 19, 1994).
Below this point any changes in backscatter are not detected
by the radar. In the case of over threshold wind speed images
the background backscatter level is well above the noise level,
and therefore we can observe both positive and negative
variations from the mean background level. The background
backscatter for the image of August 19 is at the noise level of
the SAR, and therefore negative variations of the IW contrast
cannot be observed. The single positive sign signature ob­
served at such low wind speeds can be explained by the steep
decrease of backscatter cross section as the wind speed falls
below the near- threshold.

Given this explanation, it is still necessary to account for
why the SAR intensity 10falls so sharply at the near-threshold
wind speed. For the near-threshold wind speeds some deci-

meter-scale waves are sustained by the wind field, and centi­
meter-scale Bragg waves may or may not exist. In any case,
at such light winds the waves may not be discernable visually
as they have very small amplitudes, but it is important to
stress that they are present and responsible for the noise wave
spectrum (Nnoi«) discussed in the previous section. We sug­
gest that the ambient sea spectrum is too weak to produce
measurable backscatter by the SAR. The background
backscatter level falls to the NEcr0•

The single positive sign IWs are observed as a result of the
very strong modulation to which the decimeter-scale waves
are exposed. Presumably, this modulation is so strong that the
backscatter signal of the strained surface waves over the IW
crests rises above the NEcr0• The wave field within the
antislick bands is characterized by the sharply peaked, long­
crested waves, which were observed traveling with crests
roughly parallel to the axis of the bands. This highly non­
linear character of the wave field in the antislicks is consistent
with the resonant interpretation of the internal-wave/surface­
wave interaction, with preferential growth of surface waves
for which the energy propagation equals the IW phase speed
[see Phillips, 1973]. Gargett and Hughes [1972] observed
the same phenomenon and explained it similarly. The
"monochromatic" type of waves observed also supports such
an interpretation. The IW phase speed was estimated to be C"
= 0.5 mis, for which the resonant surface wavelength unper­
turbed by the IW flow is - 0.6 m, which is about twice the
wavelength of the highly nonlinear wavelets observed. Al­
though at present we cannot explain this disagreement, we
still consider that the sharply peaked surface waves are con­
nected with the resonant effect. The resonance acounts for
the extremely strong modulation that the decimeter-waves en­
counter in order to produce measurable backscatter.

In the model we considered only surface waves excited by
wind, which follow the dispersion relation of linear gravity­
capillary waves ("free" surface waves). According to the
model, free centimeter-scale waves cannot be excited at very
low wind speeds (about 1 mis), and therefore, if a simple
Bragg backscatter radar model is assumed, there should be no
radar signal for ERS-1 SAR. However, the improved model
of radar scattering developed by Holliday et al. [1986] pre­
dicts that radar backscatter at low to moderate incidence
angles is determined both by a Bragg wave and longer waves
(practically up to 2-3 times the Bragg wavelength). There­
fore, even in the absence of centimeter-scale Bragg waves, at
low wind, IWs can be imaged due to decimeter-scale waves.
There is yet another possible mechanism for detection of
antislick bands by SAR at near-threshold winds. According
to our observations (see section 2) the antislick wavelets were
observed as highly nonlinear waves which can be decom­
posed in several harmonics, so that the 7-cm Bragg waves,
for example, could be present as high-order harmonics of the
basic 14-cm wave, 21-cm wave, etc. It should be stressed that
these Bragg waves would not be "free" waves but bound
waves propagating at the same phase speed as the basic har­
monics. If we assume this hypothesis, then the strong single
positive sign radar signature is to be expected and could occur
even for pure Bragg scattering. To test this explanation
quantitatively, the hydrodynamic model would need to
describe modulation by IWs of both free and bound surface
waves; this has not yet been attempted.
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5.4. Contrast Dependence on Wind Speed

Since our observations of SAR contrasts show a clear de­
pendence on wind speed, we seek for a similar dependence in
the model results. For that we have calculated maximum and
minimum contrasts as a function of wind speed for typical
parameters of the IWs that are similar to those observed over
the Iberian shelf. The parameters chosen were C1,11= 0.5 mis,
IW wavelength Arw= 600 m and maximum IW orbital veloc­
ity at the surface U11= 0.35 mis, which are based on our SAR
observations and in situ measurements (it should be noted
here that we define IW wavelength Arw as the length scale
over which a cycle of variations of the surface velocity is ob­
served). Figure 17 presents those results for centimeter (A= 7
cm) and decimeter (A = 21 cm) waves for the cases of range
(k/IK)-propagating and azimuth (k J_ K)-propagating IWs.
We have calculated contrasts for two values of unperturbed
surface pressure n:11, representing relatively "clean" (low con­
tamination) ocean waters (n:11= 0.5 mNlm) and more contami­
nated waters (n:11= 1.5 mNlm) plotted as triangles and squares,
respectively. The behavior of the contrast curves for centime­
ter surface waves is almost identical for both range- and azi­
muth-propagating IWs, therefore we omit the plot for azimuth
IWs. The dashed lines in Figure 17 represent the kinematic
contrast alone, in the absence of films.

Several contrast characteristics can be observed. The first
is the single negative sign character of contrasts for centime­
ter-scale waves at all wind speeds (Figure I7a). This is ob­
served both for surface pressures typical of clean and con­
taminated waters (triangles and squares). One can see that for
low wind speeds in the absence of films the kinematic con­
trast is not negligible. However, even small amounts of sur­
factant (n:11= 0.5 mNlm) can suppress completely the positive
part of the total contrasts in the centimeter-wavelength range.

For decimeter-scale ripples (A = 21 cm), double sign con­
trasts are obtained for clean surfaces (n:0= 0.5 mNlm) at low
wind speeds (2-4 mis), but an increase in surfactant concen­
tration reduces strongly the positive part of the contrasts. It is
seen from Figure l 7b that as surface pressure increases from
0.5 to 1.5 mNlm, the character of the contrasts changes from
double to single negative. It should also be noted that even
small amounts of surfactants arc sufficient to transform sym­
metric double sign contrasts (n:0= 0) into predominantly single
negative contrasts (n:11 = 0.5 mNlm), for which the positive
part of contrasts are significantly less intense then their
negative pairs. We also note here that the mean SAR con­
trasts plotted in Figure 5a for range-travelling IWs lie within
the contrasts predicted by the model both for centimeter and
decimeter waves.

In the case when the IW propagation direction is normal to
the radar look direction the backscatter from surface waves
propagating in the range direction is not modulated by the
straining effect. Figure l 7c presents the contrasts in this
situation for decimeter waves, and as expected, it is seen that
single negative signatures arc predicted (we do not present
contrasts for centimeter waves, as they arc practically the
same as in Figure l 7a). One should stress that the dependen­
cies of contrasts on wind velocity in Figure 17 were calculated
for typical parameters of IWs taken from in situ meas­
urements. Note also that parameters of films used in the
model were obtained from empirical pressure-area curves of
marine films. It is remarkable how well the results of the
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Figure 17. Model predictions of maximum and rrururnum
contrast amplitudes as a function of wind speed for IW pa­
rameters typical of the observations in the study area. The
cases correspondent of "clean" water surface are represented
by the triangles (n:11= 0.5 mN/m) and those of "contaminated"
water surface by squares (n:0 = 1.5 mNlm). Pure hydrody-
namic modulation in the absence of films (n:11= 0) is repre­
sented by the dashed lines. (a) Study case of centimeter (A=
7 cm) surface waves modulated by IWs propagating in the
radar range-direction. (b) Same as in Figure l 7a for decimeter
surface waves ('A.=21 cm). (c) Contrast modulation of
decimeter waves for the case of azimuth- propagating IWs . It
can be seen that single negative sign IWs arc observed always
in the case of azimuth-propagating IWs and for contaminated
water in the case of range-propagating waves.
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SAR observations presented in Figure 5b correspond to the
model contrasts for decimeter waves in Figure 17c. This
gives us confidence that the dependencies expressed in Figure
17 can be used to explain observed mean backscatter con­
trasts.

6. Conclusions
Analysis of an ERS-1 SAR image data set over the western

Iberian shelf zone has revealed three types of SAR signatures
of short-period IWs: double, single negative and single posi­
tive. They correspond respectively to positive/negative,
negative, and positive sign variations of radar backscatter.
The amplitude of the signatures depends on the wind speed,
decreasing as wind speed increases. At low to moderate wind
velocities (but higher than 2 mis), double and single negative
signatures are observed for range-propagating IWs; for
azimuth-propagating IW the negative signatures prevails. At
very low wind velocities (of order 2 mis and less), strong
single positive sign SAR signatures have been observed. This
can be considered as a particular case of IW radar signatures
when the backscatter background level is comparable with the
radar noise level.

Field measurements of IWs simultaneous with ERS-1 SAR
images were carried out during the MORENA cruise in
August 1994. The three types of radar signatures were ob­
served. Visual observations coincident with the IW meas­
urements were of the form of slick bands in a gently rough­
ened ambient sea when winds were about 2-5 mis and were
of the form of antislick bands when the wind speed was lower
than 2 mis. Not simultaneously with satellite, but correspond­
ing to the two types of visual manifestations of IWs, there was
in situ sampling of surfactants at different phases of the IWs.
The visual observations showed the occurence of slick bands
over IW troughs, and the antislicks were located over IW
crests. Measurements of the damping coefficient of capillary­
gravity waves for the sampled films showed that surfactant
concentration over IW troughs is higher than over IW crests.
Film elasticities retrieved from the damping measurements
were found to be higher inside slicks than outside and to agree
roughly with previously measured values. One should note,
however, that the number of samples was small and the
conclusions must therefore be regarded as tentative. Further
measurements and improved sampling procedures are needed.

Model calculations of the internal-wave/surface-wave in­
teraction taking into account both the hydrodynamic
(kinematic) and film effects were conducted for typical
parameters of IWs and films. The hydrodynamic effect pre­
dicts positive/negative variations of the surface wave spec­
trum, and the film effect is responsible mainly for negative
variations. The relation between the two effects depends on
the surface wavelength, wind velocity, and film parameters.
For decimeter-scale waves traveling at small angles to IWs
and for low to moderate winds the kinematic and film effects
are comparable in magnitude, and their combined effect leads
to positive/negative contrasts. The ratio between these posi­
tive/negative contrasts depends on film parameters. The film
contrast is dominant for centimeter-scale waves and for deci­
meter-scale waves in the case of azimuth-traveling IWs. At
very low winds (V < 2mls) decimeter-waves can be excited in
the ambient sea and are strongly intensified due to the hydro­
dynamic effect (resonant interaction). In this case we observe

strong positive SAR contrasts in qualitative agreement with
the modeled contrast values for short wind waves.

Surfactants have a relevant role in the contrasts for centi­
meter and decimeter waves. As the values of surface film
pressure rise, corresponding to higher concentration of surfac­
tants in the surface microlayer, the double sign
(positive/negative) contrast ratios are reduced, and the SAR
signatures are expected to turn to single negative. The model
can explain the three types of SAR signatures observed in the
study case, and their occurrence is determined by variation of
two main physical parameters: wind speed and film pressure.
Overall, the consistency between observations and the model
developed in this paper lead us to the conclusion that the
combination of both hydrodynamic and film modulation
processes is not only possible but necessary to account for the
observed IW features on ERS SAR images at low to moderate
wind speeds.
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Role of surface films in ERS SAR signatures of internal waves
on the shelf
2. Internal tidal waves

S. A. Ermakov
Institute of Applied Physics. Russian Academy of Sciences, Niyzhniy Novgorod, Russia

J. C. B. da Silva and I. S. Robinson
Department of Oceanography, Southampton Oceanography Centre. University or Southampton, Southampton
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Abstract. Analysis of ERS-1 synthetic aperture radar (SAR) images over the Iberian shelf
shows that they contain the signatures of large-scale banded structures with characteristic
wavelengths of 10-20 km, parallel to the shelf break. Their consistency with the structure of
internal tides leads to the conclusion that they are the surface manifestations of internal tidal
waves. The effect of imaging of such large· scale phenomena by SAR operating in L, C and
X bands cannot be explained by conventionai hydrodynamic modulation models based on the
effect of straining of surface wind waves due to the internal tidal currents. An alternative
explanation is described by an analysis of modulation of centimeter- and decimeter-scale
surface waves caused by the redistribution of surface-active substances by internal tidal
currents. Model calculations of variations of the wind wave spectrum across the internal tide
profile are presented; an empirical film pressure-area equation and the results of thermistor
chain measurements of internal tidal waves in the study area were used in the modeling. The
effect of additional modulation of short surface waves due to variations of wind velocity
relative to the internal tidal current is also estimated. It is demonstrated that modulation of
centimeter-decimeter wind waves in the presence of surfactant films is the dominant factor
and can explain the effect of internal tidal wave imaging by SAR.

1. Introduction

Short-period internal waves (IWs) having wavelengths of
the order of 1 km are known to be imaged by synthetic aper­
ture radars (SARs) as systems of bright and/or dark bands on
the image; the periods of which correspond to the spatial
scales of the !Ws. The commonly accepted imaging mecha­
nism is based on hydrodynamic modulation models [see, e.g.,
Hughes, 1978; Alpers, 1985] in which the straining of surface
waves due to IW orbital currents is shown to cause modula­
tion of decimeter-scale surface waves, which have group ve­
locities close to the IW phase velocity. Another requirement
for this mechanism to be effective is that the relaxation length
scale of the surface waves should be of the same order as, or
longer than, the JW wavelengths. The relaxation length is the
distance the waves propagate in the time it takes for a pertur­
bation of the wave energy to relax to the equilibrium
spectrum under the influence of wind forcing and dissipation
processes. The apparent success of this approach to the
interpretation of SAR images has tended to encourage the
assumption that image variability at longer length scales
should not be associated directly with ocean dynamical
processes.

Copyright 1998 by the American Geophysical Union.
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However large-scale periodic bands having I0-20-km
length scales characteristic of internal tidal waves can be seen
in SAR images over the shelf sea regions. It will be clearly
demonstrated in this paper, which examines images over the
Iberian shelf off the coast of Portugal, that these are related to
the on-shelf propagation of internal tidal waves (ITWs). Pin­
gree and Ne11•[1995] recently presented evidence for imaging
of ITWs in the visible and infrared ranges obtained from sat­
ellite observations of the Bay of Biscay, although the imaging
mechanism, as they mentioned, was not clear. Surprisingly,
such evident phenomena seem to have received very little
mention in the SAR literature, except for an allusion by Fu
and Holt [1982]. The effect cannot be explained by the con­
ventionally accepted IW imaging mechanism connected with
hydrodynamic modulation of short wind waves. For wave­
lengths of order 10-20 km and semidiurnal tidal timescales
the straining effect of the ITW surface current becomes negli­
gible for decimeter-scale waves, and the relaxation lengths of
short wind waves are much less than the scale of the tidal
phenomenon. An alternative suggestion is that the dominant
wind waves ( 10 m or greater), which have a longer relaxation
time, might be strain modulated by the internal tidal currents
and, in turn, modulate centimeter-decimeter-waves which
control the radar backscatter. However, there is no possibility
of phase coupling between the group velocities of the surface
waves and the ITW phase velocity, and this hypothesis must
also be rejected.
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To find a satisfactory explanation for the imaging by SAR
of ITWs, it is necessary to consider their modulating effect on
surface films, which results in spatial variability of the equi­
librium amplitude of the short waves which influence radar
backscatter. Ermakov and Pelinovsky [1984] and Ermakov et
al. [1992] have shown how the surface film properties are
altered by the redistribution of surfactants in the IW surface
current field. In an accompanying paper [da Silva et al., this
issue] (hereinafter referred to as paper 1) a model is
developed to account for the combined modulation of short
wind waves by the hydrodynamic straining and film
redistribution effect of short-period !Ws. There it is
demonstrated that such an approach is necessary to provide a
satisfactory explanation of the variety of different types of
SAR signatures of short-period !Ws (i.e., single negative and
single positive signatures as well as the double sign
phenomenon treated by the hydrodynamic straining
approach). In this paper the same approach is applied to the
case of larger-scale internal waves of tidal period. It will be
shown that the hydrodynamic straining is ineffective as an
imaging mechanism, but the film effect can account for
sufficiently strong modulation to explain SAR imaging of
internal tides.

2. Observations

The area in which the ITWs have been studied is the
Iberian Shelf, shown with the bottom topography in Figure I.
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Figure 1. Bottom topography of the Iberian Shelf (studied
area near parallel 41°N) where the in situ measurements were
acquired in summer I994 during the Multidisciplinary
Oceanographic Research on the Eastern Boundary of the
North Atlantic (MORENA 3B) cruise showing evidence of
internal wave activity (short and large-period !Ws). Two
frames of ERS-1 synthetic aperture radar (SAR) images are
shown (labeled images I and 2). Location of a moored buoy
is marked.

Hours after 0600 UTC

Figure 2. The l6°C isotherm is plotted and is assumed to
represent the thermocline displacement during the measure­
ments conducted on August 8, 1994. The isotherm shows a
tidal-period of a large scale IW. Phase-locked on the large-pe­
riod internal tidal wave (ITW) is a packet of several solitary
IWs moving with the same propagation speed as the ITW.

It can be characterized by a shallow water zone and sharp
continental break at which internal tidal waves are generated
by a barotropic tide. A number of observations of semi­
diurnal internal tides have been conducted on the Australian
shelf [Holloway, 1994], on the Malin shelf [Sherwin, 1988],
in the Bay of Biscay [Pingree and New, 1989] etc. (see also
Huthnance [1989], where a comprehensive list of observa­
tions of ITWs is given). Until recently, there were no pub­
lished results about ITWs on the Iberian shelf. In August
1994, as part of the Multidisciplinary Oceanographic Re­
search on the Eastern Boundary of the North Atlantic
(MORENA) 3 cruise, measurements of internal tides on the
western Iberian shelf were made [see Jeans and Sherwin,
1996]. Moored thermistor chain measurements were con­
ducted from a buoy in August 1994 and allowed us to deduce
the thermocline displacement; the buoy location is shown in
Figure 1. An example of the buoy measurements on August
8, 1994, is given in Figure 2, which shows ITWs which are
supposed to be generated by a barotropic tidal flow over the
shelf break [Maxworthy, 1979; Baines, I982]; a packet of
short-period !Ws phase-locked to the ITWs is also seen in
Figure 2. A typical sharp thermocline was observed in the
test area, the thermocline depth was of order 20-25 m,
thermocline displacements of tidal periods are about 4-9 m
(D. R. G. Jeans, personal communication, 1997), and phase
velocities of the ITWs were estimated to be about 0.5 m/s.
The estimation of IW phase speed was based on consecutive
thermistor chain measurements of thermocline displacements
at different locations on the shelf [Jeans and Sherwin, 1996]
and is in good agreement with the estimate made from ERS
SAR images [see da Silva et al., 1997].

An example of an ERS-1 SAR image of the area is pre­
sented in Figure 3a. Groups of bright and dark periodic bands
(wavelength about 0.3-0.5 km) spaced about I5-20 km apart
are associated with short-period IWs. It should be noticed,
however, that another distinctive feature of this image is the
distribution of large-scale dark and bright bands in phase with
the groups of short-period bands. This is not an isolated ex­
ample of such large-scale banded structures. As another ex-
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Figure 3. (a) ERS-1 SAR image 1 (orbit: 10481; frame: 819; date: July 17, 1993). The inset box on the bottom
right corner is a zoom in the "xy" region of the image showing short-scale IW signatures. (b) "AB" is a smoothed
backscatter profile across the shelf zone (along the line "AB") showing large-scale image contrast variations due
to internal tides. Profile "CD" is a fraction of the image data without the low-pass filter applied and shows shc.t­
period IWs which are phase-locked with the internal tide. High-resolution image profile "xy" is also presented,
showing a packet ofIW solitons.

ample, Figure 4a is an image (image 2) acquired 1 year earlier
on July 26, 1992. This image was filtered in order to remove
the high-frequency signatures of short-period IWs and en­
hance the large-scale bands. The large-scale periodicity is
more clearly demonstrated in Figures 3b and 4b, where
backscatter profiles from the images along the lines perpen-

dicular to the bands are shown. The period of these large­
scale bands is about 10-20 km. The mean trend of the
backscatter in Figures 3b and 4b is due to the normalised
radar cross section (NRCS) decrease with the local incidence
angle. A fragment of a backscatter profile ("xy") without the
low-pass filter applied is also presented in Figure 3b, showing
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Figure 4. (a) ERS-1 SAR image (orbit: 5378; frame: 2799) labeled 2 in Figure 1, acquired on July 26, 1992, at
1120 UTC during a descending orbit of the satellite. Both short-period and large-period IW signatures are seen.
(b) A smoothed backscatter profile along the line "ij'' marked in Figure 4a showing the signature of ITWs.
Modulation as high as 1 dB is apparent. Wind velocity is 4 mis from 3 l 5°N.

short-period variations associated with a packet of short­
period IW solitons in a corresponding phase of the large-scale
variations. The large-scale bands are parallel to the shelf
break, they have wavelengths typical of internal tidal waves,
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Figure 4. (continued)
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and it is reasonable to assume that they are the radar signa­
tures of internal tides. Similar large-scale bands are often
seen in SAR images over the shelf, and it is difficult to con­
ceive another origin for these bands which would be topog­
raphically locked. We have noticed, however, that at very
low wind the large-scale bands are usually not discernible in
the images, the effect being masked by manifestations of
wind irregularities. Our object in the rest of this paper is to
show that contrary to the imp.ications of previous models of
surface roughness modulations by !Ws, there is a satisfactory
mechanism which can account for the radar imaging of such
large-scale ITWs.

3. Model of Modulation
When studying the action of ITWs on short wind waves,

we shall follow a model developed in paper 1. Here we
60 reproduce only the general equations of the model. The wind

wave spectrum variations due to ITW surface currents can be
described by the balance equation for the spectral density of
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wave action N(k, x, t) [see e.g., Hasselmann, 1968; Keller
and Wright, 1975; Willebrand, 1975]

dNdt = (p -y )N -oN2

with the right-hand side in the form suggested by Hughes
[1978]. Here N(k, x, t) = pco(k)S/k, where S denotes the sur­
face wave height spectrum, co(k) the intrinsic frequency of
surface waves, p and y the wind wave growth rate and the
wave damping coefficient, respectively, and o is a phenome­
nological coefficient in the last term of (I), describing non­
linear limitation of the wind wave spectrum. Note that in the
right-hand side of (I) we have neglected nonlinear wave­
wave interaction and wave-breaking terms [see, e.g.,
Hasselman, 1968]. Although we assume that these terms
should be small compared to wind wave input and film
damping, the assumption should be tested in particular cases.

The wave damping coefficient depends on the film elas­
ticity parameter E, and film elasticity can vary because of
variations of surfactant concentration r in the ITW orbital
surface velocity field U(x, t). The surfactant concentration r
on the sea surface can be described by the conservation equa­
tion in the form

ar + div(fU) = o,at
where, for simplicity, processes of surface diffusion and sur­
factant exchange with subsurface layers are neglected.

Assuming that the internal wave velocity field can be de­
scribed by a stationary profile in the form

where U111 is the mean current velocity and U1w(x-Cpt) propa­
gates at a fixed velocity CP, the steady state solution of (2)
can be written as

where r is the unperturbed surfactant concentration
when U1w0= 0. It should be noted that the IW orbital ve­
locities on the sea surface are in counterphase with the ther­
mocline displacements, and according to (2) this implies that
there is increased surfactant concentration above wave
troughs [see, e.g., Ermakov and Pelinovsky, 1984].

Since the relaxation times of centimeter- and decimeter­
scale waves which are of order CP -y )-1 are small compared
with ITW periods, we can neglect the straining effect due to
ITWs and consider the wave spectrum to be close to the local
equilibrium spectrum. The equilibrium spectrum is found
from (1) by setting (dN/dt) = 0. Then the relative spectrum
variation (contrast) is given by

K = N(k, x, t)IN0 - 1

and can be written as a sum of the "film" and the "wind"
contrasts, which are equal, respectively, to

y -Yo
Krnm=-Po-Yo

and

(1)

P-Po
Kwind = p0 -Yo (6)

(2)

In (4)-(6), N 0, p0, and Yo are the unperturbed spectral den­
sity of wave action, the coefficient of wind wave growth, and
the coefficient of wind wave damping, respectively,
nominally in the absence of internal tide flow. The film
contrast describes spectrum variations due to variations of
wave damping caused by the surfactant redistribution in the
ITW current field. The wind contrast corresponds to
variations of wind wave growth due to varying relative wind
velocity, which is V - U(x, t) (here V is the mean wind
velocity). Note that the expression for the film contrast (5) is
similar to that obtained in paper 1, where the separation of
film and straining effects requires an approximation to be
made. The difference from paper I is that in this case, where
the straining effect is negligibly small, expressions (5) and (6)
are much better approximations and are valid even for strong
spectrum variations.

Following paper I, we have used for calculations of the
spectrum contrasts the dependence of the damping rate y on
film elasticity E for pure elastic films [see Lucassen-Reynders
and Lucassen, 1969; paper 1, equation (4)], and the virial
equation relating film pressure and surfactant concentration as
deduced from empirical data on marine films [see Frew and
Nelson, 1992; Barger and Means, 1985]. We used the virial
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(4) Figure 5. (a) Surface velocity field retrieved from the buoy
thermistor measurements of August 8, 1994, and correspond­
ing calculated variations of (b) surfactant concentration and
(c) film pressure across the shelf. Solid lines correspond to
the smoothed velocity profile, and dotted lines correspond to
the unsmoothed profile and describe variations due to both
tidal-period and short-period !Ws.

(5)
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equation with coefficients averaged over those obtained for
marine films from coastal productive areas. An expression
for the film elasticity parameter deduced from the virial
equation is given in paper 1.

4. Model Results
In the absence of in situ measurements coincident in time

with SAR observations of the internal tide we sought simply
to model the response of the surface film modulation to the
velocity field associated with a typical internal tide. Surface
currents were deduced from moored thermistor chain
measurements of the thermocline displacement conducted on
August 8, 1994. The surface currents were estimated using a
two-layer model of stratification. The accuracy of this
estimation was tested for simultaneous thermistor chain and
direct current ADCP measurements of short-period !Ws, and
the measured and retrieved current velocities were shown to
be in good agreement (see paper 1). Figure 5a shows a
surface velocity profile retrieved from the thermistor
measurements. Estimation of the IW phase velocity enabled
us to interpret the time series of thermistor measurements as a
function of distance across the shelf. This estimation (see
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also paper 1) was based on the arrival time of the leading
soliton of the main IW packet at the buoy and its position on a
SAR image acquired on August 8, 1994.

The curve fit on the high-frequency velocity profile (Figure
5a) demonstrates the low-frequency (large-scale) internal tide
oscillations. Figures 5b and 5c show the calculated profiles
of relative surfactant concentration and corresponding
variations of film pressure based on an undisturbed film
pressure value 7t0= 0.75 mN/m.

The calculated film and combined contrasts are presented
in Figure 6 for surface wavelengths of 7, 14, and 21 cm and
for the wind conditions at the time of acquisition of the SAR
image in Figure 3a (wind direction, 320°; wind velocity, 5.5
m/s). For comparison, variations of the surface wave spec­
trum for the unsmoothed velocity profile of Figure 5a were
calculated following paper 1. These are shown as dotted lines
in Figure 6, clearly demonstrating the significance of the
straining (hydrodynamic) effect for short-period !Ws and its
insignificance for ITWs. For 7 cm waves, Figure 6 demon­
strates strong wave damping over ITW troughs due to the film
effect which results in a tidal wavelength contrast profile.
The film contrast for the geometry of observations on July 17,
1993, dominates over the wind contrast for centimeter-scale

Film modulation
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Figure 6. Model variations of the surface wave spectrum calculated separately for the kinematic, film, and wind
modulation. The combined effect of the three contrasts is also shown at given surface wavelengths of (a) 7 cm
(ERS-1 SAR Bragg wavelength), (b) 14 cm, and (c) 21 cm. The model results are presented for the conditions ob­
served in SAR image shown in Figure 3a (wind velocity 5.5 mis, direction 320°N). The solid lines correspond to
the spectrum variations due to ITW alone, while the dotted lines are for the unsmoothed surface velocity field and
incorporate effects from both short-period and internal tidal waves.
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waves. With increasing wavelength of wind waves the film
contrast decreases and becomes comparable with the wind
contrast in the decimeter-wavelength range. The wind con­
ditions for the image acquired on July 26, 1992, are similar to
those on July 17, 1993, so that a similar conclusion follows
from the contrast modeling.

From the model results presented, it follows that for centi­
meter-scale waves the film contrast is negative and large; that
is centimeter-scale waves are damped strongly over ITW
troughs, and over ITW crests the contrast is positive and com­
paratively weak. Wind modulation is small in the cases when
the angle between the wind and ITW propagation directions is
quite large, as in the cases analyzed above. But the wind
modulation can be important, at least for decimeter-scale
waves, if the wind velocity is nearly parallel to the ITW
propagation direction. To investigate the wind effect, we cal­
culated contrasts for the cases when wind velocity is directed
toward the shore (wind velocity and ITW wave vector are par­
allel) and when wind velocity is antiparallel to the ITW wave
vector. The wind modulation and total modulation due to
ITWs for 7-cm-scale surface waves are plotted in Figure 7a
for the case when wind velocity is parallel to the ITW wave
vector and in Figure 7b when the wind and the ITW wave
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vector are antiparallel. When the wind is parallel to the ITW
propagation direction, both film and wind modulation are in
phase, thus enhancing the combined effect. If the wind and
the internal tide propagation directions are opposite to each
other, the film and wind effects act in antiphase, and they can
partly compensate each other. In this case, internal tide im­
aging is expected to be less clear than in the previous case.
We thus can expect that ITWs should be more readily visible
if wind and ITW propagation direction are parallel.

5. Discussion
As is seen from the model results presented, the film

modulation can give strong variability of the spectrum of
short wind waves. Now we discuss how sensitive the
spectrum variations responsible for ITW imaging are to the
parameters of the model, particularly to the undisturbed film
pressure, the amplitude of ITWs, and the wind velocity and
direction. Since the film effect dominates for centimeter-scale
waves, we present the sensitivity analysis only for the Bragg
7-cm waves. Figure 8a shows the spectrum film contrast at
different pressure values of 1, 0.75, 0.5, and 0.25 mN/m,
where the wind velocity and amplitude of ITW are assumed
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Figure 7. Model wind and combined contrasts when wind velocity and the ITW propagation directions are (a)
parallel and (b) antiparallel. Wind velocity is 4 mis, and unperturbed film pressure is 0.75 mN/m. The surface
wavelengths are 7 cm.



ERMAKOV ET AL.: INTERNAL TIDES IMAGED BY SAR

a

0.5
~
"'
~ ~0 -----u 0.0~ .:-::-:u---=- •E .... _,K·. -"' .~· -r .. •· • .:J---------------

//
I '

I I
I

\\
' I

\ I

I

rro (mN/m)
___ J_()
- - - - () 75

() 5
--·· - 025

-0.5

5 10 15 20 25

Distance (km)

1.0, , , , , , , • • • • • • • • • • • • • • • • • • • • I

b

0.5
~e
;::
8 0.0
E
ti: I

I I
I
I

Nonlinearity Parameter
____ (U5

0.11
OJI

-0.5

Distance (km)

8041

1.0 ,, "
c

0.5

-0.5
Wind Speeds (mis)

7
- - - - 5
---4

20 2510 155

Distance (kin)

Wind Angle e
___ 60
- - - - 45
.......... 30___ ()

d

0.5
-r:e
;::
8 0.0
§
Li:

-----

-0.5

5 20 2510 15
Distance (km)

Figure 8. Film contrasts for 7-cm-scale surface waves at different (a) film pressure values, (b) ITW nonlinearity
parameters, (c) wind velocities, and (d) wind directions.

to be the same as in Figures 5 and 6. Figure 8b presents film
contrasts at different values of the nonlinearity parameter of
ITWs, which is defined as a ratio of the thermocline
amplitude to the thermocline depth (here the film pressure
assumed was 0.75 mN/m, and wind conditions were as in
Figure Sa). For the given amplitude of the thermocline
elevation, in particular, the variations of the nonlinearity
parameter in Figure Sb correspond to variations of the
thermocline depth of about 3 m. The film contrast at different
wind velocities and wind directions is presented in Figures Sc
and Sd (at the nonlinearity parameter of 0.33 and rc0 == 0.75
mN/m). From the results we conclude that the film contrast is
quite sensitive to variations of the model parameters,
especially to the nonlinearity parameter and the initial
pressure value. This strong sensitivity is not surprising
because the two parameters determine variations of the film
elasticity over ITWs and, consequently, variations of the
wave damping coefficient. The last dramatically depends on
the elasticity value, so that even small changes of the
elasticity variations can lead to strong differences in the
damping coefficient. It should also be noted that all the
model results were obtained for particular averaged
coefficients in the virial equation and that for a particular film
the contrasts can differ from those estimated above.

In the model we neglected relaxation processes in surf­
actant films. This relaxation can be connected with turbulent
mixing and the diffusion of surfactants to subsurface layers
and also with horizontal turbulent diffusion. At present the
relaxation processes for surfactant films are not well under­
stood. Diffusion relaxation times are small for soluble surf­
actants, and these are not expected to play an important role
in wave damping variations with ITW periods. However, for
insoluble surfactants (which are responsible for the strongest
wave damping), vertical mixing and diffusion is expected to
be weak, at least at low wind speeds. The characteristic time
1 of horizontal diffusion can be estimated roughly as L2/D,
where L is the ITW wavelength and D is the eddy viscosity
coefficient. For D values < 108-109 cm2/s (which is typical
for horizontal diffusion in the ocean, see, e.g., LeB/ond and
Mysak [1978], 1 is of the order of tens of hours, i.e., larger
than the lTW periods, so that horizontal diffusion can be neg­
lected.

The predicted effect on a radar image of the calculated
modulation of the wave spectra depends on the radar model
used. For ERS SAR at incidence angle 23° the Bragg wave­
length is 7 cm, and if a simple Bragg model is applied, the
spectrum contrast at 7 cm should represent the expected
image contrast. Although the spectral variations at
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wavelength of 7 cm in Figure 6a overestimate the intensity of
the SAR image variations, it follows from Figure 8 that
realistic parameters of the model can be chosen for which
model contrasts at a wavelength of 7 cm fit well to the
observed radar intensity variations. We thus conclude that the
presented hydrodynamic model incorporating the effect of
film damping on short wind waves can give a realistic
explanation for the phenomenon of SAR imaging of internal
tidal waves.

Additionally, it should be noted that according to field ob­
servations [see Mitsuyasu and Honda, 1982; Ermakov et al.,
1986; Wei and Wu, 1992], wind stress (friction velocity)
decreases over surface slick regions by up to I0-20%. There­
fore variations of surfactant concentration due to ITWs could
result in additional modulation of wind wave growth of short
surface waves with consequent intensification of the expected
contrasts. Although this effect could also be significant, we
did not take it into account since this effect has not been
studied in sufficient detail to parameterize it in the model.

At low to moderate incidence angle range, which is the
case for ERS SAR, an improved backscatter model [see Hol­
liday et al., 1986] has been proposed for interpretation of the
SAR sea surface imaging. This model suggests that the con­
tribution to the ERS SAR imaging is determined by surface
waves from 7 to about 20 cm (up to 2-3 Bragg wavelengths).
Since our model-predicted variations at decimeter-scale
wavelengths (I 0-20 cm) are smaller than for centimeter-scale
wavelengths, the resulting radar contrasts in the frame of Hol­
liday et al.'s model would be smaller and less sensitive to the
film parameters, although the order of magnitude is expected
to be the same as estimated for the Bragg model. There is
therefore scope for more detailed analysis of SAR imaging of
the sea surface using Holliday at al.'s model and incorporat­
ing the film effect.

Finally, we note that this explanation of radar imaging of
ITWs can also provide the basis for interpreting other large­
scale phenomena which may be encountered in radar images
when the prevailing wind is no more than 7 mis. Unlike the
hydrodynamic modulation model, the length scale of the phe­
nomenon to be imaged is not restricted to the relaxation
length scale but may be tens of kilometers at least. Neither
need its timescale be restricted to a few minutes but can be 5 -
30 hours. Thus surface convergences at fronts, or the surface
currents in an upwelling zone, may cause surface film
redistribution, giving rise to patterns of backscatter
modulation which reveal the underlying dynamical
phenomenon in SAR images. In principle, as long as the
process is able to maintain a sufficiently strong gradient of
surface film properties against the naturally occurring
diffusion and dispersion of the film, it is capable of being
imaged by SAR. Note, however, that if current gradients are
strong, the hydrodynamic modulation cannot be neglected
and may lead to wave intensification superimposed on the
damping effects of films. In those circumstances both effects
are important and must be taken into account to describe the
radar images. To determine whether this occurs in practice
will require the modeling approach presented here to be
adapted for the particular dynamical circumstances.
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ERS-1/2 orbit improvement using TOPEX/POSEIDON:
The 2 cm challenge
P.-Y. Le Traon and F. Ogor
Collectc, Localisation, Satellites Space Oceanography Division. Ramonville Saint-Agne, France

Abstract. The ERS orbit error reduction method using TOPEXIPOSEIDON (TIP) data
as a reference [Le Traon et al., 1995a] was applied to ERS-1 cycles from phases C, E, F,
and G and to the first 16 cycles of the ERS-2 mission (phase A). TIP M-GDR
(geophysical data record) (version C) and ERS-112 ocean product (OPR) data were used.
ERS-112 orbits are the 0-PAF (processing and archiving facility) orbits and, when
necessary, ERS-1/2 altimetric corrections were updated to make the TIP and ERS-112
corrections homogeneous. The adjustment method has been refined, and formal error on
the estimation is now calculated. The ERS-112 orbit error estimation is thus estimated to
be precise to within about 2 cm root-mean-square (rms). E-E crossover differences arc
reduced from 12 to 17 cm to only 6.5 cm rms for all processed cycles. Similarly, the T/P-E
crossover differences are reduced from 11 to 14 cm to only 7 cm rms. The adjusted 0-PAF
orbit error varies between 6 and 12 cm rms. The adjustment has also been performed for
the Joint Gravity Model 3(JGM 3) orbits of ERS-1 phases C, E, and F. The rms
difference between the corrected orbits for the 0-PAF and JGM 3 orbits is only about 1
cm rms, while it is about 11 cm before TIP orbit error correction. This shows that the
adjustment is almost insensitive to the initial ERS-1 orbit used. It also confirms the 2 cm
precision of the method. We also do repeat-track analysis on the 35 day repeat cycles of
ERS-1 phase C. The mean difference in sea level variance before and after orbit error
correction is 34 cm2 (D-PAF orbit) and 17 cm2 (JGM 3 orbit). The corrected ERS-1 and
TIP sea level variabilities, however, are in excellent agreement. The study thus shows that
ERS-1/2 orbit error must be corrected before analyzing large-scale oceanic signals and
combining ERS-1/2 with T/P data. The proposed method provides a very effective
correction and thus significantly enhances the quality of ERS-1/2 data. Corresponding data
sets will be distributed to the scientific community by Archiving, Validation, and
Interpretation of Satellite Oceanographic Data (AVISO).

1. Introduction
Since the launch of TOPEXIPOSEIDON (TIP) in August

1992, several altimetric satellites (TIP. ERS-1, and ERS-2)
have heen flying simultaneously. This is likely to recur in the
future with the Geosat follow-on, Envisat, and Jason missions.
While TIP. with its unprecedented accuracy, has provided a
new picture of the ocean, it cannot observe the full spectrum of
the sea level and oceanic circulation. At least one more mission
is needed, in particular, to resolve the mcsoscalc oceanic cir­
culation. The ERS satellites are thus an excellent complement
for TIP sampling. They provide a good resolution of the me­
soscale oceanic circulation [e.g., Hernandez et al., 1995] while
TIP provides the large-scale oceanic circulation. They also pro­
vide coverage at high latitudes.

Merging the different altimetric data sets will provide hetter
mappings of sea level variation and the geoid (or more exactly
the mean sea surface) [e.g., Rapp et al., 1994;P. Mazzcga et al.,
Maps of the mean sea surface and corresponding gravity
anomalies from ERS-1 geodetic mission, submitted to the
Journal of Geophysical Research, 1996]. Merging multisatellitc
data sets requires homogeneous, intercalibrated data sets. This
means first that the same altimetric corrections should he used

Copyright 1998 by the American Geophysical Union.

Paper number 97JC01917.
0148-0227/98/97JC-Ol917$09.00

(same tidal models, same meteorological models for inverse
barometer and dry tropospheric corrections, etc.) and that
orhits should generally he calculated with the same geopoten­
tial model and with consistent reference systems. To obtain
intercalibratcd data sets, we recommend using the most pre­
cise altimetric missions (TIP, Jason) as a reference for the
other altimetric missions. This method has been shown to
provide very good results with ERS-1 [Le Traon et al., I995a, b;
Carnochan et al., 1995]. Although ERS-112 orhit accuracy has
been significantly improved since these studies, TIP is still
much more precise. The ERS-112 orbits are accurate to within
about 7-10 cm [Sclwn-oo et al., 1994;Massmann et al., 1997]
while TIP accuracy is 2 cm [e.g., Fu et al., 1994; Tapley et al.,
1996]. In addition, contrary to TIP, the altimctric data them­
selves are generally used in ERS-1/2 orhit determination.
The purpose of the paper is to demonstrate that TIP can

dramatically improve ERS-1/2 orbit accuracy and that the tech­
nique proposed hy Le Traon et al. [l995a] is very effective at
providing homogeneous and intercalibrated altimetric data
sets. The paper is organized as follows. The ERS orbit error
reduction method is hriefly described in section 2, and the
accuracy of the fit is analyzed in section 3. The method is then
applied to the ERS-1 35 day repeat cycle mission (phase C),
the ERS-1 geodetic mission (phases E and F), the second
ERS-1 35 day repeat cycle mission (phase G), and the first 16
cycles of the ERS-2 35 day repeat cycle mission (phase A).
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Results are discussed in section 4. Analysis of sea level vari­
ability is performed in section 5 to demonstrate the improve­
ment in ERS-112 data accuracy. The main conclusions and
perspectives are given in section 6.

2. ERS Orbit Error Reduction Method
The ERS orbit error reduction method is described in detail

by Le Traon et al. (1995a] and is only summarized here. The
method is based on global minimization of TIP-E and E-E
crossover differences. TIP-E crossover differences give an es­
timate of the ERS orbit almost directly, leading to a "geomet­
ric" estimation of orbit error. Smoothing cubic spline functions
[Hayes, 1974] are then used to obtain a continuous estimation
of orbit error over time. E-E crossovers further constrain the
solution; this is particularly useful at high latitudes where there
are no TIP-E crossovers.
The cubic spline representation of the ERS orbit error E(t)

is given by

!.:+4

E(t) = L ckNk(t)
k~l

Nk(t) is the so-called normalized third-degree B spline defined
on knots lk, i.,1, lk+2, lk+3, and lk+4· The ERS orbit error
reduction therefore consists of determining the K + 4 coeffi­
cients ck which minimize the function F (c 1, c 2, • • • , c K)

where dc(t;) is the dual crossover difference (TIP-ERS) at
crossover i, which provides a direct estimate of ERS orbit error
E ( t;); t1", ti"' and d1 are the times of the ascending and
descending arcs and the ERS-ERS crossover differences at
crossover i. respectively; N is the number of TIP-E dual cross­
overs; M is the number of E-E crossovers; and W; are the
weights for each observation.

To avoid removing part of the oceanic signal in the adjust­
ment, the method applied by Le Traon et al. [1995a, b] only
used TIP-E and E-E crossovers with time differences below 5
days. The method has now been somewhat refined. For TIP-E
crossovers the TIP sea surface height estimation is linearly
interpolated from the two TIP cycles surrounding the ERS arc
(the two TIP cycles are separated by 10 days, the TIP cycle
duration). This provides an estimate of the sea surface height
at the time of the ERS arc and minimizes the oceanic signal
contribution in the T/P-E crossover differences. E-E crossovers
with time differences of up to 10 days are now also used but
with weights w; depending linearly on time differences.
Weights decrease by a factor of 2 from 0 to 10 days. This was
derived from an analysis of E-E crossover differences since
weights should be inversely proportional to the root-mean­
square (rms) crossover differences. The weights for TIP-E
crossovers correspond to the weights of E-E crossovers with no
time differences. At latitudes over 66°, where there are no
TIP-E crossovers, the E-E crossover weights are multiplied by
2 to better constrain the solution, as explained by Le Traon et
al. [1995a]; see also the discussion in section 3. Note, however,
that there is no downweighting for the larger number of cross­
overs at high latitudes. T/P-E and E-E crossovers in shallow
regions (<200 m) are not used in the minimization.

The strategy for positioning the knots was also slightly mod­
ified. Two knots are initially placed at the first and last TIP-E
crossovers on a given ERS arc. When the two knots are more
than 10,000 km apart and there are more than 20 TIP-E cross­
overs on the arc, an extra knot is placed at the middle T/P-E
crossover on the arc. If the two knots are less than 5000 km
apart or if there are fewer than 10TIP-E crossovers on the arc,
the second knot is removed. This typically corresponds to 2500
knots in all for about 50,000 dual crossovers and 20,000 single
ERS-1 crossovers for a full 35 day cycle.

(1)

3. Accuracy of ERS Orbit Error Estimation
The adjustment of ERS data using TIP as a reference was

previously shown to provide a very good estimate of ERS orbit
error. This was assessed through crossover and repeat-track
analysis before and after orbit error correction [Le Traon et al.,
1995a, b]. For a more quantitative assessment the formal error
on the estimation is now calculated. The formal error is de­
rived from standard least squares theory, but the calculation is
complicated by the spline representation. The ERS orbit error
estimation consists of minimizing the function F. F can be
written as (AX-B) (AX-B)T, where X is the vector of un­
knowns, i.e., the spline coefficients ck. The standard least
squares solution is X = (A 7A) - 1 A 7B, and the covariance
matrix of X, Cov (X) is given by Cov (X) = (A 'A) - 1u2, where
u2 is the least squares residual (F) after minimization.
To obtain the error on the orbit estimation E(t) from the

error on X, the nondiagonal terms of Cov (X) have to be taken
into account

(2) K +4 K -'-4

(£(t)2) = L L (c,c,)Ndt)Ni(t)
k~ I k'> I

(3)

This implies calculating the inverse of the normal matrix A 'A
and estimating the variance of the error on the orbit error
estimation (£(t)2) for any given t , given (3). This represents
the fitting error only, which depends on the number and posi­
tion of spline knots and on the least squares residual. It will not
include the error due to orbit or large-scale errors unresolved
by the spline representation.
The error estimate was used to refine the strategy for choos­

ing the position of spline knots (see section 3). Plate la shows
the estimated formal error when only TfP.-E crossovers are
used in the adjustment. The error is below 3 cm for latitudes
below 66° and can reach 5 cm at high latitudes. The Mediter­
ranean is also not very well constrained because of its geom­
etry. This confirms, nevertheless, the very good fit obtained
with the TIP-E crossovers. When the E-E crossovers are used,
the error decreases to less than 2 cm below 66° and to about 3
cm at higher latitudes and in the Mediterranean (Plate lb).
With the overweighting of E-E crossovers at high latitudes the
error is much more uniform, but given the overweighting, the
result is not really representative of the true accuracy.

4. Application
4.1. Data
The method was applied to (1) ERS-1 cycles 6-18 of the first
35 day repeat cycle mission (October 1992 to December 1993)
(ERS-1 phase C), (2) the two ERS-1 168 day cycles (geodetic
mission) (ERS-1 phases E and F) split into eight subcycles of
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Plate I. Formal error on ERS orbit error estimation (in centimeters) when (a) only TOPEX/POSEIDON
(T/P)-E crossover- arc used in the minimization and (b ) when T/P-E and E-E crossovers arc used in the
minimization.

37 days and tw» subcyclc-, of 211day-, (April 199-1 to March
1995 ). (3) E RS- I cycles 1-13 of the second 35 dav repeat cycle
mission (March llJ95 to June 19lJ(i) (l'.RS-1 phase G). and (-1)
ERS-2 cycles 1-16 (:15 day repeat cycle mission) (May 1995 to
November 19%) (ERS-2 phase A). T/I' merged geophysical
data records (GDR) distributed by Archiving. Validation, and
Interpretation of Satellite Oceanographic Data (AVISO)
[AV/SO. 1996a] and ERS-1/2 ocean products (OPRs) distrib-

utcd by Centre ERS dArchivagc ct de Traiternent (CERSAT)
were used ICERSA T. 1994, 1996 j. T/P data arc the reprocessed
merged GDRs (GDR-M. version C) [AV/SO, 1996a]. They
include the Center for Space Research (CSR) 3.0 tidal model
ll:'anes et al .. 1995]. the National Aeronautics and Space Ad­
ministration (NASA) and Centre National dEtudes Spatiales
(CNES) Joint Gravity Model 3(JCiM 3) orbits [Tapley et al ..
1996; Baro/lo and Benhias, 19% ]. and a series of minor cor-
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TOP EX/POSEIDON

Table 1. TOPEXIPOSEIDON and ERS-1/2 Data Sets Used for the Study

ERS

fromTMR radiometer
from dual-frequencyaltimeter range measurements
for TOPEX data", fromDORIS for POSEIDON
data

BM4 [Gaspar et al., 1994]

GDRs GDR-M products,versionC [AVISO, 1996a]

Orbit
Geophysicalcorrections
Dry troposphere and inverse
barometer effect

Wet troposphere
Ionosphere

CNESJGM 3/ELFE orbits

from ECMWF

Sea state bias

Tides
Ocean tide and loading tide
SolidEarth tide
Pole tide

CSR3.0[Eanes and Bettadpur, 1995]
Cartwright and Tayler [1971]
applied

QPR products,version3 for ERS-1phases C, E, and F
and version6.2 for ERS-1 phase G and ERS-2phase
A [CERSAT, 1994,1996]

D-PAF preciseorbit referenced to TOPEX ellipsoid

from ECMWF,this is an upgrade for the ERS-1
version3 productswhichused the ARPEGE model

fromATSR-Mradiometer"
BENTmodel

version3, -5.5% of SWH [Gaspar and Ogor, 1994];
version6.2, BM3 [Gaspar and Ogor, 1996](update of
the QPR)

CSR3.0(update of the OPR)
Cartwright and Tayler [1971]
not applied

"Corrected as indicatedon the CLSERS qualityassessments[CLS, 1992,1996a,b] and extrapolatednear the coasts.
"Smoothedusinga Lanczosfilter (300km).
TMR is TOPEX microwaveradiometer,ATSR-M is along-trackscanningradiometer-microwave,and DORIS is Doppler orbitographyand

radiopositioningintegratedby satellite.

rections to the initial GDRs (e.g., sigma-0 calibration, polar
tide correction). In addition, the TOPEX instrumental drift
and bias were also corrected for. For ERS-1/2, D-PAF (pro­
cessing and archiving facility) orbits were used [Massmann et
al., 1997]. When necessary, ERS-112 altimetric corrections
were updated to make the TIP and ERS-1/2 corrections ho­
mogeneous. The CSR3.0 tidal model was thus used. The dry
tropospheric and inverse barometer corrections, derived from
the French meteorological model ARPEGE (until the end of
the ERS-1 geodetic mission), were also replaced by corrections
derived from the European Centre for Medium-Range
Weather Forecasts (ECMWF) model as for TIP. The correc­
tions applied to TIP and ERS-1/2 data are summarized in
Table 1. ERS-1/2 altimeter biases, ultra stable oscillator (USO)
drift, and single-point target response (SPTR) corrections
were not applied since they can be fully corrected for by the
orbit error reduction method. The same holds for the pole tide,
which is not present in ERS-112 OPR. Finally, time tag biases
of -1.3 and -1.1 ms were applied to ERS-1 and ERS-2 range
measurements, respectively. The biases were derived from
crossover analysis.

Given the very high constraint of the fit due to the very low
TIP orbit error, the method should be almost insensitive to the
initial orbit used. This was checked by also performing the
adjustment for the Delft JGM 3 precise orbits [SchmTOo et al.,
1994] for ERS-1 phases C, E, and F and comparing with the
results obtained from D-PAF orbits.

4.2. Results
Figures 1 and 2 show the statistics of TIP-E and E-E cross­

overs for all processed cycles for the D-PAF and JGM 3 ERS-1
orbits (phases C, E, and F), for the D-PAF ERS-1 orbits
(phase G), and for the D-PAF ERS-2 orbits (phase A). Before
orbit error adjustment the E-E crossovers for time lags below
10 days are between 15 and 18 cm (D-PAF orbits for ERS-1
phases C, E, and F), 10 and 14 cm (JGM 3 orbits for ERS-1
phases C, E, and F; D-PAF orbits for ERS-1 phase G and
ERS-2 phase A). Similarly, the T/P-E crossover differences for
time lags below 10 days are between 13 and 15 cm (D-PAF

orbits for ERS-1 phases C, E, and F) or between 10 and 12 cm
(JGM 3 orbits 44 for ERS-1 phases C, E, and F; D-PAF orbits
for ERS-1 phase G and ERS-2 phase A). Note that D-PAF
orbit accuracy is enhanced for ERS-1 phase G and ERS-2
phase A and is about the same as JGM 3 orbits for ERS-1
phases C, E, and F. This mainly results from an update of the
geopotential model (from precise gravity models PGM035 to
PGM055) in the D-PAF orbit calculation [Massmann et al.,
1997].Note also that starting from ERS-2 cycle 7, only, satellite
laser ranging (SLR) data and Precise Range and Range Rate
Experiment (PRARE) data are used as tracking data in the
ERS-2 orbit calculation. For the other ERS-1/2 cycles both
D-PAF and JGM 3 orbits used SLR and radar altimeter (RA)
crossovers as tracking data.
The crossover statistics after adjustment for the two orbits

(D-PAF and JGM 3) are almost the same. E-E and TIP-E rms
crossover differences are about 6.5 and 7 cm, respectively.
They are very similar to TIP-TIP rms crossover differences,
which (with the same editing) are about 7 cm rms. TIP-E
crossover differences are slightly larger than E-E crossover
differences, probably because of the influence of TIP orbit
error. Crossover statistics are slightly better with the JGM 3
orbit. The difference in variance is typically 1-2 cm2• This
suggests that the difference in geopotential models between
the D-PAF and JGM 3 orbits introduced an additional small
high-frequency signal in dual T/P-ERS crossover differences.
The adjusted D-PAF orbit error (i.e., E(t)) for ERS-1

phases C, E, and F varies between 9 and 12 cm rms for all
processed cycles. The JGM 3 orbit for the same ERS-1 phases
is more accurate; its estimated error is between 6 and 9 cm for
all processed cycles. D-PAF orbit error for ERS-1 phase G and
ERS-2 phase A varies between 6.5 and 9.5 cm, about the same
as JGM 3. The rms (SLR plus PRARE) and (SLR plus RA)
ERS-2 D-PAF orbit errors are similar. This agrees with results
found by Massmann et al. [1997].
These estimates provide an independent measure of the

accuracy of these ERS-1/2 orbits. They show that good accu­
racy (7-8 cm) is achieved. Still, these orbit errors are too large
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ERS-1/ERS-1 and ERS-2/ERS-2 RMS {in cm) crossover differences
before and after orbit error correction (AT < 10 days)
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Figure 1. E-E crossover statistics for D-PAF and Joint Gravity Model 3(JGM 3) orbits for ERS-1 cycles
6-18 (phase C, 35 day repeat period), ERS-1subcycles1-10 (phases E and F, 168 day repeat period), ERS-1
cycles 1-13 (phase G), and ERS-2 cycles 1-16 (phase A) hefore and after orbit correction. Units are
centimeters.
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Figure 2. Same as Figure 1 but for T/P-E crossovers. Units are centimeters.
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for analyzing the large-scale oceanic signals. The nondynami­
cal adjustment onto TIP is needed to reduce them to a level
comparable to TIP orbit error.

4.3. Comparison of D-PAF and JGM 3 Orbits Before and
After Orbit Error Correction (ERS-1 Phases C, E, and F)

The comparison of sea surface heights obtained with the
D-PAF and JGM 3 orbits (i.e., the difference in orbits) for
ERS-1 cycles 6-18 gives a mean rms difference of 11 cm.
About half of the difference is constant over time and corre­
sponds to the difference in geographically correlated orbit
errors between the D-PAF and JGM 3 orbits (Plate 2a). The
variable part of the difference has an rms difference of 8 cm
rms (Plate 3a). After orbit error correction the rms difference
is only 1.2 cm. About half of the difference between the two
corrected solutions is constant over time and is mainly concen­
trated in equatorial regions (Plate 2b). This probably corre­
sponds to the difference in high-frequency geographically cor­
related D-PAF and JGM 3 orbit errors which cannot be
removed with the spline representation used. This is exempli­
fied on Plate 4, which shows the difference between the two
orbits along a given track and the difference between the two
orbit error corrections. While the adjustment removes all the
long wavelength differences between the two orbits, it cannot
remove high-frequency signals which have, in this example,
wavelengths shorter than SOOOkm. To remove the high­
frequency geographically correlated orbit, far more spline
knots would be needed. This actually could be achieved by
adjusting ERS-112 mean profile onto TIP mean profile. In this
case the noise at crossovers would be much smaller (because of
averaging), and more knots could be added without increasing
the adjustment error.
The variable part of the difference (Plate 3b) has a mean rms

of 0.7 cm only. The rms is less than O.Scm in most areas and
reaches 2 cm at high latitudes and in the eastern Mediterra­
nean. It is consistent with the formal error estimates shown in
Plate lb. Note that sea level anomaly is only affected by the
variable part of the orbit error. The corrected sea level anom­
aly for D-PAF and JGM 3 will thus be identical at the centi­
meter level.
This comparison thus shows that the method is almost in­

sensitive to the initial orbit used because of the very high
constraint of the fit. It also confirms the 2 cm precision of the
adjustment.

4.4. Influence of TIP Orbit Error
Given the very low TIP orbit error, the estimation of the

ERS-112 orbit error should not be sensitive to it. TIP JGM 3
orbit error is about 2 cm, and this is not the main source of
error in TIP-E crossover differences. Tests were performed
using the two available TIP orbits (NASA JGM 3 orbits and
CNES JGM 3 estimation by empirical smoothing and filtering
(ELFE) orbits). They agree to within about l.S cm rms. The
influence of these orbits on the ERS orbit error correction is,
however, always below O.Scm. This means that TIP orbit error
is partly filtered out by our method. Of course, the very low
frequency part (e.g., frequencies lower than 10 days"") of the
TIP orbit error will directly impact the ERS orbit error esti­
mation and will induce biases on the ERS orbit error. How­
ever, the low-frequency part of the JGM 3 TIP orbit error is
small [Marshall et al., 199S] and certainly much smaller than
the corresponding ERS-112 orbit errors.

5. Sea Level Variability
Repeat-track analysis was performed for ERS-1 cycles 6-18

both for D-PAF and JGM 3 orbits. Therms sea level variabil­
ities before orbit error correction for D-PAF and JGM 3 orbits
and after orbit error correction for JGM 3 are shown on Plates
Sa, Sb, and 6a, respectively. The result with the corrected
D-PAF orbit (not shown) is, as expected, almost identical to
Plate 6a. Signals in Plates Sa and to a lesser extent Sb are still
dominated by orbit error, especially in low-energy areas. The
mean difference in sea level variance before and after orbit
error correction is 34 cm2 (D-PAF orbit) and 17 cm2 (JGM 3
orbit). The rms sea level variability computed from TIP data
(Plate 6b) over the same period is in excellent agreement with
the ERS-1 corrected sea level variability (Plate 6a). The dif­
ference in noise between the TIP and ERS-1 missions explains
the slightly larger signals given by ERS-1 in low eddy energy. In
high eddy energy (e.g., Gulf Stream) the signals given by
ERS-1 are actually smaller. The difference in variance (not
shown) is about 40 cm2, i.e., about S% of the signal variance.
This is because the mean, which is calculated with 3.S times
fewer cycles than TIP, has absorbed a small part of the oceanic
signal. As a result, the mean global difference in variance
between the ERS-1 and TIP maps is slightly negative (-2 crrr').
These results show that the ERS-1 data have to be corrected

for orbit error to map the oceanic signal. This is shown in
Plates 7a and 7b, the mid-November 1992 maps of sea level
anomaly obtained with the JGM 3 orbit and the corrected
JGM 3 orbit. The maps were obtained with a global suboptimal
space-time objective analysis method. The enhancement of
ERS-1 data accuracy using TIP as a reference is plain to see. A
similar map was obtained using TIP data. The map (Plate 7c)
shows that the large-scale features are in excellent agreement
with the ERS-1 map. In particular, the large-scale steric effects
related to the heating/cooling of surface waters, which are the
most difficult signal to preserve in conventional orbit error
removal schemes [e.g., Tai, 1991], are completely preserved.
The differences at smaller scales mainly represent the different
space and time sampling of the two satellites. This shows that
the TIP and ERS-1/2 data sets are much more consistent after
orbit error correction and that they can be merged in the
analyses.

6. Conclusion
Formal error estimates and crossover and repeat-track analy­
ses demonstrate that ERS-112 orbit error can be estimated to
within about 2 cm rms using TIP as a reference. This is com­
parable to TIP orbit accuracy. The adjustment will also remove
any long wavelength error in ERS-1/2 data (e.g., altimeter bias
and drift, USO drift, large-scale error in ionospheric correc­
tion) which is necessary to obtain consistent TIP and ERS-1/2
data sets. It is also shown that ERS-112 orbit error must be
corrected before analyzing large-scale oceanic signals and
combining ERS-1/2 with TIP data.
The method will be applied on an operational basis to

ERS-2 data when they are produced by CERSA T. Corre­
sponding data sets (corrected sea surface heights and sea level
anomalies files) will be distributed to the scientific community
by AVISO [AV/SO, 1996b, 1997]. These consistent, homoge­
neous TIP, ERS-1, and ERS-2 data sets will then be merged
using the mapping method described by Le Traon et al. [1998]
to analyze the sea level variability with a high resolution and a
high accuracy.
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Plate 2. Mean difference (ERS-1cycles6-18) in corrected sea surface heights for D-PAF and JGM 3 orbits (a) before and
(b) after orbit error reduction.
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Plate 3. Standard deviation of the difference (ERS-1 cycles 6-18) in corrected sea surface heights between
D-PAF and JGM 3 (a) before and (b) after orbit error reduction.
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Plate 4. Difference between D-PAF and JGM 3 orbits along ERS-1 track 600 and difference between the
D-PAF and JGM 3 orbit error corrections. Units are millimeters.
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Plate 5. The root-mean-square (rms) sea level variability for ERS-1 cycles 6-18 before orbit error correc­
tion for (a) D-PAF and (b) JGM 3 orbits. In centimeters.
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Plate 6. (a) The rms sea level variability for ERS-1 cycles 6-18 after orbit error correction. (b) The rms sea
level variability for TOPEX/POSEIDON over the period corresponding to ERS-1 cycles 6-18 (October 1992
to December 1993). In centimeters.
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Plate 7. Map of ERS-1 sea level anomaly obtained using (a) the JGM 3 orbit and (b) the corrected JGM
3 orbit for mid-November 1992. (c) Map of TIP sea level anomaly for mid-November 1992. In centimeters.
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Abstract. Maps of sea level anomalies (SLA) relative to the 1993 annual mean sea level
combine the data from the two altimetric missions, ERS-1 and TOPEX/POSEIDON,
during the overlap period (October 1992 to December 1993). These regular maps in space
and time of residual sea level every 10 days on a 0.2° regular grid are used in the region
of the Algerian current where the mesoscale eddies are of primary importance to the
circulation of all the Mediterranean water masses. They are first compared with ERS-1
along-track scanning radiometer sea surface temperature images to get information on two
anticyclonic eddies produced by instabilities of the Algerian current and visible in both
infrared and altimetric data sets. Then, an analysis of complex empirical orthogonal
functions (CEOFs) is performed on the SLA data set to see the correlation of the
different dynamic features of the observed variability. The CEOF analysis is applied to the
complex time series formed from the original SLA time series and their Hilbert
transforms to separate the variability into spatially coherent modes. The spatially
correlated signal in the study area (0-15°E and 35°-40°N) was found to be dominated by
the first two CEOFs. These first two modes explain nearly 85% of the variability, with
80% of the total variance for the first one and 5% of the total variance for the second
one. The temporal phase of the first mode indicates that a constant frequency of one cycle
per year is clearly dominant, corresponding to the seasonal signal. The strongest
amplitude is obtained in the southern part of the channel of Sardinia and south of the
Strait of Sicily. The temporal amplitude and the temporal phase of the second mode show
a periodicity of about 6 months which appears to be associated with the variability of the
Algerian current as the phase isolines are parallel to the mean current path along the
Algerian coast. The strongest amplitude of the second mode is located near the African
coast at ~4°E and 8°E. These two points of high variability could correspond to eddy
detachments from the main current.

I. Introduction
The Atlantic water enters the western Mediterranean Sea by

the Strait of Gibraltar in the surface layer. In the Alboran basin
it mixes with saltier Mediterranean waters and reaches the
Greenwich meridian with a salinity >36.5 psu. This eastward
flow of Modified Atlantic Water (MAW) then forms a well­
defined jet along the Algerian coast called the Algerian current
which is driven by the density difference between the Atlantic
and the Mediterranean surface waters [Millot, 1985]. The Al­
gerian current is hence a coastal current which flows eastward
along the North African coast and drives the MAW from the
Alboran basin to the channel of Sardinia and the Strait of
Sicily. Meanwhile, part of the MAW spreads into the Algerian
basin by instabilities of the current which begin to meander at

Copyright l998 by the American Geophysical Union.

Paper number 97JC02909.
0148-0227/98/97JC-02909$09.I10

1° or 2°E (Figure 1) [Millot, 1987]. The meanders can then
generate cyclonic and anticyclonic eddies. However, the cy­
clonic ones disappear rapidly, while the anticyclonic ones can
develop as they propagate eastward with the current and may
detach from the main current [Millot, 1994]. Indeed, large
anticyclonic eddies with diameters of 200 km have been ob­
served in the Algerian basin during several months [Taupier­
Letage and Millot, 1988].These huge eddies, which can occupy
an extensive part of the basin as far as Sardinia, could be old
stages of eddies generated by the instabilities of the Algerian
current which may have drifted after being detached from the
coast. During their residence they are able to deviate seaward
a significant portion of the Algerian current [Benzohra and
Millot, l 995a]. Perkins and Pistek [1990] described an eastward
flow of MAW in the northern part of the channel of Sardinia
and a westward flow in the southern part during June 1986.
This situation seemed to be due to the presence of an anticy­
clonic eddy impeding the usual MAW eastward circulation
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Figure 1. Modified Atlantic Water (MAW) circulation in the western Mediterranean Sea, from Millot
[1987].

near the Tunisian coast. Recently, Fuda et al. [1997] have
performed expendable bathy thermograph (XBT) sections be­
tween Tunisia and France. Their results show that at -8°E
near the channel of Sardinia some eddies detach quite period­
ically from the coast and drift northward and westward after
reaching Sardinia, following the 2500 m isobath. This is sup­
ported by current-meter measurements in the western part of
the channel during the Programme de Recherche Internatio­
nale en Mediterranee (PRIM0)-1 experiment (1993-1994),
which revealed a 3 month long anticyclonic perturbation prop­
agating northward at a depth of 200 m with a strong influence
on the bottom circulation [Bouzinac et al., 1997].
The Algerian eddies are hence of primary importance to the

circulation of all the water masses in the western Mediterra­
nean Sea [Millot et al., 1990] because of their deep extension
[Benzohra and Millot, 1995b]. In the surface layer the MAW
circulation is affected by this mesoscale activity, and its tem­
poral and spatial variability is thus very large. Its seasonal
variability has also been observed in the Strait of Sicily by
Manzella et al. [1990], who reported a summer flux of about
one-half that of the winter. However, the variability scales of
this surface circulation are still to be established.
Variability of the Mediterranean sea level has been studied

using the data from TOPEXJPOSEIDON (TIP) altimeters
[Lamica! et al., 1995], but the resolution of the gridding ground
tracks of this satellite is too coarse (the distance between two
tracks is 2.8° which is equivalent to about 250 km at the 38°N
latitude) to observe the circulation in small basins such as the
Mediterranean one where the mesoscale signals, of the order
of 100 km, can be strong but not very large. The Algerian
eddies have been clearly detected by TIP, but the space and
time sampling of TIP is not dense enough to follow their
evolution. The variability of the Alboran basin has been ob­
served with the data of the European Remote Sensing (ERS-1)
satellite altimeter [Vazquez et al., 1996], but the resolution in
time is low because of a 35 day satellite repetition cycle and
does not allow a good estimation of the temporal variability of

the anticyclonic gyres usually observed in this basin. It was
therefore necessary to combine data from ERS-1 (with a rep­
etition cycle of 35 days and a distance between two tracks of
-60 km) and TIP (with a repetition cycle of 10 days and a
distance between two tracks of -250 km) altimeters to study
the variability of the Mediterranean sea level with adequate
temporal and spatial resolutions.
The main goal of this study is to estimate the temporal and

spatial scales of the mesoscale activity of the Algerian current
from a synoptic point of view provided by the satellite altim­
etry. The frequency of the formation of the anticyclonic anom­
alies and their direction of propagation are investigated by
means of a complex empirical orthogonal function (CEOF)
analysis. The data set is described in section 2. Two sea surface
temperature (SST) images of anticyclonic eddies are compared
with the altimetric data in section 3. Basic statistics are per­
formed on sea level anomaly (SLA) maps in section 4. The
CEOF analysis and its results are presented in section 5. Con­
clusions are drawn in section 6.

2. Data Set
The TIP and ERS-1 altimeters provide complementary

space and time sampling of the oceanic circulation, but they do
not obtain data with the same accuracy. The accurate deter­
mination of the satellite geocentric position, and especially its
radial component, is a basic requirement for accurate mea­
surement of the sea level. The radial component of the TIP
orbit is determined to within 5 cm, while ERS-1 orbits are only
determined to within 15 cm. However, since TIP and ERS-1
are flying simultaneously, the more precise TIP data have been
used to correct the ERS-1 orbit error [Le Traon et al., 1995].
After applying the usual corrections including the inverse

barometer effect the data of the first overlap period of the two
altimetric missions, which begins on October 1992 and ends on
December 1993, have been merged byAyoub et al. [1996]. The
lack of knowledge of the geoid impedes the use of the absolute
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Figure 2. ERS-1 (dotted lines) and TOPEX/POSEIDON (bold lines) tracks in the study area.

heights of the sea level; hence only SLA are considered. They
have calculated SLA relative to the annual mean sea level and
not relative to the 15months of the complete data set since the
seasonal signal is very important in the Mediterranean Sea
[Lamica! et al., 1995]. Then, SLA maps have been created
every 10 days with a spatial resolution of 0.2° using an objective
analysis (spatial radius of 200 km and temporal radius of 20
days) with the correlation function of Le Traon and Hernandez
[1992], the a priori errors being 10% and 15% for T/P and
ERS-1, respectively.

For the present study the data from 0° to 15°E in longitude
and from 35° to 40°N in latitude have been extracted to focus
on the MAW flow between the Alboran basin and the eastern
Mediterranean Sea. The ERS-1 and TIP tracks in the area are
shown in Figure 2. The resulting 44 regular maps in time and
space and their associated error maps also provide an excellent
database to make comparisons with SST images from the
along-track scanning radiometer (ATSR) of ERS-1.
The structures observed from the SLA maps are more or less

circular forms of positive or negative anomalies that evolve in
time and space with horizontal scales from 50 to 250 km in
diameter. To allow a direct comparison with ATSR images by
superimposition of the SST on the SLA, vector maps of surface
turbulent geostrophic velocities or geostrophic velocity anom­
alies (GVA) have been calculated, computing the SLA gradi­
ent in both directions (east and north) at each grid point. The
resulting vector ring structures are cyclonic for a local SLA
minimum or anticyclonic for a local SLA maximum, as a con­
sequence of the geostrophic balance. Even if the majority of
the resulting GVA structures look like surface vortex circula­
tion, they do not correspond necessarily to real closed cells or
eddies. Here such ring structure is called an eddy only if its
existence is confirmed by SST; otherwise, the term anticyclonic
or cyclonic anomaly is used. However, in the regions where
anticyclonic eddies have often been observed with infrared
pictures the circular shapes of positive SLA probably corre­
spond to such eddies.

3. Comparisons With ERS-1/ATSR/SST Images
Some Algerian eddy characteristics are pointed out here

from the comparison between GVA maps and ATSR/SST in­
stantaneous images, where the clouds are white and the land is
black. Plate 1 presents an SST image taken on October 28,
1992, at 2200 UT with the GVA of October 27, 1992, super-

imposed. An anticyclonic eddy of cooler surface water is visible
just between two masses of clouds, centered at -4.5°E and
37.5°N with a diameter of -100 km. At this location the alti­
metric map does not display a well-defined circular positive
anomaly but a rather oval one with a northeast extension
overlying the cooler water of the picture. The resulting GVA
eddy is centered at 4°E and 37°N. The offset between the SST
and the GVA may be due to the SLA mapping interpolation
and to the motion of the eddy. The hypothesis that this eddy
began as a meander of the current a few days before October
27, then developed, and moved eastward a few days after could
explain the resulting oval (and not circular) form of the alti­
metric signal. The strongest GVA is 32 cm s-1 at 3.8°E, 37.6°N
for the western edge and 38 cm s-1 at 4.8°E, 37.4°N for the
eastern edge. Both maxima are located in the coolest vein of
the eddy. These velocities are of the same order of magnitude
as the ones obtained by Benzohra and Millot [1995a] from
hydrography, who reported 30 cm s-1 eastward in the northern
part of a smaller coastal anticyclonic eddy of about 50 km in
diameter at 4°E. The evolution of this anticyclonic anomaly can
be followed in consecutive maps of SLA. Even if this anomaly
really corresponds to an eddy at the end of October as shown
by the SST image, this cannot be asserted during the following
months; that is why the word "anomaly" is employed here
instead of "eddy." First, it moves eastward along the coast until
the end of December 1992. Then, from January to February
1993, it deviates progressively toward the center of the basin at
-6°E and disappears. Unfortunately, no ATSR image free of
clouds has been found between November 1992 and February
1993 to corroborate that this anomaly still corresponds to an
anticyclonic eddy.
Plate 2 presents an SST image taken on August 7, 1993, at

2200 UT. Although the SST gradients are not very clear, a
circular shape of cooler surface waters is detected near the
Algerian coast at -2°-3°E, 37°N. The nearest GVA map in
time (August 3, 1993) is overlaid on this SST picture. The
velocities reveal an anticyclonic eddy with a diameter of more
than 100 km. The center of this eddy is 8 cm higher than the
edge. The small shift between the eddy described by the GVA
and the warmer center visible on the SST picture, along with
the 4 days separating the GVA and the SST data, suggest an
eastward propagation of the eddy. The strongest velocity
anomaly of 28.5 cm s-1 is located at 2°E, 37.4°N in the north­
western part of the eddy. Ten days later (August 13, 1993; map
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Plate 1. Sea surface temperatures (SST) of October 28, 1992,with geostrophic velocity anomalies (GVA) of
October 27, 1992.

not shown), the GVA maximum in this anticyclonic structure is
34 cm s-1 at 2.6°E, 37.4°N in the northeastern part of the eddy.
In 20 days the eddy center has drifted ~40 km eastward at
37°N. This gives a propagation velocity of ~ 2 km d-1 which is

slightly weaker than the 13km d 1 observed by Taupier-Letage
and Millot [1988]during July 1984 in the same area and the 3-5
km d-1 estimated by Millot et al. [1990] from infrared imagery
and current measurements.

40 I ,: ' I ·"_··1····=··"_···": .~_. ;·i.41..10~ .- • .,j,, ·,. I \ \, 'H
• I < ~ " _l"f ; - ' •J _t,_,' ~ _",~.::d~ .:a ,. < - • ••• _,_.. \ \ > \ ~ ,,. ,1

\ \ I I /,V"7i
I I I \ ,~(\ ~

I \:·..,.h
Q> t ·,~-::~.--'-.:~,.,;,--...•:,-'-."'-'-~--~·:,.":--~-l-·'-·•,j.."·"""~--·,_.....r1-- - · :.~l.-21.2....-! ' ...~_-..,..;-. ..•.. ·~,_ ·r"i· ...·., ..; ..:.·':"':4_.!_,~~.""-_"~- -_.' ~-~_·..r· .-~'"'--"' <, ' t ,.J...
'-' :IL';.'~~ : - ':...,f / " ";Ji-~"- -- .4~'. -'.t_ L ••."t-~<•::'"·-- ~1 _t.i I
::1 ~-~.":"'b."."_.•..._ ~~·J·"/~,{' _,_..,;._,.~~-r•(·•'1_·__-·_,."./"'_~-'~#·;..-·.~t-J_··,,4_; 1 '' \ \ t I,+;:;. . ... . . . -~ ' ' /'•" ,,.... .-. > .• ' • .- ••• .. ..WJ:. 1 ."1'"'! ~,.,.. ..,..•..•...'...~:'?-:"->-"".".",;..- .., • dli.'..J!';.i.,;,_:c-'(. , <...~·1· .;,.,.,;~r .r •• , I t f I I
-.._. ._i-4LJ:.~'- ..- ..••.<~ "• •• "~~ •• f#;_. ' -- . : ~·j-',.r.p- r f"',,, Jro-::C: 38 ~-....•""'~'.'-,,..~:~~...,.~r.rr-~~~,;_p,.'T-....~-::..:;. _,__j_ _L _L .s: _J -245

g
0
Z '--_·--,,.._,_,_..........__._,,..,.,_'"''..,,,__._,cc._... -~ c>..- -....•.. ,._-.,,_ .- ' -21.8

36 19.0

0 2 6 84
EAST longitude

Plate 2. SST of August 7, 1993, with GVA of August 3, 1993.



BOUZINAC ET AL.: ALTIMETRIC DATA IN THE REGION OF THE ALGERIAN CURRENT 8063

l'J .T

26ri;v97 26dec92 14feb93 05opr93 25may93 14ju193 02sep93 22oct93 11dec93

E

8

c;

,_]

5500 5650 5700 5750 5800 5850 5900 5950 6000 6050 6100
days

Figure 3. Temporal evolution of the spatial mean sea level anomaly (SLA) from October 7, 1992, to
December 11. 1993.

4. Basic Statistics
The temporal evolution of the spatial mean SLA (Figure 3)

shows the annual seasonal cycle of variability with a maximum
value of + 10 cm in the fall (October 1992 and 1993) and a
minimum value of -8 cm between the winter and spring (Feb­
ruary, March, and April 1993). This curve is very similar to the
one obtained by Lamica/ ct al. [1995] for all the western Med­
iterranean Sea from T/P data only. This means that the study
area has a seasonal response quite identical to the mean re­
sponse of the entire western basin. This temporal variation of
the mean sea level is also in good agreement with the descrip­
tion of the seasonal variabilrty of the Atlantic water inflow at
the Strait of Gibraltar made by Ovchinnikov [1974]. From in
situ measurements and from salt conservation he deduced that
the sea level continuously increases from February to Novem­
ber and rapidly decreases between December and February.
The map of the seasonal mean SLA for the fall of 1992

(Figure 4a) shows various maxima along the African coast at
l0-2°E, 4°-5°E, 7°-8°E, and 9°-Hl°E with anomalies higher
than 12 cm including a mean anomaly of ~8 cm for this season.
In the spring of 1993 (Figure 4c), two similar maxima are
observed at 4°E and 6°-7°E with anomalies higher than 0 cm,
while the mean anomaly is ~ - 2 cm during this season whereas
in the winter and summer of 1993 (Figures 4b and 4d), no such
maxima can be seen along the African coast. This indicates that
the Algerian current is subject to an important seasonal vari­
ability with strong positive level anomalies in the fall and spring
that could favor the formation of anticyclonic eddies.
The map of standard deviation for the annual period from

October 7, 1992, to October 2, 1993, is shown in Figure 5. A
large part of the standard deviation is due to the annual cycle
of the sea level. This explains the relatively high background
values (5-6 cm) found in the quietest areas. In order to com­
pare, according to Zlotnicki ct al. [1989], most of the world
ocean has variability below 8 cm rrns, with uniform variability
below 4 cm rms in some equatorial areas. Standard deviations

higher than l0 cm are visible between 4°E and 6°E and be­
tween 7.5°E and 9°E near the African coast, revealing two
intense variability points in the Algerian current.
There arc obviously two distinct reasons for the altimetric

sea level variability to be highest in the neighborhood of the
Algerian current. The first reason is that the axis of the current
docs not stay in a fixed position but shifts by ~SO km, mainly
where the meanders develop. Thus, at a fixed position the sea
level rises and falls as the current axis moves on or off that
position. This is also the reason why the current cannot be seen
all along the Algerian coast since its position does not shift
enough and the lack of a geoid model allows one to measure
only sea level variability, not absolute departure of the sea level
from the geoid. The second reason for the increased variability
approaching the Algerian current is the passage of eddies shed
by the instabilities of the current, as in the case of the Gulf
Stream [Zlotnicki et al., 1989].

5. CEOF Analysis
5.1. Methodology

Oceanic phenomena are usually the combination of various
parameters difficult to dissociate interacting at many different
timescales and space scales. The decomposition into empirical
orthogonal functions (EOFs) is advantageous because it is
built on modes calculated from the data themselves, hence
proper to the data set and not imposed. If the correlation
between the data and the base functions is low, a high number
of base functions will be necessary to describe the phenomena.
That is why it is better to choose a set of orthogonal functions
where the few first ones are sufficient. Hence the empirical
cigen functions are useful in analyzing large data sets. Their
principal virtues are that they provide the most efficient
method of compressing data (they reduce the amount of data
by keeping only the most significant phenomena), and they
may be regarded as uncorrelated modes of variability of the
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Figure 5. Map of SLA standard deviation for the annual period from October 7, 1992, to October 2, 1993.
The contour interval is 1 cm.

field [Davis, 1976]. Unlike real empirical orthogonal functions
where the modes represent standing wave patterns, complex
EOFs can resolve propagating waves [Hore!, 1984]. The deci­
sion to apply CEOFs instead of real EOFs is appropriate
because of the wave propagation associated with the instabil­
ities of the Algerian current. This method of analysis has given
good results in the Gulf Stream [Vazquez, 1993] and on the
surface circulation variability in the Alboran basin [Vazquez et
al., 1996). Complex time series H(x, y, t) are formed from the
original time series and their Hilbert transforms. The real part
ofH(x, y, t) is simply the value of the residual sea level at grid
point (x, y) and time t, while the imaginary part is the Hilbert
transform of the original data field where the amplitude re­
mains unchanged but where the phase is shifted by 7T/2. In
practice, an estimate of the Hilbert transform is obtained di­
rectly from the Fourier coefficients [Barnett, 1983] derived
from fast Fourier transform (FFf) routines. This approach is
subject to the problems that Fourier analysis normally presents
(aliasing, end effects, etc). Hilbert transforms obtained from
FFf routines are more strongly influenced by end effects than
are the Fourier transforms themselves [Hore!, 1984]. Hence
each end (roughly 10% of the total time series) is cosine­
tapered to eliminate this problem.
No assumption is made about phase propagation in either

the x or y direction. The covariance statistics are applied in the
spatial domain to extract the correlated orthogonal signal.
Mathematically, the rest of the procedure is similar to real
EOF analysis except that the statistics are performed on the
complex time series H(x, y, t). For detailed examples on the
use of EOFs, see Stidd [1967) and Davis [1976). Since the
covariance matrix is Hermitian, it possesses real eigenvalues
which give the variance associated with each mode. In the
CEOF procedure the complex time series H(x, y, t) is de­
composed in terms of a set of orthogonal functions F(x, y).

N

H(x, y, t) = 2: wm(t)F:(x, y)
m=l

where the asterisk is the complex conjugation, N is the total
number of grid points in the sea (N = 1306) and w(t) is the
amplitude function. Thus both the eigenvectors Fm (x, y) of
the spatial covariance matrix and the temporal amplitudes

wm(t) are complex and have an amplitude and a phase com­
ponent. For each dominant mode m are plotted

The spatial amplitude

Am(x, y) = ~NFm(x, y)F:(x, y)

The spatial phase

{
Im [Fm(x, y)]}

'Pm(x, y) = arctan Re [Fm(x, y)]

The temporal amplitude

N

N N2: H(x,y, t)Fm(x,y) 2: H*(x,y, t)F:(x,y)

The temporal phase

'Pm(t) = arctan

Im [ *H(x, y, t)F .(x, y) l
Ro [ *H(x, y, t)F.(x, y)]

For plotting purposes the temporal (spatial) amplitude is di­
vided (multiplied) by the square root of N.

5.2. Results
The spatially correlated signal in the study area was found to

be dominated by the first two CEOFs. These two modes ex­
plain nearly 85% of the variability, with 80% of the total
variance contained in the first one and 5% of the total variance
in the second one (Table 1). It is readily seen that higher
modes add little variance as the modal structure becomes
quickly degenerate and are not significant. The question is
whether the second mode, representing only 5% of the vari­
ability, is significant or not. A Monte-Carlo simulation analysis
[Overland and Preisendorfer, 1982] was applied by running 100
simulations of the CEOF analysis on Gaussian random num­
bers with a standard deviation of 5. None of the resulting
random modes explain >6% (Figure 6). This means that the
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Table 1. Contributions (c(m)) of Each Complex Empirical Table 2. Amplitudes of the Input Propagating Waves
Orthogonal Function (CEOF) Mode (m) in Percentage (1 and 2) and Amplitude of the Input Noise (3) for Each
of the Total Variance Simulation and Percentages of the Total Variance

m c(m) Explained by Each Resulting CEOF

1 79.92
AmpIi- AmpIi- AmpIi-

Simu- tude 1, Per- tude 2, Per- tude 3, Per-
2 5.00 lation cm cent 1 cm cent 2 cm cent 3
3 2.89
4 2.27 1 10 89.05 2 3.87 2 0.82
5 1.89 2 10 84.25 2.5 5.67 2.5 0.88
6 1.38 3 10 79.07 3 7.61 3 0.98
7 1.21 4 10 58.58 5 15.31 5 1.67
8 0.96 5 10 47.21 5 13.07 7 2.58
9 0.74

second mode of the present analysis could be considered a
priori as noise and not significant. However, its temporal and
spatial amplitudes do not display any random behavior, as
displayed by the modes of the Monte-Carlo simulation. In
order to verify that the CEOF analysis is able to separate a
propagating wave and a noise background of the same ampli­
tude the analysis was applied on various simulated fields, each
one composed of the sum of three terms: a propagating wave
of high amplitude (10 cm), a propagating wave of small am­
plitude (between 2 and 5 cm), and a Gaussian random noise of
the same amplitude. The two propagating waves have different
periods and wavelengths. The percent variance associated with
each mode for each simulation and their respective amplitudes
are displayed in Table 2. In every case the three features are
spatially and temporally well resolved by the three lowest
modes of the CEOF analysis, even in simulations 1 and 2
where the second modes represent <6% of the total variance.
Since therms error associated with the altimetric data set is ~ 3
cm [Ayoub et al., 1997], the simulation closest to the real data
is simulation 3 which shows that the second wave is completely
separated from the noise. Even in the last case (simulation 5 in
Table 2) where the noise rms is greater than the amplitude of
the second wave, the period and the wavelength of the second
CEOF are in agreement with the period and the wavelength of
the second input wave, and the variability explained by the
second CEOF is higher than the one explained by the third
CEOF. Thus one can assert that the second mode of the
present analysis is the representation of a weak but coherent
phenomenon.

150

~~

l·o;
0
v

i
O'~~~~~~~~~~~~~~~~~~~~~~~~~~~~
3

percentage of the total variance

Figure 6. Histogram of all eigenvalues representing >3% of
the total variance for 100 simulation runs of CEOF analysis
using a Gaussian random number generator with standard
deviation of 5.

5.2.1. The first mode (CEOF 1). The temporal phase of
the first mode (Figure 7b) indicates a constant frequency of
one cycle per year corresponding to the seasonal variability.
The strongest signal is observed in the southern part of the
channel of Sardinia, south of the Strait of Sicily near the
Tunisian coast, at the entrance to the Tyrrhenian basin, and
southeast of Mallorca (Figure Sa). The spatial phase (Figure
Sb) is homogeneous, indicating a stationary seasonal oscilla­
tion in all the study area. The normalized temporal amplitude
(Figure 7a) does not show a clear annual cycle, but its multi­
plication by the cosine of the temporal phase gives back the
seasonal curve of Figure 3.
According to Lamica! et al. [1995], who analyzed 2 years of

T/P data in the whole Mediterranean Sea and characterized
changes in the mean level, roughly half of the seasonal signal

(a) C':OF ' TEMPORAL AMPLITUDE

15

..~--- '----"--'l~~05oor93 l4ju193 22oct93
5700 5800 59('0 6000 6100

days

(b) CEOF 1: TEMPORAL PHASE
4CO ;~-·

300 l

~ 2CO t-
i

"' I

- ~
c:'-~~~~--'-~~ 05apr93 14ju1D 22ov93

5600 5700 5800 5900 6000 6100
days

Figure 7. (a) Temporal normalized amplitude and (b) tem­
poral phase in degrees of complex empirical orthogonal func­
tion (CEOF) 1.
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Figure 8. (a) Spatial normalized amplitude with a contour interval of 0.25 and (b) spatial phase with a
contour interval of 90° of CEOF 1.

is related to the steric effect of contraction and dilatation of
the surface waters due to the heat exchanges at the ocean­
atmosphere interface. The other half could be due to a slight
seasonal imbalance between inflow and outflow at the Straits
of Gibraltar and Sicily and between evaporation and precipi­
tation. These contributions to the seasonal sea level variations
are still an important subject of investigation on the Mediter­
ranean Sea [Manzella and La Violette, 1990;Millot et al., 1992)
which will not be discussed here.

5.2.2. The second mode (CEOF 2).
The temporal normalized amplitude (Figure 9a) and the

temporal phase (Figure 9b) of the second mode show a peri­
odicity of ~6 months which appears to be associated with the
variability of the Algerian current as the phase isolines are
parallel to the mean path along the Algerian coast up to the
channel of Sardinia (Figure lOb). The strongest amplitudes of
the second mode are located near the African coast between
4°E and 6°E and north of Sicily (Figure lOa). This map is very
similar to the map of SLA standard deviation (Figure 5). This
indicates that the second CEOF represents the mesoscale ac­
tivity. The phase isolines all along the coast (Figure lOb) show
a deviation offshore at 4°E that corresponds to a maximum in
amplitude. From this point the spatial phase decreases north­
eastward. In the western part of the channel of Sardinia (8°-
90E) the amplitude presents a secondary maximum, and the
spatial phase decreases from south to north.
The real spatial amplitudes (centimeters) of the second

mode bimonthly average (Figure 11) present the same situa­
tion in October-November 1992 and April-May 1993 as a
consequence of the 6 month periodicity. The highest values are
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Figure 9. (a) Temporal normalized amplitude and (b) tem­
poral phase in degrees of CEOF 2.
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Figure 10. (a) Spatial normalized amplitude with a contour interval of 0.5 and (b) spatial phase with a
contour interval of 90° of CEOF 2. The two black lines are the sections used for the time-latitude diagrams
plotted in Figure 12.

located at 4°E near the coast and at 8°-9°E in the southern part
of the channel. In December-January 1993 the former has
progressed eastward, while the latter has moved northward
across the channel. In February-March 1993 both positive
anomalies have weakened and moved to more northerly posi­
tions. This cycle repeats from April to May 1993 with an evo­
lution slightly longer than 6 months as the amplitudes are still
significant in August-September 1993 but vanish in October­
November 1993 (this last map is not shown). Looking at the
amplitude maps of this mode every 10 days like a movie, both
areas of maximum variability evoke wave propagation east­
ward and northward, since positive and negative anomalies
alternate, with wavelengths of 140 ± 30 km and phase veloc­
ities of 1 or 2 km d-1• The propagation from the two high­
variability points is also visible on the time-latitude diagrams
shown in Figures 12a and 12b. Figures 12a and 12b display the
time evolution of the second-mode amplitude along the two
sections drawn on Figure 10. In Figure 12a the propagation is
northeastward between the Algerian coast and Sardinia. Pul­
sation of the propagating anomaly amplitude is observed with
a period of -60 days. In Figure 12b the propagation follows
approximately the deep isobaths (- 2000 m) with the same
period of pulse. Both wave propagations end in the same area,
southwest of Sardinia.
After comparison with the map of satellite tracks (Figure 2)

it can be stated that the two areas of maximum variability
roughly coincide with the two TIP track crossover points at

37°N and could be due to an artifact of the mapping routine.
However, the other TIP crossover points do not present any
variability maxima. One can also remark that the northward
propagation near the channel of Sardinia is nearly parallel to
ERS-1 descending tracks for one half and parallel to ERS-1
ascending tracks for the other half and could be due to tem­
poral aliasing between measurements of adjacent or crossing
tracks. However, the northeastward propagation from the Al­
gerian coast (5°E) is not parallel to any tracks. In more general
terms, no coherent relationship has been found between the
CEOF results and the sampling of the original data or the
mapping analysis used to create the SLA data set. Thus the
CEOF patterns do not seem to be due to any artifact of the
procedure.

6. Discussion and Conclusion
A CEOF analysis performed on 15 months of combined

altimetric SLA from TIP and ERS-1 shows that the variability
in the region of the Algerian current is dominated by two
modes which are the annual cycle and an almost semiannual
cycle. Because of their respective periodicity, the second
CEOF could be a harmonic of the first CEOF, but the simi­
larity between the map of SLA standard deviation (Figure 5)
and the amplitude map of the second mode (Figure lOa) sup­
ports the fact that the two modes are associated with two very
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Figure 11. Bimonthly averaged amplitudes of CEOF 2. The contour interval is 1 cm. Dashed, dotted, and
solid lines correspond to negative, null, and positive values, respectively.

different physical phenomena which are the seascnal steric
effect and the mesoscale variability.
The path of the Algerian current in the southern channel of

Sardinia could be strongly affected by the seasonal variability
as the first CEOF amplitude is higher in this area with the
maximum seasonal mean value obtained in the fall of 1992 and
fall of 1993. This can be related to the seasonal variability of
MAW flux observed in the Strait of Sicilyby the fact that these
positive SLA (visible in Figure 4a) could be linked to a stron­
ger MAW circulation arcund the northeast cape of Tunisia and
a direct path toward the Strait of Sicily. This is in agreement
with the recent observations ofAstra/di et al. [1996],who report
a wide MAW flow, as broad as the strait, in the winter and a
narrow vein close to Tunisia during the summer and fall. How­
ever, the in situ data in the Strait of Sicily are sparse, especially
along the Tunisian coasts, and according to Manzella et al.
[1990], the maximum MAW flow occurs during the winter and
not during the fall. Ever. if the seasonal variation of :he mean
sea level is similar to the one described by Ovchinnikov [1974],
the 15 month time series of altimetric data used in this study is
too short to get any solid conclusion on the annual seasonal
variability locally represented by the first CEOF pattern,

The second CEOF reveals two points of higher variability
along the Algerian current path. The decreasing phase from

south to north across the western opening of the channel of
Sardinia could correspond to the propagation of eddies de­
scribed by Fuda et al. [1997] or by Bouzinac et al. [1997], who
report an anticyclonic eddy evolving between June and August
1994 in the same area. This is in agreement with the hypothesis
that some anticyclonic eddies could detach from the African
coast at the entrance of the channel, following the deep ba­
thymetry, because of their vertical extension, as events of ~6
months between the formation and the complete disappear­
ance of the eddy. In the same way such detachments could
occur between 4° and 6°E if one assumes that positive anom­
alies correspond to real anticyclonic eddies. The amplitude and
phase isolines imply a northeast propagation of the eddies.
This is supported by the anticyclonic eddy observed at the end
of October 1992 (Plate 1), which is part of the second CEOF
features (Figure lla).
The pulsation of ~ 2 months observed in the amplitude of

the second CEOF may be related to the growth rate of the
baroclinic instabilities in the Algerian current which have been
modeled by Beckers and Nihoul [1992]. Indeed, they obtained
a development time of a few weeks for the perturbations to
affect the whole current. However, the fact that this pulsation
is visible in all the basin cannot be explained.
The 6 month periodicity of the mesoscale activity does not
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Figure 12. Time-latitude diagrams of the CEOF 2 amplitude
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appear in the previous studies of the Algerian current from in
situ and infrared observations. Anticyclonic eddies have been
detected in the spring, summer, and fall [Taupier-Letage and
Millot, 1988], and the largest ones have lasted more than 6
months [Millot et al., 1990]. This periodicity could also be a
specific feature of the year 1993. It is therefore impossible to
confirm this periodicity revealed by the second mode of the
CEOF analysis whereas the propagation path and the propa­
gation speed of 1 or 2 km d-1 fit quite well with in situ
observations near the channel of Sardinia. In the future it
would be necessary to monitor these eddies on a longer time
period with the same almost continuous synoptic maps to as­
certain whether the mesoscale variability is subject to a semi­
annual cycle. This will be possible using the combined altim­
etric data of TIP and ERS-2.
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Correlations between altimetric sea surface height and
radiometric sea surface temperature in the South Atlantic

Matthew S. Jones", Myles Allen2, 3, Trevor Guyrner! and Mark Saunders+

Abstract. In the last decade, satellite altimetric measurements of sea surface height (SSH) and
infrared radiometric measurements of sea surface temperature (SST) have provided a wealth of
information about ocean circulation and atmosphere-ocean interactions. SSH is a depth-integrated
quantity dependent upon the temperature and salinity structure of the water column and on the
depth independent barotropic contribution. SST from infrared radiometers is a surface parameter
representing the temperature of the top few microns of the ocean surface. Hence any relationship
between SST and SSH provides dynamical information about the coupling between the ocean
surface and subsurface. It also offers a promise of new techniques such as interpolating SSH data
using SST and of improved calculations of eddy kinetic energy. We use SST data from the along­
track scanning radiometer on ERS-1 and SSH data from the TOPEX/POSEIDON instrument to
examine the relationship between SST and SSH anomalies within the South Atlantic region for
1993 and 1994. We find that positive (""0.2-0.6) spatial cross correlations between SST and SSH
anomalies at zero lag are present throughout the region at large scales (wavelengths> 1000 km).
Small-scale correlations, however, are high (""0.7) only in areas associated with fronts and
mesoscale variability. These small-scale correlations are seasonal, being strongest in winter and
weakest in summer. We discuss the application of these correlations to various techniques
requiring the synergistic use of SSH and SST data.

1. Introduction
Satellite remote sensing has established itself as an

essential means of acquiring global information about our
oceans. Satellites now measure sea surface temperature (SST),
sea surface height (SSH), wind velocity, significant wave
height, wave period, and ocean color. However, many of these
parameters are traditionally still studied in isolation of the
others. The future challenge must be to start combining multi­
instrument satellite measurements to obtain extra insight on
ocean dynamics and circulation. An initial attempt at
combining two satellite-measured parameters, SST and SSH, is
presented here.

SST and SSH are arguably the remote-sensed parameters
most fundamental to ocean circulation and climate. SST is used
to identify ocean fronts and eddies [e.g., Olson et al., 1988]
and is one parameter controlling the transfer of heat and
moisture between the ocean and atmosphere. Furthermore, SST
is a dominant factor controlling the genesis of hurricanes
[Saunders and Harris, 1997] and is an indicator of climatic
changes such as the El Nino-Southern Oscillation and the
North Atlantic Oscillation. SSH is dependent on the full depth
density structure of the ocean, and knowledge of SSH relative
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to the geoid provides the surface geostrophic circulation.
Moreover, SSH is of use in observing sea level change and its
associated consequences [e.g., Minster et al., 1995].

The accurate measurement of SST and SSH from space has
considerably improved over the last few years. The
TOPEX/POSEIDON (TIP) altimeter can measure SSH relative to
a reference ellipsoid to an absolute accuracy of 5 cm [Fuet al.,
1994]. This is an order of magnitude improvement over
previous altimeters and is due mainly to TIP's improved orbit
determination. The accuracy of infrared measurements of SST
has also advanced recently because of the ERS-1 mounted
along-track scanning radiometer (ATSR). In most areas of the
ocean the overall relative accuracy of a point measurement of
SST from ATSR is around 0.3 K [Mutlow et al., 1994; Forrester
and Challenor, 1995; Harris and Saunders, 1996]. This is a
factor of 2 improvement on previous instruments.

In this study we take advantage of data from the pioneering
TIP altimeter and ATSR instruments to investigate the
relationship between SST and SSH within the South Atlantic
Ocean. This area contains a variety of different dynamical
regimes, such as the highly energetic Brazil-Falkland [Gordon,
1989] and Agulhas [lutjeharms and van Ballegooyen, 1988]
regions, the quiescent central South Atlantic, and the ocean­
linking Antarctic Circumpolar Current [Johnson, 1989]. For
an excellent overview of the upper level geostrophic
circulation in the South Atlantic the reader should consult
Peterson and Stramma [1991]. The structure of this present
paper is as follows. A description of the previous studies
relating SST and SSH is given in section 2, and a brief
introduction of the theory behind possible relationships
between SST and SSH is given in section 3. Observational
results of the relationship between TIP SSH and ATSR SST data
are presented in section 4, followed by a discussion of the
applications of these results in section 5. Conclusions are
then drawn in section 6.
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2. Previous Studies

Previous attempts to relate SST and SSH are scarce. Vastano
and Reid [1985] apply an interactive feature-tracking technique
[Vastano and Borders, 1984] to two AVHRR brightness
temperature images in order to obtain surface current
velocities. From these velocity vectors a stream function is
obtained, which they relate to SSH by assuming geostrophy
and integrating the geostrophic relationship. A problem with
this ambitious approach is that feature-tracking techniques do
not always yield an accurate geostrophic velocity field; Ekman
and inertial currents may advect the feature being tracked; and
if an eddy is perfectly circular, it is impossible to obtain the
rotational component of the eddy, even though this may be
larger than the component owing to advection. Errors in the
estimation of the geostrophic velocity will lead to errors in
the resultant SSH field.

Several studies comment on similar patterns in both
infrared imagery and satellite altimeter data. Scott and
McDowall [1990] conduct a thermistor chain survey along a
section of Geosat track across the Iceland-Faeroes Frontal
Zone. They use several AVHRR brightness temperature images
to provide the context for the thermistor and the Geosat data.
Several cold cross-frontal jets are observed in both the AVHRR
SST and the Geosat measurements of SSH anomalies (ASSH),
with cold SST corresponding to a lowering in ASSH. Vazquez
et al. [1990] analyze 2 years of Geosat data in the Gulf Stream
region, together with the position of the north wall of the Gulf
Stream as measured by AVHRR. They find that the Gulf Stream
front is visible in several maps of ASSH (because of the front
meandering from its mean position and therefore appearing in
maps of ASSH). They find a root-mean-square difference
between the position of the Gulf Stream from ASSH and from
SST of 92 km between 75° and 50°W.

Halliwell et al. [1991] use Geosat and AVHRRdata to show
the presence of westward propagating features in the
subtropical convergence zone region of the Sargasso Sea.
These features have wavelengths of 800 km and periods of 200
days and propagate westward with SST anomalies (ASST)
leading ASSH by -1 month and 100 km. Van Woert and Price
[1993], in a study of Rossby waves near the Hawaiian Islands,
observe cusp-shaped features in AVHRR SST fields which
match up well with gridded ASSH data from Geosat. By
estimating the propagation of these features in the ASSH data
they deduce that these cusp-shaped patterns are the surface
manifestations of baroclinic Rossby waves. Van Woert and
Price [1993] also compare ASSH data along four Geosat tracks
with AVHRR SST data interpolated onto the Geosat tracks.
They find that in April 1988 for the region l 6°-26°N, water
cooler than 24°C corresponds to negative ASSH and warmer
water corresponds to positive ASSH. The exception to this is
an area southwest of the Hawaiian Islands, where there is no
relationship between SST and ASSH. They attribute this to the
weaker winds in this area allowing surface heating to obscure
any underlying horizontal structure, whereas elsewhere in the
region the winds are stronger and this decoupling mechanism
does not occur. Cipollini et al. [1997] observe coincident
westward propagating features in zonal SST gradients from
ATSR and zonal SSH gradients from TIP in the Azores current
region (34°N). A spectral decomposition of longitude-time
plots reveals three similar peaks in both the SST and the SSH
spectra with wavelengths of 520, 380, and 390 km and periods
of 200, 240, and 490 days, respectively. There is tentative

evidence to suggest that these three peaks may be related to the
first three baroclinic modes of Rossby wave propagation.

Knudsen et al. [1996] take a different approach to relating
SST and SSH by using TIP altimeter data and ATSR SST data.
Rather than studying spatial variations in SST and SSH, they
average both SSH and SST data into 2° (latitude) by 5°
(longitude) bins and compare time series of SST and SSH at
each location. By averaging the data into such large bins they
effectively reduce any mesoscale signal and emphasize the
large-scale seasonal signal in both ASST and ASSH owing to
the seasonal change in heat and freshwater fluxes [Gill and
Niiler, 1973]. In most regions they find similarities between
the amplitudes and phases of the annual cycles of SST and SSH,
with largest amplitudes in the northern hemisphere being off
the eastern coasts of continents and in the southern
hemisphere being in a latitude band 25°-50°S.

In summary, direct observations of any relationship
between SST and SSH are limited to a handful of studies.
Before using model or in situ data to attempt to establish a
relationship between SST and SSH the approach taken here is
to see whether or not the available remotely sensed data
suggests a relationship. This will then guide future research in
this area. The relationship between SST and SSH is quantified
in the South Atlantic area for 1993 and 1994 in section 4.
First, however, the reason why a relationship between SST and
SSH might be expected is described.

3. Theory

Several mechanisms exist which could result in a
relationship between SST and SSH. One mechanism is that the
surface temperature structure is correlated with the temperature
structure at depth. This would result in a surface temperature
structure that is correlated with the SSH structure (ignoring
salinity and barotropic effects) independent of the velocity
structure at depth. Another mechanism is that in the presence
of a meridional surface temperature gradient (cold north, warm
south for example) a zonal slope in SSH would cause a
meridional geostrophic surface velocity that would either
advect warm water north, or cold water south (in the case of
this example). In this instance the SST would be correlated
with the gradient in SSH rather than with the SSH itself. A
third (and more tentative) mechanism that may result in a
relationship between SST and SSH is ocean-atmosphere
coupling. For example, a SST anomaly may cause a horizontal
temperature gradient in the lower atmosphere. This will cause
a change in the surface wind field which, in turn, could force
anomalies in the surface height field.

The observational study described in section 4 shows that
the correlation between ASST and ASSH is much stronger than
the correlation between ASST and the gradient of the ASSH.
This suggests that advection of a temperature gradient is a
weaker mechanism than the ASST structure correlating with the
temperature structure at depth. The manner in which a
temperature change at depth is related to the ASSH response is
developed in the rest of this section.

Let T/s represent variations which are caused by changes in
the density structure of the water column (steric variations)

0
, 1 J ,T/s =-= p dz

p -H (l)
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Here z = -lj_ is the depth of the water, z = 0 is the mean sea
surface, p is the time-averaged mean density of the water
column, and p' is the density variation from the time-averaged
mean density at a particular depth. The way in which p' varies
depends upon the mechanism causing the change. Two
mechanisms are important: (I) changes in the upper several
hundred meters caused by variations in ocean-atmosphere heat
and water fluxes and (2) changes caused by advection. Gill and
Nii/er [1973) show that on large spatial scales (-1000 km) the
former is the dominant mechanism causing changes in SSH;
seasonal changes in these fluxes can cause SSH variations of
several centimeters. On smaller spatial scales (-100 km) the
effects of advection are important. A mesoscale eddy advccted
by the mean flow can cause changes in the density of the water
column that result in changes in SSH of several tens of
centimeters [e.g., Gordon and Haxby, 1990; Smythe-Wright et
al., 1996), an order of magnitude larger than SSH variations
caused by ocean-atmosphere heat fluxes. The meandering of an
ocean front can also cause such changes. Indeed, Vazquez et al.
[ 1990) study the SSH variability in the Gulf Stream area and
conclude that the majority of the seasonal variability can be
explained by a meandering front. The reason that changes in
SSH caused by advection arc larger than those caused by ocean­
atmosphere heat fluxes is that advection changes can occur
over a large depth range (-1000 m), depending on the structure
of the feature being advected. SSH changes induced by surface
fluxes, however, are limited to the depth of the mixed layer of
the ocean (-100 m).

Irrespective of the mechanism causing the density change,
variations in SSH will only be related to changes in SST if the
variations in density arc related to changes in SST. Changes
in density at a particular pressure (op= O) are related to
variations in temperature and salinity by

op = Jp or+ Jp ss
(JI dS

Hence a change in density will only correlate with temperature
variations if the change in density caused by salinity is either
small or if this change correlates with the change in density
caused by temperature. Assuming that temperature and salinity
changes from mean values are sufficiently small (8T = T', 8S =
S', hence 8p = p'), then (2) can be substituted into (1), which
gives

0
' l f ( dp . dp ' j,.,

1Js =: (JTT + dSS r
-H

or

0

1Js = J («r - /3S)z
-H

where

a = _ _!_ dp , /3= _!_ dp
p (JI p dS

are the thermal expansion coefficient and the expansion
coefficient for salinity, respectively.

Thus, for a relationship to exist between SST and SSH, three
criteria must be satisfied: (I) the variation in ~SSH is steric,
rather than due to either barotropic motions or the effects of

tides or atmospheric pressure (the latter two effects have been
eliminated from our analysis, as described in the next section);
(2) a relationship exists between ar' and f3S (or j3S is
small); and (3) surface temperature variations are related to
temperature variations at depth.

4. Observation

(2)

4.1. Instrument and Data Description

The U.S.-French T/P altimeter was launched in August 1992
into an orbit with an inclination of 66° and a repeat period of
9.9156 days [Fu et al., 1994). The global accuracy of the
determination of the SSH relative to some fixed reference is =5
cm in conditions of 2 m significant waveheight [Fu et al.,
1994). This order-of-magnitude improvement on previous
altimetric missions is achieved mainly by a more accurate
orbit determination but also by direct measurement of both the
ionospheric and wet tropospheric corrections.

The altimetry data used for this study are T/P SSH data
spanning 1993 and 1994 (T/P cycles 11-84 inclusive). T/P
data are provided as merged geophysical data records on CD­
ROM by Archiving, Validation and Interpretation of Satellite
Oceanographic data (AVISO). The standard set of geophysical
corrections are applied to the data. In particular, the Center for
Space Research (CSR) 3.0 tidal model [Eanes and Bettadpur,
1995] is used to remove the effect of tides, an inverse
barometer correction is applied, and the four parameter sea
state bias correction by Gaspar et al. [1994) is used. Data are
rejected if the rejection criteria specified by A VISO [1996] are
exceeded. The data are collocated to the subsatellite points
defined by TIP cycle 18 (this being close to the nominal
ground track) using a perpendicular bisector approach [Cheney
et al., 1983]. The Ohio State University (0SU91) mean sea
surface model is used to reduce errors caused by the combined
effect of across-track variations in the altimeter sampling and
across-track mean sea surface gradients [Brenner et al., 1990].

The ATSR instrument was designed and built by a
consortium led by the U.K. Rutherford Appleton Laboratory to
meet the need for more accurate SST measurements from space.
The precise calibration (0.1 K [Mason et al., 1996]) of this
instrument results in a more stable measurement of SST than
the AVHRR sensors provide (0.55 K [Weinreb et al., 1990]),
whilst a novel viewing geometry allows two near simultaneous
(M= 150 s) measurements of the same patch of ocean through
different atmospheric path lengths. This should result in a
more accurate atmospheric correction than that achieved by the
AVHRR instruments [Zavody et al., 1995]. Validation studies
have shown that in most areas of the ocean the overall relative
accuracy of a point measurement of SST from ATSR is around
0.3-0.4 K [Mutlow et al., 1994; Barton et al., 1995; Forrester
and Challenor, 1995; Harris and Saunders, 1996], which is an
improvement on the 0.6 K accuracy of AVHRR [McClain et al.,
1985].

The SST data used are the Synthesis of ATSR Data Into
Surface Temperature (SADIST) version 500 spatially averaged
0.5° SST data (ASST) from ATSR over the same time period as
the TIP data. Studies by Jones et al. [1996a, b] have shown
that a problem exists in the nighttime ASST data in specific
geographical locations associated with marine stratiform cloud
formation. Within the South Atlantic region the affected area
lies between 30° and 50°S and extends to the equator along the
west coast of Africa. This contamination manifests as an

(3)

(4)

(5)
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increased nighttime SST variability and a decreased nighttime
mean SST in such regions and is caused by inadequate cloud
screening of the data (partly caused by the failure of the 3.7 um
channel on May 26, 1992). A filtering scheme to reduce the
cloud contamination is proposed and tested by Jones et al.
[1996a, b]. This scheme involves fitting an annual and
semiannual cycle to the daytime data and rejecting data that are
further than three standard deviations of the daytime residuals
away from the model. This results in the rejection of 4.7% of
the ASST data (most of which is nighttime data). The data used
in this study are filtered with this scheme.

4.2. SST Overlaid on Dynamic Topography

Initially, patterns of absolute SST and SSH are compared.
To obtain an estimate of absolute SSH, the OSU91A-JGM3
(Joint Gravity Model) hybrid geoid is used. This geoid is
subtracted from the time-averaged mean SSH at each
subsatellite location. The resulting dynamic topography
contains both the ocean signal and the geoid error due to our
lack of knowledge of the geoid on small scales (<2000 km,
e.g., Nerem et al. [1994]). To remove the small-scale geoid
errors, the dynamic topography map is smoothed and
interpolated to a 0.5° grid using a Gaussian filter with a full
width at half maximum (FWHM) of 800 km. The SSH anomaly

(from the TIP 1993-1994 mean SSH) for January 1993 is then
interpolated onto a 0.5° grid using a Gaussian interpolator
with a FWHM of 180 km. The smoothed mean dynamic
topography is then added to the height anomaly map to obtain
an estimate of the absolute dynamic topography. This
estimate will be accurate in regions where the small spatial
scale, temporal mean flow is weak.

The dynamic topography that the above method yields for
January 1993 is converted into geostrophic velocity (by first
differencing the gridded dynamic topography field and using
the geostrophic equation) and overlaid on the ATSR SST
averaged within the same month. An example from the
Agulhas region is shown in Plate 1. It is clear that in some
areas a striking similarity exists between the SST contours and
the TIP flow field. For example, the large meanders
(wavelength -600 km) in the Agulhas Return Current at 37°S,
30-40°E are present in both the flow field and the SST field;
regions of high dynamic topography correspond to regions of
high temperature and vice versa. At 41°S, 18°E, however,
there is an anticyclonic eddy present in the altimetric flow
field which is not clearly visible in the SST. Similar patterns
in these two fields can be observed in many energetic regions
in this way, such as the Brazil-Falklands confluence and the
northern area of the Drake Passage (not shown).
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Plate 1. TOPEX/POSEIDON (TIP) "absolute" (see text for details) geostrophic flow vectors overlaid on the
along-track scanning radiometer (ATSR) mean sea surface temperature (SST) for January 1993. White areas
denote missing SST data because of clouds. Note the similarity between the geostrophic flow and the
isotherms at 35°E, 38°S.
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Given that these two data sources are completely
independent, that the altimetry is interpolated, and that the
method of estimating absolute dynamic topography is error
prone (because of the omission of the small-scale mean flow),
it is surprising to see such marked similarity between the two
fields in certain areas. Although this is proof that there
certainly is mutual information in both data sources,
establishing a quantitative estimate of the relationship
between SST and SSH from this type of comparison is difficult
because of the large errors (due to interpolation and inadequate
knowledge of the geoid on small scales) involved. Thus, to
quantify the relationship between SST and SSH, a different
approach is taken, which reduces the errors both in
interpolating the altimetry and in calculating absolute
dynamic topography. This is described in the following
section.

4.3. Comparisons of ASST With ASSH

To narrow the uncertainties, a more quantitative attempt is
made to relate SST and SSH by using SSH anomalies (from the
1993-1994 mean SSH) along the TIP ground tracks. ATSR SST
anomalies (from the 1993-1994 mean SST) are then collocated
onto the TIP ground tracks by using matchup criteria between
the SST and SSH data of ±2 days and ±60 km. The criterion of
60 km was selected by considering that the spatial resolution
of the ASST data set is 55 km at the equator. This immediately
sets a minimum spatial matchup criterion of 32 km (the
distance of the comer of an ASST cell from its center), since if
the criterion is less than this, there will be locations where it
is not possible to collocate the SST even with full coverage. It
is also desirable that each collocation point has the potential
to obtain information from more than one ASST cell. This is
to reduce the effects of noise and increase the amount of
matchups available. To achieve this, a criterion of >55 km is
necessary, and 60 km was chosen. The criterion of 2 days was
chosen after experimenting with various criteria and taking a
compromise between a small time criterion allowing more
precise but fewer matchups and a large time criterion allowing
a larger quantity of matchups.

An estimate of the SST at the collocation point (T0) is then
obtained from the SSTs within the matchup criteria by using
the following equation

LN
W·T

To= --1=..! 1 ;

LN
W·

i=l l

where Tj are the SSTs within the matchup criteria, N is the
number of SSTs within the matchup criteria, and the weights Wi
are given by

-((x;-x0)2 + (1;-10)2)

er~ a]
W; =e

where (Xi - x0) are the distance of the SSTs from the
collocation point, (ti - t0) are the time between the SST
measurements and the altimeter SSH measurement at the
collocation point, and CTd and cr1 are 30 km and 1.2 days,
respectively.

The purpose of such a weighting function is to attach more
weight to data nearer in time and space to the collocation point
and less weight to data near the edge of the matchup criteria.

The results presented here are largely insensitive to the choice
of parameters. To ensure this, the results described below were
also calculated with Wi = 1 (i.e., just a simple box average). It
was found that the correlations between ASST and ASSH are
only marginally smaller ("'0.01-0.05) using the simple
average compared to using the Gaussian weighting.

The collocation of the ASST onto the TIP ground tracks
does not present the same problems as interpolation of
altimeter data onto a regular grid because the sampling of the
ASST data is regular and well posed for this purpose. The
alternative method of interpolating the altimeter data onto a
0.5° grid and comparing this with the ASST data would incur
large interpolation errors in the middle of the track diamonds
[e.g., Greenslade et al., 1997] and has therefore been avoided.
These collocated data are analyzed over the entire South
Atlantic region for 1993 and 1994 to identify the regions and
seasons when correlations between ASST and ASSH exist.

Three profiles of collocated ASST and ASSH along TIP
ground tracks are shown in Figures 1a-le for pass 174 (Figure
1d) and cycles 11, 30, and 49 (this corresponds to January 7,
1993; July 14, 1993; and January 18, 1994, respectively). In
certain places, there are close similarities between ASST and
ASSH, and it is clear that the shapes of ASST and ASSH
profiles are related. For example, in Figure la, a similarity in
the region near 37°S is evident. In Figure Ib the structure of
the SST and SSH profiles between 38° and 45°S is similar. In
Figure 1c the SST and SSH structure at around 40° and 35°S
appears related. It is also clear, however, that the relationship
is far from simple. Indeed, it is impossible to deduce from
these few profiles any statistically significant relationship
between ASST and ASSH.

As a preliminary test to decide upon the parameters to cross
correlate, data in the Agulhas region (0-40°E, 10-50°S) are
considered. Zero lag cross-correlation coefficients (r) are
calculated for each TIP cycle using (8) below

NI (11; -11>cs; - ~>
r = i=l

(8)

(6)

where N is the number of collocated data points in each cycle, s
denotes SST, 17 denotes SSH, a is the standard deviation, a
dash denotes anomalies from the time mean at a particular
location, and an overbar denotes the mean over that particular
TIP cycle.

The results of these calculations for 1993 and 1994 (TIP
cycles 11-84) are shown in Figure 2. The cross correlations
between ASST and ASSH, between ASST gradients and ASSH
gradients, between ASSH and ASST gradients, and between
ASSH gradients and ASST are shown. It is clear from the
temporal consistency of the time series shown in Figure 2 that
the correlations between ASST and ASSH and between the
gradients of ASST and ASSH are all consistently different from
zero, whereas correlations between the gradients of one
parameter and the actual values of the other parameter are much
weaker. The correlations between gradients of ASST and
gradients of ASSH are nearly always slightly less than the
correlations between ASST and ASSH. This can be attributed
to two factors: (!) removing any large-scale correlation
between ASST and ASSH, since taking the gradient high-pass
filters the data and (2) increasing the noise in the data due to
the calculation of gradients and therefore reducing the

(7)
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Plate 2. (a) The zero-lag cross correlation between tiSST and tiSSH calculated with successive 240 km
along-track segments and (b) the gradient iJ(tiSSH)/iJ(tiSST) calculated for the years 1993 and 1994. These
results arc dominated by the large-scale seasonal response of the ocean to heat and freshwater fluxes.
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Plate 3. (a) The zero-lag cross correlation between ~SST and ~SSH calculated with successive 240 km along­
track segments and (b) the gradient d(~SSH)/Cl(~SST)calculated for the years 1993 and 1994 from data filtered
to remove wavelengths >400 km. The correlations are large in regions associated with fronts and mesoscale
variability.
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Figure 2. Time series showing the correlation between dSST and dSSH, dSST gradients and dSSH gradients,
dSST gradients and dSSH, and dSST and dSSH gradients. The correlations are calculated for each cycle over
the Agulhas region.

correlations. It is likely that both of these contribute to the
slight lowering of the gradient correlations. The magnitude of
the correlations, although significantly different from zero
(see discussion in section 4.4), is fairly small. Typical values
of about 0.35 imply that SST variability can only explain
about 13% of the SSH variability. Even the maximum value of
0.53 means that only 28% of the variability of one field can be
explained by the other. One of the reasons why the
correlations are so low is that these are correlations over the
entire Agulhas region. If the relationship between SST and
SSH is strong in some areas, but weak in others, or
d(dSSH)/d(dSST) varies throughout the region, the net result
will be an intermediate level of correlation. The geographical
variation of the correlations is explored in the next section.

From this preliminary investigation in the Agulhas region,
it is clear that(!) a relationship does exist between dSST and
dSSH, (2) the relationship is strongest between dSST and
dSSH rather than between the gradients of these parameters or
any combination thereof and (3) a seasonality exists in the
strength of the correlations. This study is extended in the
following sections using data for the whole of the South
Atlantic region and studying in more detail the geographical
and seasonal variation of the correlations between dSST and
dSSH.

4.4. Geographical Dependence of the dSST dSSH
Relationship

The results of the previous section are interesting, but to
investigate fully any relationship between dSST and dSSH, it
is important to quantify the geographical dependence. One
method of doing this is to calculate correlations between dSST
and dSSH from time series at fixed geographical locations (the
subsatellite points that the dSST have been collocated to). An
estimate of the use of such a calculation can be made by
examining the significance of correlations calculated in such a
way. . Assuming that dSST and dSSH are binormally
distributed, it can be shown that

t=r~N-;
1-r (9)

where t is distributed as Student's t statistic with N - 2 degrees
of freedom, r is the correlation given by (8), and N is the
number of independent samples.

An estimate of the number of independent samples in each
time series is made by dividing the length of the time series by
the integral timescale. For midlatitude regions a typical
timescale is ,,,25 days [Stammer, 1997]. For a 2 year time
series this gives 730/25 = 29.2 independent samples.
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Substituting for N = 29.2 and t = 2.05 (95% confidence limits
for a Student's t distribution with 27.2 degrees of freedom)
gives r = 0.37. This shows that correlations smaller than "'0.4
are not significantly different from zero. It was shown in
section 4.3 that, on a regional average, correlations between
~SST and ~SSH are around 0.4. Hence it is desirable to
increase the number of independent samples to reduce the level
at which correlations become distinguishable from zero. This
can be accomplished by using an along-track window and
correlating ~SST and ~SSH over a segment of ground track
rather than calculating correlations at single points. The
number of independent samples within a spatial window can be
approximated by the window length divided by the integral
length scale. A typical value for an ocean midlatitude integral
length scale is 100 km [Stammer, 1997). Choosing a window
length of 240 km (39 along-track data points) gives 240/100
x 730/25 = 70 independent samples. It follows (from (9)) that
correlations >0.23 are significantly different from zero at the
95% level. The high along-track spatial resolution can be
maintained by overlapping successive windows, although, of
course, this has a smoothing effect. The means and standard
deviations used to calculate the correlations are computed from
the ensemble of data within each 240 km window for all 74 TIP
cycles. A 240 km window was chosen after experimentation
with several different window lengths and is thought to be a
reasonable compromise between increasing the number of
independent samples and maintaining a useful spatial
resolution.

We applied this technique to all the collocated data within
the South Atlantic region for 1993 and 1994. The resulting
correlation map for the South Atlantic is shown in Plate 2a.
This plate shows that positive correlations between 0.2 and
0.6 dominate in most locations. Two exceptions, where
negative correlations occur, are (!) the region centered on the
equator and stretching from the Amazon Delta to Liberia and
(2) the region across most of the South Atlantic between 50°
and 58°S. Caution must be used when interpreting correlations
at high latitudes since the seasonal variation in cloud cover
means that matchups between ~SST and ~SSH are biased
toward summer months. Although care was taken to reduce
remnant cloud contamination in ~SST data by using the
filtering scheme of Jones et al. [l 996a, b], there is still a
possibility that some cloud contamination is still present.
Marine stratiform cloud is known to occur in the region 40°-
600S in the austral summer [Klein and Hartmann, 1993]. Cloud
contamination usually acts to reduce SST. Hence cloud
contamination in summer months would cause a negative
correlation between ~SST and ~SSH (assuming that ~SSH is
positive in summer). This, coupled with a reduction in the
variability at latitudes higher than 50°S [Knudsen et al.,
1996], could lead to the observed pattern of negative
correlation. The equatorial region of negative correlation is
more interesting. Cloud contamination is not thought to be a
problem in this area, and although the cloud cover varies
(because of the movement of the intertropical convergence
zone), data gaps are not nearly so frequent as at high latitudes.
A possible cause for this region of negative correlation is that
the variation in the net freshwater flux is dominating the steric
response of the ocean here. This situation may occur when the
net flux of freshwater into the ocean is out of phase with the
net heat flux into the ocean and dominates in terms of the
changes in density that are caused. A study into whether this is
the case is possible given heat and freshwater fluxes together

with knowledge of mixed-layer depth. This, however, will be
the subject of future research.

The region of positive correlation is fairly homogeneous
with values ranging mostly from 0.2 to 0.6 for latitudes
between 0° and 50°S. Several areas with correlations as high
as 0.7 are evident in regions of high mesoscale variability
(e.g., the Brazil-Falklands confluence at 36°S, 50°W and the
Agulhas Return Current region (40°S, 25°E)). Interpreting this
map is difficult because, as described in section 3, correlations
may be due to the seasonally varying heat fluxes (which is
thought to dominate on large scales (wavelengths >1000 km))
or to horizontal advection (which is thought to dominate on
small scales (wavelengths <1000 km)). The map of
d(~SSH)/d(~SST) is shown in Plate 2b. This is calculated by
fitting a straight line to the ensemble of data within each 240
km window using ordinary least squares with ~SST as the
independent variable. It is clear that throughout most of the
region the gradient between ~SSH and ~SST is "'0.01-0.02
m/°C. This is typically the magnitude that is associated with
the ratio of the amplitudes of the large-scale seasonal
variations in ~SST and ~SSH due to the seasonally varying
heat fluxes [Knudsen et al., 1996). In regions associated with
mesoscale variability (e.g., Agulhas Retroflection region and
the northern part of the Drake Passage), gradients are as high
as 0.1 m/°C. This is more typical of the signal caused by the
horizontal advection of ocean fronts and eddies [e.g., Gordon
and Haxby, 1990]. However, a more rigorous interpretation of
the correlations cannot be made unless a scale analysis is
performed. This is described in the next section.

4.5. Spatial Scale of the ~SST ~SSH
Correlations

The correlation map described in the previous section
included contributions from the whole range of wavelengths
from ,,,JOO km upward (wavelengths below "'100 km are not
resolvable because of the 0.5° resolution of the ASST data). To
gain some insight into the physical mechanism causing the
correlations, we filter the data into three parts. The data are (1)
high-pass filtered by removing an along-track running mean
with a 240 km (39 point) window, (2) band-pass filtered by
smoothing with a 240 km running mean and then subtracting a
600 km running mean, and (3) low-pass filtered by smoothing
using a 600 km running mean. The transfer functions of these
filters were calculated, and the demarcations between the filters
were evaluated by choosing the wavelengths at the half-power
points of the transfer functions. This results in the data,
filtered as above, containing wavelengths of (I) 100-400 km,
(2) 400-960 km, and (3) 960 km and greater, respectively. The
same methodology as in section 4.4 but using filtered data
produces scale dependent correlation maps.

The correlation map for the large scales is virtually
identical to the correlation map obtained with no filtering
(Plate 2a) and is therefore not shown. The gradient map is also
similar, although in the regions of high mesoscale variability
the gradients are reduced. Instead of reaching 0.1 m/°C in these
regions (as shown in Plate 2b), the gradients maximize at
around 0.04 m/°C. The large-scale correlations are dominated
by the seasonal response of the ocean to the seasonally
varying heat and freshwater fluxes [Gill and Nii/er, 1973]. An
analysis of the similarities between ~SST and ~SSH on large
scales is described by Knudsen et al. [1996). For many
purposes (see section 5) a large-scale correlation between
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dSST and dSSH is not useful. The focus of this paper is on
correlations at small and intermediate wavelengths (which
means that the large-scale seasonal response of the ocean is
excluded). This is described in the remainder of this section.

Correlations caused by variability on wavelengths smaller
than 400 km are shown in Plate 3a. It is clear that the
correlations between dSST and dSSH are regional in this case,
with high correlations (-0.6-0.7) in regions associated with
mesoscale variability and strong fronts. For example, the
region of high correlation stretching through the northern part
of the Drake Passage is in the vicinity of the Subantarctic and
Polar Fronts, as is the broad swath of high correlation
extending across the latitude band 40°-50°S. The region of
high correlation just southeast of the tip of South Africa is
associated with the Agulhas Return Current, and the region to
the west of South Africa is associated with the Benguela
Current. An interesting area of high correlation extends from
30°S at the east coast of South America to 35°S at 0°E. The
reason for this is unclear; however, it may be due to eddies
generated in the Agulhas region and propagating across the
South Atlantic. The structure of the correlations in Plate 3a is
quite different to the unfiltered correlation map (Plate 2a),
where the correlations are fairly homogeneous throughout
most of the region. The map of a(dSSH)/a(dSST) for the
small scales (Plate 3b) is also quite different from the
equivalent map for all scales (Plate 2b). The gradients in the
regions of high correlation (and high mesoscale variability)
are now much higher at around 0.1-0.2 rn/°C, indicating that
different physical processes are responsible for the
correlations in these regions.

The correlation map for intermediate scales (Plate 4a) is
very similar to the equivalent map for small scales (Plate 3a).
The major difference is that the correlations in most regions
are slightly higher (typically 0.7 in regions of high mesoscale
variability rather than 0.6). This reduction in correlation at
smaller scales may purely be due to the matchup criteria used to
collocate the data. For example, assuming a horizontal
advection speed of 5 emfs [e.g., Gordon and Haxby, 1990], a
feature can move 9 km in 2 days (the matchup criteria). Hence,
if it had a wavelength of less than 4 x 9 = 36 km, it would be
completely decorrelated. Obviously, the longer the
wavelength of the feature, the less the reduction in correlation.
The collocation therefore places a limit on the extent to which
the actual small-scale dependence of the relationship between
SST and SSH can be established. One region where the
correlations at intermediate scales are less than those at small
scales is the region associated with the Benguela Current (and
with upwelling) to the west of the South African coast. The
gradients associated with the correlations at intermediate
scales are shown in Plate 4b. The gradients are similar but
slightly larger than those shown for the smaller scales (Plate
3b) with gradients in regions of high correlation reaching
0.15-0.2 m/°C.

The implication of Plates 3 and 4 is that there is indeed a
relationship between dSST and dSSH in specific geographical
regions associated with mesoscale variability. The square of
the correlation values is the percentage of the variance in one
parameter that can be explained by the other parameter in a
linear relationship. Values in some regions in Plates 3 and 4
are as high as 50%. The fact that these correlations are present
at small and intermediate wavelengths imply that they are
caused by large eddies, meanders, or Rossby waves [Cipollini

et al., 1997] rather than by the very large-scale seasonal
response of the ocean to varying heat and water fluxes.
Distinguishing between mechanisms operating on different
scales is critical if any relationship between dSST and dSSH is
to be used to interpolate altimeter data, provide improved eddy
statistics, or to validate eddy-resolving models. If the
relationship between dSST and dSSH was purely due to the
large-scale seasonal response, there would not be a
relationship on small enough spatial scales (-100 km) to be
useful for the above mentioned purposes.

4.6. Seasonal Cycle in the dSST dSSH
Correlations

Figure 3 shows a time series of the spatial mean cross
correlations over the entire South Atlantic region for
intermediate wavelengths. It is clear that an annual signal
exists in these correlations. Therefore a model of a sinusoid
with annual period plus trend is fitted to the data using
conventional least squares. The peak of this cycle is -0.38 in
mid-August, the middle of the austral winter, compared to a
trough of -0.29 in midsummer. Hence the correlations in the
winter are -30% stronger than in the summer. There are two
possible explanations for this seasonal cycle. First, it is
possible that development of a diurnal thermocline might be
stronger in summer, and hence the correlations are lower
because of this effect decoupling the surface from the
subsurface. Second, the development of a seasonal
thermocline in midlatitudes may be responsible for the poor
correlations in summer. This is the effect that Legeckis [1978]
observed, where summer heating creates a horizontally
homogeneous warm pool of water that masks the underlying
frontal structures. Legeckis observed that between latitudes of
25° and 35° in both hemispheres, frontal structures are visible
in winter but not in summer, whereas for higher latitudes
frontal structures are visible throughout the year.

To investigate whether or not the diurnal thermocline effect
is causing a seasonal cycle in the correlations, the above
analysis was undertaken for day and night SST data separately.
The results (not shown) indicate, surprisingly, that there is
virtually no difference between the correlations according to
whether day or night SST data are used. The diurnal
thermocline effect, in some circumstances, is known to
obscure the underlying thermal structure [e.g., Stramma et al.,
1986]. The fact that no difference in the day and night
correlations occurs suggests that although the diurnal
thermocline effect may occur occasionally, it is not the
dominant effect in terms of obscuring underlying structure.

To examine the geographical variation of the seasonal
differences, the small and intermediate scale correlation maps
are calculated for January, February and March (JFM) and for
July, August and September (JAS). These maps (not shown)
are not as clear as maps for the entire two year period due to the
reduction in the number of independent samples. However,
they suggest that the winter correlations are stronger than the
summer correlations mainly in the region of high correlation
extending across the South Atlantic at -30-35°S (e.g. Plate 4a)
and in the region associated with the Benguela Current at
-25°S, 10°E (Plate 3a). These regions are both at latitudes
close to those most affected by the seasonal thermocline
[Legeckis, 1978] which is tentative evidence that this is the
main cause of the differences in correlation between summer
and winter.
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Figure 3. The seasonal cycle in the strength of the
correlations between ~SST and ~SSH over the whole South
Atlantic region. An annual plus drift model is fitted to the data
(see text for details). The correlations minimize in mid­
February and maximize in mid-August. A possible mechanism
for this is the development of the seasonal thermocline during
summer and the obscurance of the underlying density structure
that this may cause.

5. Application

In most forms of remote sensing of the ocean a major
difficulty is obtaining information about the subsurface ocean
from purely surface parameters. SST, as measured by infrared
radiometers, is the temperature of the top few microns of the
sea surface, and thus any relationship between SST and SSH is
evidence that the temperature of the top few microns of the
ocean surface contains information about the entire water
column. In particular, the SST structure must be correlated with
the temperature structure to some depth before it wiII
correspond to a similar SSH structure. Establishing the
regions and seasons where there is any relationship between
SST and SSH will show when and where to expect the SST
structure as observed from infrared radiometers to represent
more than just the surface layer. Furthermore, by examining
the temperature-salinity structure of the water column (from
ocean model data, or wherever possible from in situ data) in
regions where a relationship holds, it may be possible to infer
dynamical information. Examples of such information are the
baroclinicity of the variability or the depth to which surface
temperature structure is manifested in subsurface temperature
structure.

As global ocean models become more sophisticated and are
able to represent the state of the ocean more accurately
[Semtner, 1995], it becomes more important to test these
models to assess their performance. Remote sensing provides
the only method for global validation of models at the high
spatial resolution that these models require. Traditionally,
altimeter SSH data are used, and statistics such as SSH
variability and eddy kinetic energy (EKE) are compared to the
corresponding model statistics [Stammer et al., 1996]. A more
stringent test of a model, however, would be to compare the
relationship between SST and SSH as observed from satellites
with the corresponding SST-SSH relationship from the model.
To achieve a realistic coherency between SST and SSH, the
model must correctly represent both the near-surface
thermodynamics and the deeper structure of the water column.

This is a challenging task but is especially important for
coupled ocean-atmosphere models where SST is a central
factor.

Establishing a relationship between SST and SSH would
open up the way for new techniques based on any such
relationship. One example is the interpolation of altimeter
data. For an altimeter with the sampling characteristics of TIP
the results of Greenslade et al. [1997] suggest that it is
impossible to consistently resolve scales with wavelengths
shorter than about 400 km. However, if there is any
relationship between SST and SSH, it may be possible to use
SST data within an optimal interpolation scheme for SSH,
therefore providing pseudo-SSH fields of much higher
resolution than that given by altimetry alone. This would be
useful for tracking small wavelength features such as
mesoscale eddies, which are difficult to track as they disappear
between altimeter tracks. It would also be helpful for
assimilating into ocean models where a high-resolution
gridded SSH field would be much easier to use than along-track
altimeter data.

A second example where a relationship between SST and
SSH would be of use is in the calculation of eddy kinetic energy
(EKE) (the variance of the geostrophic velocity anomalies).
To calculate EKE from altimetry, both horizontal components
of the velocity field are required. Hence either EKE
calculations are limited to crossover points or isotropy is
assumed and EKE is calculated at the full along-track resolution
of the altimeter. However, the assumption of isotropy is
known to be poor in certain regions [Morrow et al., 1994],
especially in the Southern Ocean where the bottom
topography exerts a large influence on the eddy field. Hence
EKE maps calculated at the full resolution of the altimeter will
be in error. SST fields are fully two dimensional, however, and
if there is any relationship between SST and SSH, it may be
possible to use the SST data to remove the assumption of
isotropy and calculate more accurate high-resolution EKE
fields.
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6. Conclusions

Following the introduction, this paper commences with a
literature review of previous work relating SST and SSH. This
is followed by a brief outline of the reasons why a relationship
could exist between these two parameters. An observational
study from TIP SSH and ATSR SST shows that a relationship
does indeed exist. The main conclusions of this study are
described below.

It is first shown that if the TIP geostrophic flow vectors are
overlaid on the SST for January 1993, a remarkable agreement
is present in some locations. Meanders in the geostrophic
flow field in the Agulhas Return Current closely follow
isotherms. This qualitative agreement is investigated using
collocated SST and SSH anomalies.

A pilot study in the Agulhas region shows that the spatial
correlation between height and temperature residuals is
slightly stronger than the correlation between along-track
gradients of height residuals and along-track gradients of
temperature residuals. Furthermore, correlations between
temperature residuals and along-track gradients of height
residuals are much weaker (z0.05 compared to z0.4).

The geographical variation in the correlations between SST
and SSH is investigated by computing zero-lag cross­
correlation coefficients within overlapping successive 240 km
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along-track segments for 1993 and 1994. The resulting
correlation map (Plate 2a) shows correlations ranging from
0.2-0.6 throughout most of the South Atlantic. This pattern is
dominated by the large-scale correlation between dSST and
dSSH due to seasonally varying heat and freshwater fluxes.
When the large-scale variability (wavelengths >1000 km) is
removed from the data, the correlation pattern is quite
different. Regions of high correlation ("'0.7) are now evident
in areas generally associated with ocean fronts and mesoscale
variability. Such regions include the Polar Front, the Sub­
Antarctic Front, the Agulhas Return Current, the Benguela
Current, and the Brazil-Falkland Confluence. A relationship
between SST and SSH at these small and intermediate spatial
scales will allow techniques such as interpolation of altimeter
data and improvement of eddy statistics to be developed.

The strength of the small- and intermediate-scale
correlation (wavelengths <1000 km) between dSST and dSSH
is shown to vary with season, with correlations in mid-August
of 0.38 (austral winter) being -30% higher than correlations
in mid-February of 0.29 (austral summer). The cause of this
seasonality is investigated, first by studying the correlations
using day and night SST data separately. It is found that using
day rather than night SST data, and vice versa, makes virtually
no difference to the strength of the correlations. This rules out
the diurnal thermocline as a mechanism for the seasonal
variation in correlations. The geographical pattern of the
correlation map for summer and winter reveals that the main
difference between the correlations is at latitudes of -30°S.
This suggests that the seasonal thermocline and the associated
horizontally homogeneous pool of warm water, caused by
summer heating, is obscuring the underlying temperature
structure and causes lower correlations [Legeckis, 1978].
Extending the results of this study to gain more information
about the dynamical processes occurring as well as developing
new techniques based on the correlations between SST and SSH
are exciting subjects for future research.
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Feasibility of the detection of long term sea level change
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Abstract. Global mean sea level observations are necessary to answer the urgent
questions about climate changes and their impact on socio-economy. At
GeoForschungsZentrum/Geman Processing and Archiving Facility ERS altimeter data is
used to systematically generate geophysical products such as sea surface topography,
high-resolution geoid and short- and long-period sea surface height models. On the basis
of this experience, fully reprocessed ERS-1 altimeter data is used to generated a time
series of monthly sea surface height models from April 1992 to April 1995. The
reprocessing consists of improved satellite ephemerides, merging of Grenoble tidal model,
and application of range corrections due to timing en-ors. With the new data set the
TOPEX/POSEIDON prelaunch accuracy requirements are fulfilled. The 3-year time series
is taken to estimate the rate of change of global mean sea level. A careful treatment of
seasonal effects is considered. A masking of continents, sea ice, and suspect sea surface
heights is chosen that is common for all sea surface height models. The obtained rate of
change is compared to external results from tide gauge records and TOPEX/POSEIDON
data. The relation of sea level changes and sea surface temperature variations is examined
by means of global monthly sea surface temperature maps. Both global wind speed and
wave height maps arc investigated and correlated with sea surface heights and sea surface
temperatures in order to find other indicators of climate variations. The obtained rate of
changes of the various global maps is compared to an atmospheric C02 anomaly record,
which is highly con-elated to El Nino events. The relatively short period of 3 years,
however, does not allow definite conclusions with respect to possible long-term climate
changes.

1. Introduction

Urgent questions about possible climate changes may be
answered by means of long-period and secular rates of
change of the sea level. Trends in the sea level are
considered as possible indicators of a global temperature rise
caused by the increase of greenhouse gases. For the next
century a rise between I° C and 4° C can be expected. If
this happens, then the sea level will rise 30-50 cm [Church
et al., 1991; Houghton and Woodwell, 1989]. caused by the
melting of glaciers, polar ice caps, and thermal expansion of
the oceans [Church et al., 1991; Meier, 1984]. However,
results presented further below will show that the sea level
rise has regional tendencies; that is, there are areas, that are
much more affected than others. Within such a future
scenario, the socioeconomic consequences are virtually
unpredictable [Broecker, 1996].

Before the advent of satellite altimetry the sea level could
only be observed through tide gauges. The latter has three
major disadvantages. ( 1) As tide gauges are located on the
shores of continent, and islands exclusively, their global
distribution is necessarily uneven (see Plate 8). (2) Tide
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gauge measurements reflect relative motions between the
ground the instrument stands on and the sea surface, which,
for example, could be shifted systematically due to
postglacial rebound or tectonic uplift toward other stations.
(3) A modification of the ocean circulation pattern may also
influence the local sea level and hence tide gauge
measurements.

With altimeter data it was the first time that the sea
surface could be monitored in a continuous and repeated
manner in an unique reference datum. However, because of
unknown altimeter drifts and systematics of Seasat, Geos-3,
and Geosat [Allan, 1983; Bonavita et al., 1975; Cheney et
al., 1991; Horai, 1982] and missing overlapping data with
other altimeter missions, only data of the European satellites
ERS-1 and ERS-2 and the U.S./French satellite
TOPEX/POSEIDON can be used to measure the sea level
change with a sufficient accuracy. This means that the sea
level change can be investigated from 1991 onward. It
should, however, not be neglected that recent efforts have
demonstrated that the use of tide gauges to link Geosat to
TOPEX/POSEIDON and ERS-1 has proven useful and sea
level estimates have been obtained. An uncertainty with tide
gauges, however, remains and the estimates are difficult to
prove. The problems of linking tide gauges and altimeter
data, as described above, should not degrade the usefulness
and importance of tide gauge measurements. They play an
important role in calibrations and help to link ocean and
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land. The anticipated secular changes of the sea surface are
so small that very careful data preparation and calibration
are needed. Earlier investigations [Nerem, 1995] and the
ERS-1 data upgrade as described below demonstrate that
there are further and maybe unknown elements of
uncertainty [Kopytoff, 1996].

The uncertainties of the data and the missing possibility
of validating the sea level results (tide gauges are not
suitable for open ocean) led to following consideration: If
the sea level (or the sea surface) is an indicator of climate
change, then other parameters of the global system "ocean­
atmosphere" must also show variations within the same time
period. For this reason, sea surface temperatures, wind
speeds, and wave heights were analyzed in the same manner
as sea surface heights. The changes obtained then were
correlated and interpreted within the framework of the
ocean-atmosphere system.

The paper begins with the data and data preparation
description. Because of the enormous work package and its
importance this part is described in detail. The second part
is dedicated to the methodology of the sea level study. The
third part shows the obtained results. In the fourth part a
quality assessment of the results is performed. Finally, the
obtained results are discussed in the context of an
investigation of a long time series of sea surface
temperatures.

2. Data
The following sections provide a detailed summary of all

data used for the sea level study. Starting from the
operational ERS-1 and TOPEX altimeter data, all additional
data upgrades and correction models are described in detail.
Some additional analyses for specific upgraded parameters
are given in the subsequent chapters. Furthermore, sea
surface temperatures, wind speed, and tide gauge data sets
are described.

2.1. Altimeter Data

Precise altimeter products from the European Space
Agency's ERS-1 mission and the U.S./French
TOPEX/POSEIDON mission are used in this study as a
baseline. For each mission, 3 years of data are selected,
whose temporal separation is as small as possible and which
take into account the different mission scenarios. In the
following a detailed description for both data sets is given.

Table l. Overview of ERS-1 Mission Phases

2.1.l. ERS-1 altimeter data. In July 1991 the European
Space Agency launched the first of the two remote sensing
satellites for studying the Earth's environment. The ERS-1
satellite (European Remote Sensing Satellite) carries a
number of microwave instruments, which are designed to
provide weather independent, repeated observations and
images. Mission goals are, beside others, the improvement of
the understanding of ocean-atmosphere interactions and the
knowledge of ocean circulation and the transfer of energy.
Both goals are linked very closely to a possible global
climate change. Since its launch, ERS-1 has gone through
different repeat cycles, which were optimized for particular
mission objectives [European Space Agency, 1993]. Table I
provides an overview of the different mission scenarios.
During the commissioning phase, on- board instruments were
calibrated with frequent flights over the calibration sites. Two
ice phases, separated by 2 years, were flown to satisfy the ice
community. The multidisciplinary phases were flown to
satisfy as many applications as possible, with particular
emphasis to synthetic aperture radar (SAR) ice and land
mapping. Finally, two geodetic cycles, the second one shifted
by half a track distance from the first one, were flown for the
geodetic community. The main objective of these phases was
the mapping of the geoid with an extremely dense spatial
resolution. In April 1995 the second quasi-identical satellite
ERS-2 was launched successfully. As an additional
instrument, the Global Ozone Monitoring Experiment
(GOME) is included. Also on ERS-2 the precise range and
range rate equipment (PRARE) microwave tracking system,
which failed on ERS-1, is working successfully and provides
independent orbit information for altimetry [Flechtner et al.,
19971. After the launch of ERS-2 both ERS satellites flew
for I year the 35-day repeat cycle in- line; that is, one
satellite repeated the ground tracks of the other I with a
temporal separation of one day. This so-called tandem
scenario was especially designed for SAR interferometry
[Duchossois and Martin, 1995]. On June 3 in 1996, ERS-1
went into hibernation, which means that the satellite and its
instruments are monitored but that all instruments are
switched into a stand-by mode, except for some SAR
interferometric campaigns. ERS-2 will remain for its
complete lifetime in the multidisciplinary 35-day repeat
cycle. For both satellites, operational altimeter products such
as waveforms, ocean products and sea surface height models
are generated by the different Processing and Archiving
Facilities (PAF) within the ERS ground segment.
Geophysical data records (GDR), the so-called ocean product

Phase Period Repeat Track Distance, km
Cycle,

Equator <1>=60°days
Commissioning July 29, 1991 - Dec. 10, 1991 3 930 460
Ice ( l) Dec. 20, 1991 - March 30, 1992 3 930 460
Multidisciplinary (l) April 14, 1992 - Dec. 20, 1993 35 80 40
Ice (2) Dec. 21, 1993 - April IO, 1994 3 930 460
Geodetic ( I ) April 10, 1994 - Sept. 27, 1994 168 17 8
Geodetic (2) Sept. 28, 1994 - March 20, 1995 168 17 8
Multidisciplinary (2) March 21, 1995 - June 2, 1996 35 80 40
Hibernation since June 3, 1996 35 80 40
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records (OPR) for ERS, are operationally generated by the
German (D-PAF) and the French (F-PAF) Processing and
Archiving Facilities. While at D-PAF, the Quick-Look Ocean
Products (QLOPR) are generated and distributed within 2
weeks after acquisition [Gruber et al., 1993]; F-PAF is
responsible for the precise and final ocean products (OPR).
The data is generated with a delay of some months. It is the
baseline for the sea level study described in this paper. At F­
PAF, raw data, which are recorded on- board the satellite and
dumped after each pass to the ground station, are transformed
to physical quantities, which are then time tagged, located,
and corrected for the instrumental effects. For this purpose a
complete retracking of the altimeter signal is performed. In
a second step, the precise orbit information and the
environmental and geophysical corrections for each I-Hz
measurement are included before the products are distributed
on CD-ROM [Centre ERS d' Archivage et de traitement,
1995]. For the sea level study, consistently processed ERS-1
data for the period between launch and August 1995 were
available. Because of the limited spatial resolution of the 3-
day repeat cycle period during the first 9 month of the ERS-1
mission, however, only data from April 15, 1992, until

Parameter

Table 2. ERS- l OPR Content Overview

March 20, 1995, were used. The other available data for the
second multidisciplinary phase were not used because the
data that was available at the time of the processing did not
cover a complete year. The annual cycle causes periodic sea
surface changes, whose power is much higher than that of
possible secular sea level change. Thus incomplete years of
altimeter data cause systematic artifacts in the analysis result.
Furthermore, OPR data starting with the second
multidisciplinary phase have been processed with a new
software version. This could cause systematics in the range
measurement and in other parameters, such as the microwave
radiometer measurements, which are used for the wet
tropospheric correction. In Table 2 a summary of all relevant
parameters of the ERS-1 ocean product records used for this
study is given. The analysis time period includes 3 months
of 3-day repeat cycles, the so-called second ice phase. The
implicit coarse spatial resolution of that period was overcome
by a special gridding algorithm, which is described in section
3.1.

2.1.2. TOPEX altimeter data. In August 1992 the
United States National Aeronautics and Space Administration
(NASA) and the French Centre National d'Etudes Spatiale

Description

Time,' µs
Latitude,' udeg
Longitude,' µdeg
Altimeter range,' mm

Range standard deviation,
mm
Dry troposphere. mm

Wet troposphere, mm

Ionosphere,' mm

Ocean tide,' mm

Tidal loading,' mm

Solid Earth tides, mm

Satellite altitude,' mm

Sea state bias, mm
Significant wave height, cm
Wind speed, cm s 1

UTC time elapsed since January I, 1990, 0 h of the l-Hz altimeter measurement
geodetic latitude with respect to WGS84 ellipsoid calculated from orbit
geodetic longitude with respect to WGS84 ellipsoid calculated from orbit
I-Hz altimeter range corrected for the following instrumental effects:
look-up table correction, effect of on-board filter on waveforms and retracking
Doppler correction from altimeter range derivatives
internal calibration correction from measurement of altimeter single-point target response
ultrastable oscillator drift
center of gravity correction. distance antenna to center of gravity

standard deviation of l -Hz mean from 20 Hz range measurements

altimeter path delay correction due to dry troposphere [Saastamoinen, 1972]; atmospheric
pressure is calculated by linear interpolation in time and space in global half-degree 6-hour
pressure fields based on ECMWf model outputs
altimeter path delay correction due to wet troposphere, two corrections are provided:
correction computed from the microwave radiometer brightness temperatures and the
altimeter's wind speed

correction computed from ECMWF global half-degree model temperature and humidity
fields; linear interpolation in time and space for each measurements is performed

ionospheric path delay correction, calculated from total electron content computed with the
Bent model [Llewellyn and Bent, 1973]; the model input consists of predictions for the 12-
month running average of the monthly sunspot numbers
elastic ocean tide correction calculated from 13 tide waves, first eight waves (M2 to QI)
calculated by Schwiderski [1980], and last five waves (L2 to µ2) by Le Provost et al.
[1991]; in the Mediterranean Sea, tides are calculated for the first eight waves by Canceill
et al. [1993]
tidal loading correction calculated from the eight main tide waves (M2 to QI) based on
calculations of Francis and Murreg« [ 1990]
solid Earth tide correction taking into account the contributions of Sun and Moon and
Wahr's [1995] radial correction but not the permanent deformation term
satellite height above WGS84 reference ellipsoid, calculated by D-PAF based on PGM035
gravity field, which is an updated GRIM4-S I satellite-only model [Schwintzer et al., 1991]
sea state bias altimeter range correction (corresponds to electromagnetic bias)
I -Hz significant wave height corrected for instrumental effects
I-Hz wind speed intensity calculated using a table, which relates the backscatter
coefficient to the wind speed [Witter and Chelton, 1991]

* Parameter upgraded for sea level analysis (see section 2.2).
** The overview is from CERSAT [1995].
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(CNES) launched the TOPEX/POSEIDON altimeter satellite.
In contrast to the ERS missions, this satellite carries, except
of the tracking instruments (Doppler orbitography and
radiopositioning integrated by satellite (DORIS), Global
Positioning System (GPS), laser retroreflector), only two
altimeters and the microwave radiometer. The primary goal
of the mission is the improvement of the knowledge of the
global ocean circulation and, consequently, of the
understanding of the ocean's role in global climate change
[Fu et al., 1994]. The main instrument is the TOPEX dual­
frequency microwave altimeter, which can measure the
ionospheric electron content and therefore is able to minimize
range errors caused by this phenomenon. As an experimental
altimeter the POSEIDON solid-state one-frequency
instrument is on- board. It is meant to demonstrate new
technologies for low-power and low-weight altimeter
instruments to be used for future Earth observation missions.
As both altimeters share the same antenna, only one of them
can work at a given time. This means that approximately for
every IO cycles, l cycle is operated with the POSEIDON
altimeter. The orbital configuration (an inclination of 66°, an
altitude of about 1336 km, and a repeat cycle of I0 days
(equatorial track distance of 316 km)) was mainly chosen in
order to be convenient for oceanographic applications.
Because of the higher altitude and additional tracking

Parameter

Table 3. TOPEX GDR-M Content Overview

systems the spacecraft positions can be determined better
than for ERS. Merged TOPEX and POSEIDON geophysical
data records are operationally generated and distributed with
a delay of -3 months. NASA is processing the TOPEX
altimeter ranges and the GPS orbits, while CNES is
processing the POSEIDON altimeter ranges and the DORIS
orbits. For this study, only TOPEX altimeter data between
September 25, 1992, which marks the begin of operations,
and September 30, 1995, which completes the first 3 years of
operations, from the Archiving, Validation and Interpretation
of Satellite Oceanographic data (AVISO) data center in
Toulouse were used. This period is as close as possible to the
ERS-1 data period used for the study. Because of the
constraints for ERS-1 and TOPEX data availability, no
common 3-year period is available. All TOPEX data for
these 3 years are processed with the same software and
models, except the gravity model used for orbit
determination. Until cycle 92 (March 24, 1995) the Joint
Gravity Model (JGM)- 2 [Nerem et al., 1994] was used.
Since cycle 93 all orbits are based on the JGM- 3 gravity
model [Tapley et al., 1996], showing significant
improvements with respect to the previous solution. Small
inconsistencies in the product series may be a side effect of
this transition. Table 3 summarizes the relevant parameters
of Topex GDR used for the investigations.

Description
Time, µs
Latitude,' µdeg
Longitude,' µdeg
Altimeter range,' mm

Range standard deviation,
mm
Dry troposphere,mm

Wet troposphere,mm

Ionosphere,' mm
Ocean tide,' mm

Tidal loading,' mm

Solid Earth tides, mm
Satellite altitude,' mm

Electromagneticbias, mm
Significant wave height, cm
Wind speed, dm s'

UTC time elapsed since January I, 1958, 0 h of the I-Hz altimeter measurement
geodetic latitude with respect to TOPEX ellipsoid calculated from CNES orbit
geodetic longitude with respect to TOPEX ellipsoid calculated from CNES orbit
I-Hz altimeter range corrected for following instrumental effects: pointing angle, sea state
errors, satellite center of gravity motion, Doppler shift, oscillator drift, and others

standard deviation of 1-Hzmean from IO-Hzrange measurements

altimeter path delay correctiondue to dry troposphere [Saastamoinen, 1972];atmospheric
pressure is calculated by linear interpolation in time and space in global half-degree 6-hour
pressure fields based on ECMWFmodel outputs
altimeter path delay correction due to wet troposphere; two corrections are provided:
correction computed from the three frequency microwave radiometer brightness
temperatures
correction computed from French MeteorologicalOffice models for the water vapor
content

ionospheric path delay correction, calculated from two frequency altimeter measurements
elastic ocean tide correction calculated from 13 tide waves; first 8 waves (M2 to QI)
calculated by Schwiderski [1980], and last 5 waves (L2 to µ2) by Le Provost et al.
[1990]. In the Mediterraneansea tides are calculated for the first 8 waves by Cance ill et
al. [1993]
Geosat derived Cartwright and Ray (1990]model
tidal-loading correction calculated from both models of elastic ocean tides, using eight
main diurnal and semidiumal constituents
solid Earth tide correction [Cartwright and Taylor, 1971] including pole tide [Wahr, 1985]
satellite height above reference ellipsoid, calculated by NASA based on JGM-2/3 gravity
field models [Nerem et al., 1994; Tapley et al., 1996]
electromagnetic bias altimeter range correction [Fu and Glazmun, 1991]
I-Hz significant wave height corrected for instrumental effects
I-Hz wind speed intensity calculated using a table, which relates the backscatter
coefficient to the wind speed [Witter and Chelton, 1991]

* Parameter upgraded for sea level analysis (see section 2.2).
**The overview is from AV/SO (1992].
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2.2. Altimeter Data Upgrade

The original data sets provided by AVISO for TOPEX and
F-PAF for ERS-1 were further upgraded to make them as
consistent as possible and to apply additional corrections,
which are not included in both data sets.

2.2. l. ERS-1 time tagging. For ERS-1 OPR data it is
known from analysis of various groups that the data contains
a time tagging error. To estimate the time bias, the method
described by Marsh and Williamson [19821was used, which
relates the crossover differences and the range derivative
differences between ascending and descending arcs with the
time bias. Another method to estimate the timing error is to
use altimeter data (crossovers or ranges) in the orbit
determination. There the altimeter times are fixed to the very
precise timing of the laser tracking data. After an extensive
analysis of both methods over the 3-year analysis period a
time bias of+ 1.5 ms in the OPR altimeter data was identified
and added to the original times. In order to apply the time
bias correctly, all orbits had to be interpolated again for the
3-year ERS-1 altimeter data. It should, however, be noted
that the naming convention "time bias" is a little misleading.
The so-called time bias contains also error sources that are
absorbed in the computational procedures.

2.2.2. TOPEX time tagging. For TOPEX, no additional
timing correction had to be applied. The original time
parameters were used for the study.

2.2.3. ERS-1 orbit and orbit accuracy. The original
OPR data set is based on D-PAF orbits revision I. This
means that all orbits are based on an upgraded GRIM4-S3
(PGM035) gravity field [Schwintzer et al., 19931. The
average radial accuracy of these orbits is estimated to be
some 15 cm. This accuracy is not sufficient for the sea level
study, where a signal in the millimeter level is expected. For
this reason the GFZ'D-P AF orbit determination group
reprocessed all orbits for the period of interest with a more
recent gravity model PGM055 and improved modeling. The
PGM055 gravity field is an upgraded GRIM4-S4 gravity
field, which contains additional ERS-1 laser and crossover
observations for the 35-day and 168-day cycles [Schwintzer
et al., 1997]. The PGM055 model is given by a solution in
spherical harmonics up to degree and order of 60 and some
resonant terms with maximal degree of 69. It corresponds to
an equatorial spatial resolution of 330 km at the Earth's
surface. This dimension was chosen according to maximal
orbit perturbations following from the orbit characteristics of
the satellites which have contributions to the data processing.
ERS-1 is the only satellite whose information was used to
determine the resonant terms of degrees over 60. The
gravitational harmonic coefficients have been estimated by a
rigorous least squares adjustment simultaneously with
parameters of ocean tidal terms, tracking station coordinates,
and rates of motion. Therefore the gravity model is
associated with a consistent ocean tide model and a terrestrial
reference frame spanned by over 300 optical, laser, and
Doppler tracking stations. Gravity field recovery from
satellite tracking data is based on satellite orbit perturbation
theory. Observations given by the tracking data and
crossovers are used to restitute a satellite orbit. For any
observation, partial derivatives are computed with respect to
initial orbital elements, which are the parameters of the
gravity model and ocean tides, station coordinates, rates of
motion, drag and radiation pressure, and empirical nuisance

parameters. For ERS-1 data processing, an empirical
acceleration once per revolution was taken into account. To
minimize the residuals between observed and computed
quantities, the system of normal equations is generated for
any restituted orbit. The normal equation systems are
accumulated according to a relative weighting scheme, which
depends on the satellite and the data type. Constraints and
stabilizing equations derived from Kaula's rule complete the
accumulated system. The resulting system is solved for the
parameters by inversion including the computation of the
variance-covariance matrix and the variance of the unit of
weights according to the Gauss-Markoff model. For the
PGM055 model, data of 34 satellites have been processed.
The orbit altitudes of the satellites used range from about 800
to 20,000 km. Among the 34 satellites, 15 have been tracked
by cameras, 17 by laser, and 9 by microwave instrumentation
(Doppler, GPS); some of these have been tracked by mixed
optical/laser or laser/microwave systems at the same time.
Some remarks to the ERS-1 tracking data used for the
GRIM4-S4 and PGM055 models are of special interest. One
35-day cycle of 1993 with ERS-1 laser tracking and
crossover data and, additionally. with TOPEX laser tracking
data, single TOPEX and double ERS-1 /TOPEX crossovers
were processed for both models. Two more 35-day cycles of
1993 and the first 168-day cycle of 1994 with ERS-1 laser
tracking and crossover data were processed for the PGM055.
All together, a total sum of more than 2.7 million satellite
tracking observations were compiled for the model. The total
number of observations is composed of 3% optical data,
which were acquired in the 1960s from 15 satellites; of 25%
laser tracking data to 21 satellites starting in the 1970 s; of
70% microwave tracking data, mainly from TOPEX, Geosat
and Nova-3; and finally only of 2% altimeter crossover
observations. Of great importance for the quality assessment
of a gravity field model is the complete calibrated
variance-covariance matrix. To get realistic quality
parameters, a single calibration factor of 5.5 has been
estimated for the PGM055 model by comparisons to external
data sets. Plates Ia and Ib show the predicted geographically
correlated (mean) and anticorrelated (variable) radial orbit
errors for ERS-1/2 orbits, computed by error propagation of
the full variance-covariance matrix of the PGM055 solution.
While the variable, or anticorrelated part, could be estimated
to a large extent from single-mission altimeter crossover
observations, the mean or correlated part could not be
determined from this data type. It would be possible to
determine it from double-mission crossovers if perfect
knowledge of the orbit and the altimeter ranges can be
assumed. But there are problems. For example take TOPEX
data, where the orbits also contain a geographically
correlated orbit error, which is indeed due to its orbit
characteristics approximately by a factor of 3 smaller than for
ERS. Furthermore, the altimeter ranges are not perfect due to
calibration (e.g., oscillator drift) and other problems. This
situation is insufficient for a precise determination of the
geographically correlated error. Therefore the error
propagation by the calibrated variance-covariance matrix is
a welcome instrument to determine the geographically
correlated orbit error. The sum of both radial orbit error
components reflects the part of the orbital signal, which may
go into the recovered sea surface heights from ERS-1/2
altimetric measurements. This error propagates completely
into the estimation of the permanent part of the sea surface
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Plate 1. (1) ERS-1/2 mean radial orbit error (centimeters),
(b) ERS-1/2 variable radial orbit error (centimeters).

topography, which represents the deviation of the mean sea
surface from the geoid and, consequently, is the fundamental
parameter for determination of the water mass transport
across the oceans. The global geoid error for different models
with respect to the degree of the spherical harmonic series is
shown in Plate 2a. When interpreting this figure one has to
have in mind that for each of these models an individual
calibration factor for the variance-covariances was
determined by the originator of the model. Therefore it is
difficult to compare different models. Here two different
types of models are shown. While satellite-only solutions like
PGM055 and Earth Gravity Model 1996 (EGM96S)
[Lemoine et al., 1997] are suffering from the limited
availability of spacecrafts designed for gravity field
determination and are showing a strong increasing error when
increasing the degree of the series, combined models like
EGM96 [Lemoine et al., 1997] and TEG3 are providing
much more optimistic error estimates. But, for combined
models terrestrial data (gravimetry, altimetry) were used,
which could cause aliasing effects when using such models
for oceanographic purposes. Furthermore, because of
unknown datum of terrestrial data, the very long wavelengths
could be influenced. To overcome such problems, only
dedicated gravity field missions like GFZ-l, Challenging
Microsatellite Payload (CHAMP) [Reigber et al., 1996], and
others can help. The long wavelengths (up to degree and
order of 70 or even more) should be completely determined
from satellite observations, which are the only data type
providing global and consistent distributed data sets. For

testing the long wavelengths of a gravity field, orbital fits for
different satellites usually provide the most valuable
information. Because PGM055 is currently used as the base
for many ERS standard products, orbital tests are mainly
focused on ERS-112. Orbital fits for the ERS satellites are a
good parameter for the overall quality assessment because of
their relatively low orbit, they are much more sensitive to
gravity than, for example, the TOPEX satellite. In summary,
using PGM055 for orbit determination, a mean fit of laser
observations of about 7 cm and a crossover fit of about 8 cm
for each arc are reached. Plate 2b compiles monthly
crossover statistics (all possible crossovers within l month)
over 3 years for the reprocessed precise orbits (revision 3)
based on PGM055 and the completely independent orbits
from Delft University of Technology (OUT), on the basis of
the JGM- 3 gravity field model. All together, both orbits
show very similar behavior over the 3 years, with a mean
crossover root mean square (RMS) of about 14 cm. While
the OUT orbits show some smaller values for the 168-day
cycle, the PGM055 orbits fit better for the 35-day repeat
cycles. More interesting is the mean of crossover differences
because it shows systematic differences between ascending
and descending arcs. The PGM055 orbits are varying, except
for two outliers, by some millimeters around the zero value,
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Plate 2. (a) Cummulative geoid error with respect to degree,
(b) ERS-1 crossover statistic for different orbits.
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while the OUT orbits show significant positive values of up
to 4 cm. Obviously, there are some systematic effects in the
OUT JGM-3 orbits, which cannot be completely addressed
to the geographically anticorrelated orbit error, which is
assumed to be smaller for the JGM-3 combined gravity
model [Tapley et al., 1996]. For the sea level investigation
the obtained accuracy of the reprocessed ERS-1 orbits was
sufficient. Thus no additional orbit error adjustment was
applied. All orbits were merged into the OPR altimeter data
set. In each record the satellite height, the geodetic latitude,
and the geodetic longitude based on the World Geodetic
System (WGS84) reference ellipsoid were computed and
included into the record.

2.2.4. TOPEX orbit. The original AVISO products refer
to a special TOPEX reference ellipsoid. To be consistent
with ERS-1, satellite heights, geodetic latitude and geodetic
longitude for each record were transformed into the WGS84
reference system. Because of the high orbit accuracy no
further orbit error analysis is necessary for the TOPEX data.

2.2.5. ERS-1 altimeter range. Corresponding to the
OPR documentation, altimeter ranges are corrected for all
instrumental effects. During the cross- calibration of the
ERS-2 altimeter against the ERS-1 altimeter [Anzenhofer et
al., l 996b] it was apparent that two additional corrections
have to be applied to the altimeter ranges [Benveniste, 1996].
These corrections are necessary to compensate for two
effects: first, the drift of the onboard ultrastable oscillator
(USO drift), which causes an increasing range error and
second, range jumps, which are produced by changes in the
clock asymmetry caused by low temperatures during
switch-off of the instrument after instrument anomalies. The
latter error can be quantified from the single-pulse target
response (SPTR) internal calibration data to correct the
measured range. This so-called SPTR correction, which
reaches values up to ±2 cm, is operationally computed by the
European Space Research Institute (ESRIN) and was applied
to the 3 years of ERS-1 data. A critical element of the radar
altimeter system for performing sea level studies is the USO
drift, which causes systematic shifts in the final result. For
the ERS satellites the USO frequency is measured once per
week generally over the Kiruna ground station. The
frequency is then directly recoverable on- ground from the
real-time bit- synchronizer on the ground station and
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Figure 1. ERS-1 SPTR and USO drift altimeter range
corrections to be applied to original (QPR) ranges.
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Figure 2. TOPEX USO drift range correction to be applied
to Archiving, Validation and Interpretation of Satellite
Oceanographic data (AVISO) TOPEX altimeter ranges.

comparable with an atomic frequency standard. This
correction also is operationally estimated by ESRIN and is
applied to the ERS-1 data. Both additional corrections are
shown in Figure 1, where the curvatures display the SPTR
and USO drift corrections for the complete ERS-1 mission.
Both terms have to be subtracted from the original ranges.

2.2.6. TOPEX altimeter range. In July 1996, NASA
headquarters issued a press release [Isbell and Hardin, 1996],
which announced that the TOPEX sea level measurements
have to be revised because of an altimeter data processing
error found by 0.-Z. Zanife, P. Escudier, and P. Vincent,
which incorrectly adjusted for the natural drift of the on­
board oscillator that controls the satellite clock. At NASA the
Wallops Flight Facility [Hancock and Hayne, 1996] produced
a new correction table taking into account this oscillator drift
and, additionally, the constant offset between the TOPEX and
the POSEIDON altimeters of 13 cm. Figure 2 shows the
effect of the sum of both corrections for the TOPEX ranges,
which have to be subtracted from the original ranges. This
was done for the 3 years of TOPEX data used for the sea
level study.

2.2.7. ERS-1 and TOPEX ionosphere. As described
earlier, the ERS-1 altimeter is a single-frequency instrument,
while the TOPEX instrument can derive the ionospheric path
delay from its dual-frequency range measurements. To
harmonize both data sets as much as possible, an additional
ionospheric correction, computed from the International
Reference Ionosphere Model from 1995 (IRI95) (D. Bilitza,
personal communication, 1996) was included in both data
sets. The International Reference Ionosphere is an
international project sponsored by the Committee on Space
Research (COSP AR) and the International Union of Radio
Science (URSI). IRI95 is an empirical standard model of the
ionosphere based on all available data sources, which mainly
are the worldwide network of ionosondes, the ionospheric
backscatter radars, the ISIS and Alouette topside sounders,
and in- situ instruments on several satellites and rockets.
1RI95 describes, beside other quantities, the electron density
in the altitude range from about 50 to about 2000 km. The
model inputs are the solar and ionospheric indices (IG 12,
Rzl 2) and the International Radio Consultative Committee
(CCIR) and URSI coefficient files for the global
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representation of F2 peak height and critical frequency. The
ionospheric path delay correction is then calculated for each
altimeter measurement from the total electron content, which
is computed by integration of the electron density at different
levels up to the satellite height. Using the IRI95 model
instead of the 1990 solution (IRl90), better results have been
reached in terms of crossover difference statistics and other
tests. Additional analysis on the influence of this correction
on the sea level study and comparisons to the TOPEX
measurements and other models are given later.

2.2.8. ERS-1 and TOPEX ocean tide and loading. For
elastic ocean tides and loading effects the recent FES95.1
model [Le Provost et al., 1998] was additionally included to
the standard data sets. This model is based on the purely
hydrodynamic solution FES94. l, produced on the basis of the
finite element model [Le Provost et al., 1991]. This altimetry
independent solution was produced to provide a completely
independent tide model to the altimeter user community.
Comparison of FES94. l to empirical TOPEX/POSEIDON
solutions showed large-scale errors in the hydrodynamical
model of the order of up to 6 cm in the M2 wave. Therefore
the FES94. l model was updated by assimilating into the
hydrodynamic model the earlier empirical
TOPEX/POSEIDON CSR2.0 tidal solution [Shum et al.,
1997] from the University of Texas in Austin. The FES95.1
model represents a major improvement with respect to the
models used in the official data sets. Also in the meantime
the FES95.2 model from the Grenoble group is available,
which further improves the ocean tide corrections for the sea
surface height measurements. Because of the huge amount of
data it was not possible to also include this new model into
the complete data set. Therefore, in this study, the earlier
FES95. l model was used. Wave Heights and wind speeds are
extracted from the OPR data [CERSAT, 1995].

2.3. Sea Surface Temperatures From the National
Meteorological Center (NMC)

During the investigation time period, no ERS-1 along­
track scanning radiometer (ATSR) data were available,
although several requests have been initiated. Hence the very
popular sea surface temperatures from NMC were extracted
from the data server. In 1985 the World Meteorological
Organization and the U.S. National Weather Service
established a data center for global sea surface temperatures
at the U.S. National Meteorological Center in Washington,
D.C.. At the NMC, 3 different types of sea surface
temperature analyses are performed: the processing of in- situ
measurements (ships and buoys), the evaluation of advanced
very high resolution radiometer (AVHRR) data of the
National Oceanic and Atmospheric Administration (NOAA)
satellites and the generation of mixed sea surface temperature
models [Reynolds, 1987]. Both the in- situ measurements and
satellite data run through a preprocessing chain in order to
get validated sea surface temperatures. The basis of the
mixed models is in- situ data. The satellite measurements
then are used to complement areas with sparse data
distribution. By means of a regression analysis the
transformation of the satellite's skin to bulk temperatures is
performed. By an optimum interpolation technique, weekly
sea surface temperature grids are interpolated. The spatial
resolution of the global grids is I0x I0 [Reynolds, 1987].
Monthly grid models are also available. Both weekly and

monthly sea surface temperature grids can be obtained
through file transfer.

2.4. Wind Speeds From ERS-1 Scatterometer

Apart from wind speeds from ERS-1 altimetry, global
wind speed grids derived from the ERS-1 scatterometer are
received from lnstitut Francais de Recherche et
d'Exploitation de la Mer (IFREMER), France [Quilfen and
Cavanie, 1991]. The scatterometer backscatter principle is
Bragg dominated and increases with wind speed and is very
different from radar altimeter backscatter.

The experiences with the Seasat wind scatterometer led to
a special design of the corresponding instrument on ERS-1.
Three antennas transmit radar pulses that are directed 45°
forward, 45° backward, and sideways. The differences of the
radar pulses and wind directions lead to different radar
backscatter coefficients. A combination of the three different
radar backscatter coefficients in turn can be used to estimate
the wind field, which consists of wind speed and direction.
For the processing of the ERS-1 scatterometer data to the
wind field, an empirical model was implemented. This model
sometimes leads to ambiguities of the wind direction, but
these ambiguities can be identified and removed by
comparisons to model wind fields [Quilfen and Cavanie,
I991 ].

2.5. Atmospheric Carbon Dioxide

A monthly time series of atmospheric carbon dioxide was
provided by NOAA/Climate Monitoring and Diagnostics
Laboratory (CMDL). The time period is from 1958 to 1996.
The data is observed only at Mauna Loa, Hawaii [Keeling et
al., 1989; Thoning et al., 1989]. The record is believed to be
representative of the average C02 concentration throughout
the atmosphere [Meyers and O'Brien, 1995].

2.6. Tide Gauges

The tide gauges used for the sea level study are obtained
from files of the Permanent Service for Mean Sea Level
(PSMSL) Public Access Directory. The PSMSL data set
comprises monthly and annual means of sea level [Pugh,
1987] measured at tide gauge stations.

3. Strategy for Sea Level Investigation
All sea level investigations are performed by comparing

monthly grid models to a long-term mean. The transition to
relative measures make the representation of small values
very easy and leads to numeric stable results (for example,
the scale of absolute to relative sea surface heights is 100 I
0.2 m). For the long-term mean a averaging of the 36-month
grid models is performed.

3.1. Generation of Monthly Grids

Monthly solved grid models of sea surface heights, sea
surface temperatures, wind speeds, and wave heights are the
basis of this sea level investigation. This means that the data
of 1 month are equally weighted and interpolated to one grid
model. The spatial resolution is always 1°xl0•

3.1.1. Sea surface height models. At the German
Processing and Archiving Center for ERS (D-PAF) [Gruber
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Table 4. Altimeter Corrections

Altimeter Correction ERS-1 Sea Surface Heights TOPEX Sea Surface Heights

Satellite height GFZ/D-PAForbits based on PGM055
gravity model

EM bias
Inverse barometer effect
Ocean tides
Ocean loading
Earth tides
Ionosphere
Dry troposphere
Wet troposphere
Additional correction

F-PAF
global rule: -9.948 (P - 1013.3)
FES95.1
based on FES95.1
Wahr [1985]
Bent et al. [1975] (and IRI95)
French MeteorologicalOffice
radiometer
time bias of 1.5ms
SPTR correction
oscillator drift

NASA orbits based on JGM-2 and JGM-3
gravity models

Fu and Glazman [1991]
global rule: -9.948 (P - 1013.3)
FES95.1
based on FES95.l
Cartwright and Taylor [1971]
TOPEX dual-frequency (and IRI95)
ECMWF
radiometer
oscillator drift

et al., l 993a] an operational processing chain has been
implemented for the generation of sea surface height models
[Anzenhofer et al., 1992, 1994; Spocker et al., 1992]. The
installed processing chain is capable of reading and
processing different mission data. After passing through a
preprocessing chain all altimeter data are compiled into a
mission independent database which, in turn, is used to
generate a catalogue of crossover events and crossover
differences. The altimeter data are separated in half
revolution arcs (ascending/descending). For the identification
of these arcs an order file is generated, which holds the times
and the longitudes of the equator crossing. This file handling
enables an easy data extraction for any time period and
region. The corrections as compiled in Table 4 then are
applied to the altimeter data. In a following step the unevenly
spaced altimeter data are interpolated to a geographical grid.
The interpolation is performed locally at each grid node by
means of local planes. For each grid node a functional model
is defined by setting up n observation equations (n is the
number of altimeter measurements for one local plane)

0 = h . - h.
1 grid node 1

= hRrid node - (ii + b /':;./...;+ C /':;.<jl)

The coefficients a, b, c define the local plane, which are
estimated by a rigorous least squares process

x = [D T P Dr1 [D T P LJ

The vector x holds the unknown (a, b, c). P defines the
weighting matrix of each incoming measurement. L is the
observation matrix holding the measurements h; D is the so­
called design matrix as follows

/':;.)._I M1
/':;./...2 /':;.<jl2

D = I (3)
n. 3

/':;./...n M"

The standard deviations of the unknown plane coefficients
are given by:

(4)

(I)

The altimeter data is scanned, for each observation the
surrounding nodes are identified, and the corresponding
normal equation system is accumulated. An influence circle
around each observation restricts the number of
corresponding grid nodes. The size of the circle depends on
the orbit characteristics taking into account the density of the
satellite track pattern. For the sea level investigation a
smoothed sea surface is desired that minimizes residual radial
errors in the data. Therefore a larger (2° 30') radius than the
radius for high-resolution sea surface models like MSS95A
[Anzenhofer et al., 1996a] is chosen. The chosen weighting
scheme preserves the high along-track gradients and
smoothes cross-track grid nodes to avoid trackiness in the sea
surface. As mentioned above, altimeter data of the second ice
phase with track separation of 930 km at the equator (3-day
repeat cycles) are compared with data of the multidisciplinary
phases with 80 km track separation at the equator (35-day
repeat cycles). In order to improve the coarse spatial
resolution of the 3-day repeat cycles, monthly grids were
generated in a first run with defined grid nodes that were
very close to the altimeter tracks. In a second run, data from
TOPEX covering the same time period were fitted to the
base models by removing large-scale and mesoscale
systematics between ERS-1 and TOPEX, which were
achieved by a fifth- degree polynominal representation of the
differences at track transitions. This procedure preserved the
short-scale oceanic features of TOPEX altimeter data, which
improved the spatial resolution of the ERS-1 model. A
systematic shift due to the introduction of TOPEX data,
however, was avoided by the algorithm. Each sea surface
height model obtained had to undergo a quality control with
shading reliefs, comparison to external models, and outlier
detection [Anzenhofer and Gruber, 1995].

3.1.2. Sea surface temperature models. Monthly
gridded and 1°x1° spatially solved models of the sea surface
temperature are provided by NMC, Washington D.C .. Thus
no extra interpolation had to be performed [Reynolds, 1987;
Reynolds and Smith, 1993].

(2)
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Plate 3. Annual oscillation of sea surface heights, sea surface temperatures, wind speed, and wave heights.
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3.1.3. Wind speed models. For the wind speed derived
from ERS-1 scatterometer, no grid interpolation was
necessary. Monthly solved 1°xI0 grids were provided by
IFREMER [IFREMER, 1996].

3.1.4. Other grid models. For wind speed, wave height
and range corrections (dry and wet troposphere, ionosphere,
inverse barometer effect, electromagnetic (EM) -bias) from
ERS-1 altimetry grid interpolations were necessary because
measurements were available as I s along-track data. The
algorithm chosen is very similar to the local planes as
described above. Instead of local planes (coefficients a, b, c),
a weighted mean is estimated (only coefficient a).

3.2. Methodology

The investigation of the sea level is embedded into the
comparison with other parameters in the global system
ocean-atmosphere, like sea surface temperature, wind speed,
and wave height. The data come from different instruments
and sources. Further on for the generation of grid models,
different editing and quality criteria are used. This implies
grid models with undefined nodes that are not common to
other grid models. Investigations in the global system ocean­
atmosphere have demonstrated [Fu and Cheney, 1995] that
there are significant seasonal differences between the
northern and southern hemisphere. This means that if grid
models with different numbers of defined and undefined grid
nodes are intercompared, then systematic shifts may happen.
In order to avoid this error source a common masking for all
grid models was performed. Therefore a grid model was
generated that was successively filled with all undefined grid
nodes found in the considered monthly grids. Then all the
monthly grids were combined with the mask as shown in
Table 5. This processing scheme produces consistent grid
models and thus time series which can be intercompared.

For each parameter (sea surface height, sea surface
temperature, wind speed, wave height, and range corrections),
two analyses have been performed to extract variations
within the investigation time period: (I) global rate of change
and (2) local rates of change.

3.2.1. Global rate of change. The first step of this
method is to subtract the monthly grid models from the long­
term mean (3-year model). Then the differences in the grid
nodes are averaged to one mean, taking into account that the
area covered by each grid node decreases toward polar
regions, which was done by a cosine (latitude) weighting.
The obtained value now represents the mean deviation from
a long-term state. The successive processing of all monthly
grids leads to a time series which in tum is used to estimate
the rate of change. This is done by a regression analysis. The

Table 5. Masking of Monthly Grid Models

Grid

Mask Monthly Output

Defined defined defined

Undefined defined undefined

Defined undefined not possible

Undefined undefined undefined

regression coefficient (and its standard deviation) defines the
global rate of change for the above- mentioned parameters,
like sea surface height, sea surface temperature, wind speed,
wave height, and altimeter corrections.

3.2.2. Local rate of change. With the availability of the
global rate of change value the question is raised whether the
trend is evenly distributed over the oceans or if there are
regional differences. Therefore a regression analysis was
performed for each grid node of the monthly models. The
estimated regression coefficients (and standard deviations) or
local rates of change were then visualized by raster plots.

4. Results
The results of the sea level investigation are mainly

focused on ERS-1 altimetry. The obtained results are
embedded in the global system ocean-atmosphere. After the
discussion of the results an internal quality control is
performed that shows the influence of altimeter corrections
on the sea level. By means of TOPEX altimeter data and tide
gauges an external quality control is done.

4.1. Annual Oscillation

Because of the annual climate variations on Earth, the sea
level exhibits a strong signal with a I-year period [Fu and
Cheney, 1995]. On the basis of monthly grid models of sea
surface heights, sea surface temperatures, wind speeds, and
wave heights, a harmonic analysis was performed. The
results (amplitude and phase lag) can be seen in Plate 3.

4. l.1. Sea surface heights. In Plate 3 (left) the
amplitude of the I-year period is displayed. The scale of the
amplitudes is between 0 and 30 cm. Plate 3 (right) picture
shows the phase lag of the amplitude, which points to the
day of the year when the amplitude has its maximum.
Looking at the amplitudes some features can be identified.
I. The magnitudes of the amplitudes of the I-year signal

is different between the northern and southern hemisphere.
The ratio is at least 2: I [Stammer and Wunsch, 1994; Fu and
Cheney, 1995 [.
2. The large amplitudes are in the surrounding areas of the

western boundary currents like the Gulf Stream in the North
Atlantic and the Kuroshio in the North Pacific.
3. The overall distribution of the amplitudes of the I-year

period in the vicinity of the western boundary currents is
likely to be caused to a large extent by the thermal expansion
due to their immense heat transport from the tropics to higher
latitudes.
The phase lag picture confirms the differences between the
northern and southern hemisphere. The maximal amplitudes
on the northern hemisphere are between August and
September, while on the southern hemisphere the maximum
is reached during January and February. The separation line
between the climate processes lies on the lntertropical
Convergence Zone, which appears to be very sharp in the
picture. The lntertropical Convergence Zone does not
coincide with the equator line; for example, in the Atlantic,
the zone is a few degrees north of the equator [Houghton,
1991 [.

4.l.2. Sea surface temperatures. The amplitudes of the
annual oscillation of the sea surface temperatures exhibit the
seasonal varying heat transport of the western boundary
currents Gulf Stream and Kuroshio with ranges up to 6 K. A
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high correlation to the corresponding sea surface pattern is
obvious [Knudsen et al., 1996]. The disproportion between
amplitudes of the northern and southern hemisphere is also
clearly visible. The phase lags of the sea surface
temperatures correspond very well with the sea surface height
phases. The separation line between the northern and
southern hemisphere does not coincide with the equator. It is
concentrated around the equatorial convergence zones.

4.1.3. Wind speeds. The amplitudes of the wind speeds
mark the seasonal varying wind zones of the world, which
are concentrated around the 40° latitude band (roaring
forties). Only small annual oscillations can be identified in
the trade zones. The phase lags show the anticorrelation
between the atmospheric quantity wind speed and the oceanic
quantities, sea surface heights and sea surface temperatures.

4.1.4. Wave heights. The amplitudes and phase lags of
the wave heights demonstrate the relation between wind and
waves (the wind system induces waves). Thus an
anticorrelation to sea surface heights and temperatures is
visible too.

4.2. Global Rate of Change

As described in the preceding sections the global rates of
change of the sea surface, sea surface temperatures, wind
speeds, and wave heights are estimated by comparisons to a
long-term mean. Because of the analysis time period of 3
years, 36 monthly values per time series (time, deviation to
the long-term mean) are available. To estimate the global
trend, a regression analysis is performed. By means of a
Fourier transform the amplitude spectrum of each time series
is computed in order to show the significant frequencies of
the parameters. The results are displayed in Figure 3, which
is separated into two columns. Figure 3 (left) shows the
deviations of each parameter to its long-term mean. The
abscissas mark the times in years. The plotted line in each
picture is the result of the regression analysis. Figure 3
(right) compiles the results of the frequency investigations.
The ordinates mark the amplitudes. The abscissas point to the
corresponding periods. The results are presented below.

4.2.1. Sea surface heights. The time series of sea
surface heights contains a significant I year period. A half­
year period is not evident. Positive deviations to the long­
term mean are in August/September, and negative deviations
are shifted by a half year. In the time series, three striking
annual oscillations can be identified, including a positive
trend during the investigation time period. The annual
oscillation is induced by the inverse barometer effect (see
section 4.4). The thin line in Figure 3 shows the deviations
of the sea surface heights with respect to the mean, but
without the annual oscillation. The filtering was done by a
Fourier transformation. The regression coefficient (or global
rate of change) is 2.2 ± 1.6 mrnyr'. This means that the sea
level rises globally. The standard deviation of the regression
coefficient marks a significant estimation (lo criterion). The
standard deviation, however, is an artifact of the inverse
barometer correction and is much less for the filtered curve
(±0.1 mm). However, it should be mentioned that this value
does not contain the errors of altimeter data and
methodology. It is very difficult to give an absolute estimate
of the sea level change error bar. Let us assume that the
inputs of the sea level investigation, the sea surface height
models, are error- free (the real rms of the single-grid nodes

range between a few millimeters to centimeters and have a
mean of about 2 cm). The differences between the monthly
maps and the mean result in a root mean square of the
variance of about ±5 cm. The standard deviation of the mean
of the differences is about ±0.3 mm (omean=(square root of
variance)/(square root of (number of defined grid nodes))).
An error propagation of the regression coefficient standard
deviation and standard deviations of the mean leads to a
slight increase of the regression coefficient standard
deviation. This means that, assuming error-free input data,
the sea level change can be estimated significantly by the
methodology, especially when the seasonal signal is filtered
out. This does, however, not include errors and, more
problematic, systematic shifts from corrections and models
adopted to the altimeter data (see section 4.4).

4.2.2. Sea surface temperatures. A dominant annual
oscillation can also be identified in the sea surface
temperature time series. However, a significant half-year
period is evident. The time series of sea surface heights and
sea surface temperatures correspond well if the filtered curve
of the sea surface height deviations is considered (Figure 3,
thin line). Again, this shows the high correlation between sea
surface heights and temperatures [Knudsen et al., 1996]. The
estimated global rate of change is 0.048 ± 0.032 Kyr'. This
means that within the 3 years there exists a global heating of
the oceans. In order to get a rough estimation for the
question, if the temperature rise of 0.048 Kyr' is responsible
for the sea level rise of 2.2 mrnyr', the annual oscillations of
sea surface heights and sea surface temperatures are
compared (see section 4.1). In the Gulf stream region a sea
surface height amplitude of 20 cm corresponds to a sea
surface temperature of 5 K. If this would be the global
relationship, then a temperature rise of 0.048 Kyr' would
lead to a sea level rise of 1.9 mmyr', which is very close to
the obtained 2.2 mmyr'. This rough estimate shows that a
heating of the oceans could be responsible for the obtained
sea level rise.

4.2.3. Wind speeds (scatterometer). In contrast to both
the parameters described above, the wind speeds contain a
perceptible half-year period. For the northern hemisphere
maximal wind speeds are found in January, and they are
found in July for the southern hemisphere. The lowest wind
speeds occur around the dates of the change of the seasons
(March 21 and September 23). The intercomparisons between
the time series of sea surface temperatures and wind speeds
show a significant anticorrelation. In contrast to sea surface
heights and temperatures, the global trend is negative, -44 ±
32 mms+yr'. This means that the wind speeds have globally
decreased between 1992 and 1995.

4.2.4. Wave heights. Wave heights must be highly
correlated to wind speeds. The intercomparison of both time
series confirm the statement that high wind speed deviations
coincide with corresponding wave heights and vice versa.
The amplitude spectrum also shows a half-year period, but it
is not so dominant. There is, however, a remarkable
difference between the time series of wind speed and wave
heights; the global rate of change of the wave heights is
positive, 6 ± 13 mmyr', which implies a global rise of the
wave heights. The negative wind speed trend should be
accompanied by a decrease of the wave heights. It seems that
there exists a small discrepancy between wind speed and
wave heights, which must be clarified (see section 4.3).
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Figure 3. Global rates of change and corresponding amplitude spectra.

Looking at the global trends, it can be stated that there are
global changes within the investigation time period from
1992 to 1995. But that is only true for global means of the
quantities involved. The regional variations must now be
investigated, which are shown in the following section.

4.3. Local Rates of Change

The global rates of change raised the question about the
regional structures of long-term changes. The results are
compiled in Plate 4.



8102 ANZENHOFER AND GRUBER: SEA LEVEL CHANGE FROM ERS-1 ALTIMETER DATA

0.00 30 00 90 120 150 160 210 24C 270

~ [cm/Year]
0.0 5.0 10.0 15.0

Sea Surface Temperatures
~l..,..:0~':;~'~--.~-..,..N~~.:::;;.;i-~_~:t-;i-.~~~~~.~,-~j)~_]0'50 .-'[:;:J;"".•.•.•...· .,,.,.,.--.&'"'f-..,..1~""""-..,.-~.==l:~-;:i-.-_-~~~-_.,-,-_~J--..l___,J'1

o.oo so 60 90 120 HiO 160 210 240 210 300 330 o.oo-60·50
~ [K/Year]
0.0 0.2 0.4 0.6 0.8 1.0

Wind Speed
9. 50 ,, .,,....,..,...,-1-....,_••••=--:i;::so;:;;--r...c::-11r--_--rJ - •. ,---., -"=<~......,-~-.--..-,""•--,-,179. 50

[cm/Year]

[K/Year]

0.50 30 00 90 120 150 160 210 240 270 300 331159.50-79·50

~ [mis/Year]
-1.0 -0.5 0 +0.5 +1.0

-30

o.oo 30 60 90 120 150 100

~ [m/Year]
0.0 0.1 0.2 0.3 0.4 0.5

Plate 4. Local rates of change and corresponding standard deviations.
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On Plate 4 (left) the local rates of change of sea surface
heights (cmyr'), sea surface temperatures (Kyr1), wind
speeds (mslyr') and wave heights (rnyr') are displayed.
Plate 4 (right) shows the corresponding standard deviations.
The results are presented below:
4.3.1. Sea surface heights. The structures of the local rates
of change of the sea surface clearly demonstrate that it is
absolutely necessary to view not only global trends; the sea
level trends are highly variable. Large regions with positive
local rates of change (Plate 4, colors yellow to red), e.g., the
tropics or within the western boundary currents, can be
identified, but there are also regions with nePlate 4, gative
trends (colors blue to green), such as the western Pacific or
in higher latitudes. The corresponding standard deviation plot
marks significant estimates of the local trends of the sea
level. Only in the highly variable western boundary current
regions can higher standard deviations be recognized.
4.3.2. Sea surface temperatures. When viewing the local
trends of the sea surface temperature a striking difference
between the northern and southern hemisphere can be
noticed. In the southern hemisphere an overall heating is
evident, while in the northern hemisphere a cooling can be
observed. There are, however, also regions in the northern
hemisphere where heating is evident (Kuroshio, Gulf
Stream). If the sea level change is dominated by the thermal
expansion of the oceans, then a high correlation to the sea
surface temperatures must be observable. This is true for the
western boundary currents and for the equator region. But the
striking difference of the sea surface temperature between the
northern and southern hemisphere cannot be clarified by this
relation. It is therefore a not too far-fetched question if errors
in the data caused the systematics. Another indicator will be
in how far the local trends of wind speeds and wave heights
correspond to sea surface temperatures. If the apparent
difference between the northern and southern hemisphere
cannot be reproduced, then an error in the sea surface
temperature data must be supposed. The corresponding
standard deviations of the local rates of change do not
indicate data errors. Only the highly variable regions of the
oceans have enlarged standard deviations. The overall
relation between the local trends and their standard deviation
is better than the 1o criterion.

4.3.3. Wind speeds (scatterometer). The local trends of
wind speeds are highly (anti)correlated to sea surface
temperatures. There is also a striking disproportion between
the northern and southern hemisphere with an increase of
wind speed in the northern hemisphere, and a decrease in the
southern hemisphere respectively. In combination with sea
surface temperatures this means that between 1992 and 1995
a climate variation had happened, which looks like it belongs
to a period that is > 3 years. Maybe it is part of an
interannual variation or it belongs to the detected decadal
period [Latif et al., 1995]. The corresponding standard
deviations of the local trends reflect the zones of variable
wind speed, e.g., around 40°N. However, the standard
deviations point out a significant estimation of the local rates
of changes.

4.3.4. Wave heights. The local trends of the wave
heights are highly correlated to corresponding wind speed
rates. In the very regions where the wind speed trends are
high, the same is true for the wave height trends and vice
versa. This is another indicator for the fact that within the 3

year investigation time period a long-term variation of the
climate is evident. The standard deviations of the wave
height trends also point out a significant estimation.

The local rates of change demonstrate that for each
parameter, there are significant regional structures. If only
global trends are considered, then these systematics remain
hidden.

4.4. Quality of Sea Level Changes

The obtained values for the global and local rates of
change for the sea level, sea surface temperatures, wind
speeds and wave heights raise the question about the quality
of the results. Because of the fact that ERS-1 altimeter data
are used for the sea level study and because of the large
amount of applied corrections and models for the altimeter
data upgrade, an intense analysis of the altimeter data was
performed and is described in the following paragraphs. This
analysis constitutes an internal quality control. An external
quality assessment is attempted with the analysis of TOPEX
data and tide gauges. But first, the problem is discussed that
the wind speed is only one among the parameters involved
whose global change exhibits a negative trend.

4.4.1. Wind speed discrepancy. The identified
discrepancy (negative trend) of the wind speeds within the
analysis time period is investigated by (nadir) wind speeds of
ERS-1 altimeter data and Comprehensive Ocean-Atmosphere
Data Set (COADS) wind speeds [Lindau, 1995]. The data is
processed as described in section 3. For the intercomparison
of ERS-1 scatterometer, altimeter and COADS wind speeds
one monthly grid is analyzed in addition. The results are
compiled in Plate 5.

The global rates of change are presented Plate 5 (left).
Plate 5 (top left) shows the already displayed result of ERS-1
scatterometer data with its negative trend of -44 ± 32 mms
'yr'. Plate 5 (middle left) displays the result of the ERS-1
altimeter but with a positive trend of 54 ± 33 mrnslyr 1•

Comparing Plate 5 (top left) and Plate 5 (middle left) it can
be seen that between both data there exists a difference of 90
mrnslyr'. But the structures of the time series are very
similar. Both data should lead to the same results, which
means that one data set is not fully calibrated. It is not clear
whether the error can be attributed to the ERS-1
scatterometer or the altimeter. As the wave heights slightly
increased during 1992 to 1995, a wind speed increase is
more likely. This would mean that the scatterometer data
contains the error. However, just like wind speeds, wave
heights are extracted from altimeter signal processing. If
there is a processing error, then both data types can be
systematically affected in the same direction. If this is true,
then the scatterometer data could be closer to reality. Another
indicator could confirm the last statement that sea surface
temperatures and wind speed are highly anticorrelated (see
section 4.1). Therefore the positive trend of the sea surface
temperatures should lead to a negative trend of the wind
speeds, which makes the scatterometer result more likely.
Besides, it seems that the scatterometer data passed through
a more extensive quality control [Bentamy et al., 1997] than
the altimeter wind speeds. From these contrary facts it is still
not clear what data (scatterometer or altimeter wind speed)
is correct. Hence an independent wind speed source, the so­
called COADS wind speeds [Lindau, 1995), are taken as a
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Plate 5. Wind speed analysis.

reference. The result in Plate 5 shows that the wind speed
amplitudes match the scatterometer result much better than
the altimeter result. It seems that the altimeter wind speeds
are underestimated. The scatterplots of wind speeds in the
Atlantic region and the correspondingcorrelationcoefficients
confirm that the scatterometer result is more likely, which
means a global wind speed decrease of -44 mmsyr' in the
analysis time period.

In order to get a feel for the differences of both wind
speeds, monthly grid models are displayedon Plate 5 (right).
For this purpose one arbitrary month was chosen (January
1993). The comparison of Plate 5 (top right) and Plate 5
(bottom right) demonstrates that the scatterometer data
matches the COADS winds much better than the altimeter
data, which makes the scatterometer result more reliable.

The accuracy of the sea level result directly depends on
the adopted geophysical corrections. The influence of these
corrections on the sea level result is described in following

paragraphs. The altimeter range corrections are processed to
global and local rates of change as shown in section 3. The
results are compiled in Plate 6. Before going into detail a
cross correlationbetweenERS-1 and TOPEXaltimeter range
corrections must be described. Within an arbitrary time
period of 15 days (January 1-15, 1993) all possible
crossovers between ERS-1 and TOPEX altimeter data
(ascending-ascending, descending-descending, ascending­
descending,descending-ascending)have been computed.The
maximum time difference at the crossover point was
restricted to 6 hours in order to avoid large atmospheric and
oceanic variability. A smaller time difference would have
been preferable, but this would have caused unevenly
distributed crossover events (only in higher latitudes).Table
6 compiles the results.

The crossover result demonstrates that the corrections
match each other very well in the mean. The larger value for
the ionospheric correction and the higher rms values (square
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Table 6. Crossover Results Between ERS-1 and TOPEX

Correction Mean, Root-mean-square,
mm mm

Wet troposphere -1 25
Dry troposphere 0 6
Ionosphere 9 16
EM bias -1 19
Inverse barometer effect -2 42

root of the variance) is caused by the 6-hour time difference
at the crossover event, for example, the ionosphere has a
striking one day oscillation.

4.4.2. Wet tropospheric range correction. The wet
tropospheric corrections are obtained by the onboard
radiometer. A glance at Plate 6 shows that the wet
tropospheric correction has global deviations from the mean
of about 3 mm. A dominant annual oscillation caused by the
incoming solar radiation is evident. The global rate of change
amounts to 0.7 mmyr 1 for the sea level. The corresponding
local rates of change again show the disproportion between
the northern and southern hemisphere, which can be
explained by the changes of the sea surface temperatures (see
Plate 4). Exactly in those regions where the ocean surface is
warmed, an increase of humidity, which is the controlling
factor of the wet tropospheric correction, can be recognized
and vice versa. In retrospect the wet tropospheric changes
confirm the results of the local rates of change of sea surface
temperatures, wind speeds, and wave heights as displayed in
Plate 4. It seems that these parameters are affected by a long­
term variation in the global system ocean-atmosphere that
can possibly be attributed to a decadal variability [Latif et al.,
1995]. The question, whether or not the wet tropospheric
correction causes a systematic error for the estimation of the
sea level, depends on the accuracy and long-term stability of
the ERS-1 radiometer. However, the structures of the local
rates of change and the small deviations to the corresponding
TOPEX correction (table 6) show that the influence of the
wet tropospheric correction should be negligible.

4.4.3. Dry tropospheric range correction. The dry
tropospheric correction is provided by the French
Meteorological Office [CERSAT, 1995]. The global and local
rates of change of the dry tropospheric correction are zero
(0.0 mmyr'). The crossover statistic with TOPEX data
confirms that the dry tropospheric correction is very accurate
and without any influence on the sea level estimate.

4.4.4. Inverse barometer effect correction. The inverse
barometer effect is a critical measure for the sea level
estimation. It accounts for the pressure that the atmosphere
exerts upon the sea surface. Its value is about 1 cm for 1-
mbar pressure change. There is a global application of the
rule, although analyses have shown that spatial and temporal
deviations exist [Fu and Pihos, 1994; Trupin and Wahr,
1990]. The controlling factor of the inverse barometer effect
is the atmospheric pressure. Mostly, this quantity is obtained
from model runs, which in tum are mainly influenced by
pressure measurements on continental surfaces. A look at the
global rate of change (0.1 mmyr') points to a vanishing
global effect on the sea level. However, the time series of
deviations to the long-term mean shows that the seasonal

variations are pretty large and lead to the seasonal cycle of
the sea surface height deviations as mentioned above (see
section 4.2). The local rates of change indicate only a small
influence on the sea level estimate because the effects
emerge perceptibly only in higher latitudes.

It is an ongoing controversy in the scientific community
whether it is a reasonable thing to apply the inverse
barometer correction to the sea surface or not. A desirable
effect is the reduction of ocean variability when the
correction is applied. A negative effect is the uncertainty of
data quality and spatial and temporal deviations.

For the sea level study at GFZ/D-PAF, sea surface height
models with and without the inverse barometer effect applied
were generated. If the corrections were not applied, then the
following effects happened to the sea level: (I) the sea level
will rise 3.0 mmyr' (instead of 2.2 mmyr'), (2) the structures
of the local rates of change differ only by a constant shift
and (3) the time series of the deviations from the long-term
mean is more noisy.

The sea level analysis was performed with sea surface
heights, which were corrected for the inverse barometer
effect. This implies possible errors of the atmospheric
pressure data, but the ocean variability is minimized by the
correction.

4.4.5. EM- bias range correction. The global and local
rates of change of the EM-bias correction (0.0 mmyr')
indicate that there is not any influence on the sea level
estimate. The pattern of the local rates of change correspond
very well to the corresponding wave heights, which is
expected because of its relationship.

The following paragraphs discuss the influence of the
ionospheric correction and tides. Both are extracted from
models as direct measurements are not available.

4.4.6. Ionospheric correction. The ionospheric
correction for ERS-1 altimeter data is derived from the Bent
model [Bent et al., 1972]. As described in section 2, the
correction was also available from the IRI95 model. The
necessity to use model data is a significant disadvantage of
ERS-1 altimetry in contrast to TOPEX/POSEIDON, where
the correction can be obtained from the dual-frequency
altimeter instrument. In order to investigate the influence of
the ionospheric correction for the sea level estimate, global
and local rates of change are generated as described in
section 3. The global trend of -9. I ± 1.8 rnrnyr' clearly
demonstrates that this is a very critical quantity (for
comparison, global rate of change of wet tropospheric
correction: 0.7 mrnyr' ). The local rates of change and thus
the effect on the sea level look like a constant drift with
maximum values in the vicinity of the geomagnetic equator.
The sea level trend of 2.2 mmyr' was obtained by using the
Bent model. The sea level study was also performed using
the IRI95 model. With the IRI95 model the global rate of
change for the sea surface is -0.9 ± 2.3 mmyr'; in contrast
to the Bent model, we are looking at a decrease rather than
an increase. These trends with an opposite sign show that
long-term systematics between the ionospheric models exist.

In order to get an idea about the quality of the ionospheric
models, two tests have been performed. The principle of the
quality assessment is to assume that the ionospheric
correction derived from TOPEX dual-frequency
measurements are the ones that are true. For the quality
assessment three different ionospheric time series were
produced from TOPEX dual-frequency measurements, the
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Bent [Bent et al., 19721 model, and the IRI95 model. The
time series consist of global and monthly solved ionospheric
grid models from October 1992 until March 1995. First, the
grid models from TOPEX dual-frequency measurements are
subtracted from the corresponding Bent grid models. Second,
the differences in the grid nodes are simply averaged to one
mean. The successive processing of all monthly grids leads
to a time series, which in tum is used to estimate the mean
and a trend value. The same procedure is performed by using
the IR195 grid models. The result is compiled in Plate 7. The
plate indicates that the Bent model reproduces the
ionospheric conditions, as measured by the TOPEX dual­
frequency altimeter, very well. Only a small systematic of -
0.8 mmyr 1 is apparent. The comparison of IRI95 and
TOPEX grids, however, indicates a large trend of -3.2
mmyr 1• The curvature itself can be correlated to the solar
cycle (solar sunspot numbers are the controlling factors of
the ionospheric models) with large differences within high
solar activity ( 1992 and 1993) and minor differences in 1995.

This results supports the use of the Bent model for the sea
level investigation. However, it shows that the ionosphere is
the most critical measure of the whole study, which makes
the obtained sea level rise questionable. In order to further
improve the ERS altimeter data, one can think of merging
GPS-derived daily ionospheric models into the data. This was
tested for the first 3 month of 1995 with the so-called Center
for Orbit Determination in Europe (CODE) global ionosphere
maps of the University of Berne [Schaer et al., 19961, which
were merged into the TOPEX data. As described above,
monthly grids were generated and compared to the
corresponding TOPEX dual-frequency ionospheric grids. The
result is tabulated in Table 7. When looking at Table 7, it is
still not clear which model best matches the TOPEX dual­
frequency ionospheric corrections. Further analyses with
longer time series are necessary to answer the open
questions.

4.4.7. Ocean tides. For the ocean tides correction the
hydrodynamic model FES95. l was used [Le Provost et al.,
19911. The model only causes periodic variations of the sea
surface, which do not affect the sea level estimate. A
problem arises with the 18.6-year lunar nodal tide.
Investigations have shown that this tide affects the sea level
by 0.4 mmyr' within the investigation time period [Nerem,
19951.

The analysis of the ocean tides closes the internal quality
assessment of the sea level estimate. It has been
demonstrated that the altimeter corrections affect the sea
level estimate globally and locally. Especially, the
ionospheric correction is due to its extraction from a model,
the main source of uncertainty. Furthermore, the long-term
behavior of all the corrections is unknown, and the errors
bars of the corrections often exceed the magnitudes of the
estimates themselves.

4.4.8. Comparison between ERS-1, TOPEX, and tide
gauges data. In order to find clues about the quality of the
ERS-1 sea level result two comparisons have been
performed: (I) analysis of sea level change from TOPEX
data and (2) analysis of local sea level changes from tide
gauges.

The TOPEX data ran through the same processing chain
as ERS-1 data to get estimates of the global and local rates
of change of the sea surface. For the tide gauges only local
rates of change have been estimated because of the uneven

Table 7. Comparison of Ionospheric Corrections

Period GIM-T/P, Bent-TIP, IR195-T/P,
mm mm mm

January 1995 8.0 4.4 -0.1

February 1995 6.2 8.6 6.2

March 1995 4.4 5.5 2.5

* T/P means TOPEX/POSEIDON ionospheric data.

distribution of the tide stations. The results are compiled in
Plate 8.

The time series of the deviations from the long-term mean
shows for TOPEX data a global rate of change of 2.3 ± 1.9
mmyr 1• It should be noted that the time series consists only
of 35 monthly grids. During the investigations it became
apparent that the data of October 1992 were contaminated by
errors. Thus the data was excluded from the investigations.
The global rate of the sea level conforms very well with the
one obtained from ERS-1 data. The local rates of change are
also very similar to ERS-1 trends shown before. The
locations of the sea level rise and fall are found at the same
geographical positions. Merely the amplitudes of the sea
level rise (fall) differ slightly, e.g., in the Indian ocean.
Because of the transition from JGM-2 to JGM-3 for the orbit
computations the TOPEX-derived result, however, must be
contaminated by the differences between both gravity fields.

The rates of change derived from tide gauges are well
correlated with the corresponding estimates from ERS-1 data
for their locations. The scatterplot of sea level trends from
tide gauges and sea surface heights exhibits a correlation
coefficient of 0.49. On one hand, this value is caused by the
fact that the sea surface near coastlines can only be
determined with reduced accuracy because of mismodeling
of altimeter corrections, like ocean tides. On the other hand,
tide gauge measurements can be affected by tectonic uplift
effects. The gridded tide gauge trends far from the continents
(like in the Pacific), however, correlate well with the
corresponding altimeter trends (see section 4.3). As tide
gauges do only give isolated local sea level estimates, a
comparison on a global scale is not possible.

Taking everything into account as presented so far, it
seems that within the investigation time period there is a
global sea level rise of about 2 mmyr 1, which coincides well
with former estimates [Fu and Cheney, 1995; Trupin and
Wahr, 1990].

5. Discussion

In the meantime several sea level investigations from
different groups exist [Nerem, 1995; Shum et al., 1997].
Together with the analysis at hand, the following different
statements can be drawn: (I) the sea level trend is very
small, which means that a very careful data handling and
preparation is necessary [Isbell and Hardin, 1996; Kopytoff,
l 9961; (2) input data must be well calibrated or correction
tables must be available [Benveniste, I996a; Hancock and
Hayne, 19961; (3) there is a necessity to continuously
monitor instruments and corrections in terms of drift, not
only for a distinct time, but throughout the whole mission
duration in order to detect non-geophysical drifts; (4)
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altimeter range corrections like for example, the wet
tropospheric corrections must have the same accuracy level
as the altimeter range; (5) altimeter range corrections like the
ionospheric correction must be derived from actual
measurements and not from models; and because (6) it is
very difficult to verify obtained results the analysis must be
embedded in processes of the global system ocean­
atmosphere.

The points mentioned above refer to input data and their
quality. Another aspect, which must be discussed, is the
question about the time relation of the obtained 2.2 mmyr'
sea level rise.

An attempt is made to show the problem through sea
surface temperatures and carbon dioxide data of a 14-year
time series ( 1982-1995). Plate 9 compiles the results.

5.1. Sea Surface Temperature Analysis

As described in section 3, the 14 years of monthly sea
surface temperature grids are processed to global and local
rates of change. The deviations of the monthly grids from the
long-term mean can be seen in Plate 9 (top) (black curve).
Right next to the time, series the corresponding amplitude
spectrum is plotted. Three individual peaks can be identified.
The annual oscillation is the dominant period in the spectrum
followed by the half-year period. However, it seems that the
time series contains some long period effects (4-year period
and longer). This means that within the 14 years, there are
longer timescales with global ocean heating and cooling as
well. In order to highlight those periods a low-pass filter was
applied to the time series that removed all periods :::;1 year
(Plate 9 (top), orange curve). A light blue box marks the

investigation period. It can be noted that the investigation
time period lies within a warming period of the oceans.
Keeping in mind the high correlation between sea surface
heights and sea surface temperatures, it is clear that the
global sea level rise is partly caused by the thermal
expansions of the oceans. In Plate 9 (top) the two triangles
mark events that influenced the heat budget of the oceans,
the eruptions of El Chichon and Mount Pinatubo. Both
volcanic eruptions catapulted large amount of ashes to the
atmosphere, so that the incoming solar radiation was
weakened. This led to a global cooling of the oceans, which
was -0.1 K for El Chichon and -0.15 K for Mount Pinatubo
within 1 year !Reynolds, 1993; Stendel and Bengtsson, 1996].
The following rewarming periods lasted about 5 years. The
investigation time period from 1992 to 1996 lies within the
warming period caused by Mount Pinatubo.

5.2. Carbon Dioxide Analysis

There are two more oceanic phenomena that influence the
sea surface temperatures. El Nino and El Viejo. El Nino is
defined as a large downwelling Kelvin wave propagating
eastward along the equatorial Pacific IBusalacchi and
O'Brien, 1981]. Two methods are used to f.x such an event:
( 1) the sea surface temperatures in the tropical Pacific are at
least 0.5 K higher than in the six preceding months or (2) the
sea level at Galapagos is at least 2 cm higher than in the six
preceding months.

An El Nino event changes the vertical structure of the
ocean and its C01 cycle. Usually the tropical Pacific is a
huge source of atmospheric col because of its equatorial
upwelling and outgassing of C01 rich deep water. However,
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the downwelling Kelvin wave of El Nino prevents deep
water from reaching the surface [Feely et al., 19871. Thus
C02 is not released, and the absence of mixing of warm
upper layer water with cold deep water causes the positive
sea surface temperature anomaly.

In Plate 9 (bottom) the low pass filtered time series of
atmospheric C01 is displayed (only periods greater equal one
year). With green and yellow bars the El Nino and El Viejo
events are marked. The plot shows that an El Viejo coincides
with a local maximum of C02 and El Nino with a local
rrunrmurn respectively [Keeling et al., 19891. The
correlations, however, are not always obvious, and the
magnitudes of the events are not always proportional to
observed C02 concentrations [Meyers and O'Brien, 1995].
The time series of sea surface temperatures and atmospheric
C02 span the same time period. Thus an intercomparison can
be performed. In Plate 9 (bottom) the abovementioned
coherence (El Nino, sea surface temperature increase and
C02 decrease; El Viejo, sea surface temperature decrease and
col increase) can be seen.

The analysis of atmospheric C02 was added to the sea
level investigation to show that there are various phenomena,
which in tum can change sea surface temperatures and thus
the sea surface. The analysis of both C02 and sea surface
temperatures have demonstrated that long-term events exist
in the global system ocean-atmosphere. Because of the fact
that the sea level is also one controlling factor in this system,
it can be concluded that both sea level rise and fall must
have happened several times in the past.

6. Conclusion

The comparison of consistent time series from ERS-1 and
TOPEX altimeter data yields a global sea level rise of about
2 mmyr 1 within April 1992 and March 1995. For the same
time period wind speeds, wave heights and sea surface
temperatures were investigated. It was found that there are
positive trends for the sea surface temperatures and wave
heights. For the wind speeds from altimetry a positive trend
was estimated, while for the wind speeds from ERS-1
scatterometer a negative trend was derived. It can be
concluded that one of the data sets was insufficiently
calibrated. Besides global trends, local rates of change were
also estimated. A sea level rise was detected in the tropics
and in the Indian Ocean and a sea level fall in higher
latitudes, respectively. The sea level study was embedded in
the global system ocean-atmosphere, which was represented
by wind speeds, wave heights, sea surface temperatures, and
atmospheric C01. The local rates of change of wind speeds,
wave heights, and sea surface temperatures showed a
disproportion between variations on the northern and
southern hemisphere. Correlation to the sea level change
could also be identified. A high coherence between those
parameters of the global system ocean-atmosphere is evident
and could be demonstrated. Hence it can be supposed that
the variations can be attributed to periods longer than the
investigated 3 years [flastenrath, 1984; Houghton, 1991].

The small amounts of global and local rates of change
raise the question about their significance. Therefore the
altimeter corrections were individually processed and
analyzed. It was found that deficiencies with respect to their
quality and long-term behavior exist. Especially, the ERS-1
ionospheric correction, which is derived from a model, is

very critical. Depending on the model adopted for the
correction, either a sea level fall or a sea level rise can be
produced. Investigations, however, have shown that the Bent
model conforms much better with the ionospheric correction
derived from TOPEX dual-frequency measurements than the
IRI95 model. Thus a sea level rise is more likely. Because of
the uncertainties of the ionospheric models it is absolutely
necessary that a dual-frequency altimeter is an onboard
feature of future missions. Furthermore, an attempt should be
initiated to improve the ERS altimeter data by including the
DORIS-derived ionospheric model. This could be achieved
by analyzing the DORIS bifrequency Doppler receiver on­
board of SPOT-2 and SPOT-3, which were orbiting at the
same time as ERS-1, on analogous sun-synchronous orbits
with nearly equivalent local hours for the
ascending/descending nodes.

By means of TOPEX altimeter data and tide gauges an
external quality assessment was attempted. The global and
local rates of change between ERS-1 and TOPEX coincided
to a high extent. Between ERS-1 and tide gauges an
impressive level of local coherence was shown to exist.
Furthermore, the obtained results were embedded in the
discussion of 14 years of sea surface temperature and carbon
dioxide. It was shown that the investigation time period lies
within a global heating phase.

If all the results are summarized, then the 2.2 mrnyr' sea
level rise is caused by a combination of thermal expansion,
El Nino, and interannual variability. At this moment the
effects cannot be separated. The question as to whether the
melting of continental ice or polar caps are (partly)
responsible for a sea level rise cannot be answered. Recent
results on the net amount of ice concentration of Antarctica
indicate an increase of the ice masses [Fieygster, 1996]. The
growth of polar ice, however, leads to a sea level fall, which
is in contradiction to the sea level rise obtained by the study.

Open questions lead to two important requirements for the
future.
I. The investigation period of 3 years is much too short for
long-term predictions of the sea level or the climate system.
Therefore the observation and analysis of oceanic and
atmospheric data must be seen as a continuous process.
Without consistent time series a description of present and
future conditions of the "planet Earth" is not possible.
2. Accurate and well-calibrated input data and their
corrections are required. Therefore also different data sources
with a temporal overlapping are needed. The calibration of
data must be a continuous task.

As a final note, it can be stated that the data sets for ERS-
1, ERS-2, and TOPEX/POSEIDON are still improving, so
that a number of uncertainties like the ionospheric correction
could be overcome in the next years. This will help to iterate
and consolidate the sea level study with improved data and
longer time series.
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Precise orbit determination and gravity field improvement
for the ERS satellites
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Abstract. The radial orbit error has long been the major error source in ERS-1 altimetry,
crippled by having only satellite laser ranging for precise tracking and relying on insufficiently
accurate general-purpose gravity field models. Altimeter crossovers are used very effectively as
additional tracking data to laser ranging. The ERS TandemMission even provides the unique
possibility to simultaneously determine orbits of two similar satellites flying the same orbit.
Altimeter crossovers between the two satellites then link the two orbits into a common reference
frame. Tailoring of the Joint Gravity Model 3 (JGM 3) is another step to reduce orbit errors. This
technique is aimed at the reduction of the geographically anticorrelated orbit error (observed in the
crossover height differences) through the adjustment of selected gravity field parameters. The
resulting Delft Gravity Model (DGM)-E04 has reduced this part of the orbit error by a factor of 2,
performs even better with respect to the ESA-provided orbits, and also outperforms the recent
Earth Geopotential Model EGM96 in this respect. ERS-1 and ERS-2 orbits for the entire Tandem
Mission are computed and studied in detail, and orbit errors due to the gravity field and
nonconservative forces are identified. Analyses systematically show that the orbits computed with
JGM 3 have a radial root-mean-square orbit accuracy of 7 cm, with DGM-E04 5 cm.

1. Introduction

The Tandem Mission of the two European Remote Sensing
Satellites ERS-1 and ERS-2 started soon after launch of ERS-2,
April 21, 1995. Since then, both satellites are flying in the same
near-circular orbit with an average altitude of 800 km and an in­
clination of 98.5°. The orbits are Sunsynchronous and are phased
such that the satellites cross the equator at 2230 local solar time
(LST) in northern direction and 1030 LST in southern direction.
Generally speaking, the satellites observe the Earth at nightfall on
ascending tracks and at dawn on descending tracks. After making
501 revolutions in exactly 35 days the satellites repeat their ground
tracks. Until today, even though ERS-1 is no longer providing data,
ERS-2 is following it at a 32-min lag in the same orbit plane, which
causes ERS-1 to precede ERS-2 by 24 hours along the same ground
track.

Satellite tracking is the only means to tie the (at itself relative)
radar altimeter range measurement into a well-defined global ref­
erence frame. Precise orbit determination (POD), on the basis of
these tracking data and various dynamical models, ensures con­
tinuity of this link also at locations where there is no immediate
tracking. The accuracy at which the absolute sea level, land, or
ice elevation is inferred by differencing the orbital altitude and the
altimeter range measurement is always limited by the accuracy of
the orbit computation. The radial orbit error has been one of the
larger errors in recovering the sea surface height from ERS altime­
ter measurements and, because of their long-wavelength character,
disqualified ERS altimeter data from application in global ocean
circulation studies, ocean tide modeling, and monitoring of sea­
sonal and secular (climate-related) change. The 10-cm overall error
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budget required by the oceanographic community [Tapley, 1992]
just could not be met. Recently, SAR interferometry, with its appli­
cations of mapping land surface elevation and elevation changes, is
now also demanding ever increasing accuracy of the orbit compu­
tation in cross-track direction.

The bulky satellites ERS-1 and ERS-2 were never designed
for high-accuracy orbit determination, and the loss of the Precise
Range and Range-Rate Equipment (PRARE) tracking system left
ERS-1 even more poorly equipped for orbit determination. Yet,
subdecimetric orbit accuracy is not of academic interest only. The
ERS altimetric system has performed well above expectations and
is unique because of its multidisciplinary character, sampling not
only ocean but also land and ice surfaces, in combination with the
suite of instruments on board, providing, e.g., simultaneous mea­
surements of wet tropospheric content and surface temperature.
Undoubtedly, ERS will always lag behind on the 2-cm root-mean­
square orbit accuracy of the TOPEX/POSEIDON altimeter mission
[Marshall et al., 1995], so only when the precise orbit determina­
tion is stretched to its very limits, ERS altimetry will be regarded
a reliable source of information. Only then will ERS be able to
demonstrate its additive value in ocean research and its unique ca­
pabilities in, e.g., monitoring of the ice sheet mass balance.

In section 2 we will discuss the numerous advances made in ERS
operational and precise orbit determination over the years up to the
current state-of-the-art modeling. Animportant step in this is the
development of the ERS-tailored Delft Gravity Model (DGM)-E04
(section 3). In section 4, DGM-E04 demonstrates that it constitutes
a remarkable improvement on the ERS orbits but also has a more
general applicability. Section 5 examines the effect of nonconser­
vative forces acting on the satellite. Section 6 combines all results
and attempts to give a realistic error budget for the radial accuracy
of the various orbit solutions discussed in this paper and demon­
strates that, with the selection of the right orbit solution, the overall
error budget for the ERS altimetric system is well within the origi-
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nal goals set for TOPEX/POSEIDON. Finally, we will discuss the
achievements and limitations in section 7.

2. Operational and Precise Orbit Determination

In December 1991 the Delft University of Technology (DUT)
produced the first operationally determined orbit for ERS-1 and
has been doing so ever since at the regular pace of two orbital
arcs per week. With these orbits and additional geophysical models
the United States' National Oceanic and Atmospheric Administra­
tion (NOAA) has been upgrading the European Space Agency's
(ESA) ERS fast-delivery altimeter product to interim geophysical
data records (IGDRs).

Major advances have been made during ERS' lifetime in the
accurate restitution of the orbit. Starting at radial orbit errors of
around 140 cm in 1991, the best available orbits are now believed
to be accurate up to about 5 cm. This could only be obtained by
adopting improved models for the gravity field, the satellite surface
forces, and adding altimeter crossover data to the POD as long as
the PRARE tracking data were not generally available.

2.1. History

At the time of the launch of ERS-1 the NASA Goddard Space
Flight Center (GSFC) GEM-T2 gravity model [Marsh et al., 1989]
was the most commonly used model. Because this model lacked
sufficient high-inclination orbit information in its development, the
resulting ERS-1 orbits started at about 140-cmradial accuracy. Af­
ter GSFC inducted tracking data of SPOT-2,which runs in an orbit
very similar to ERS, orbit errors reduced drastically to ~30 cm
[Scharrooet al., l993a]. ERS-1 tracking data were first included in
the firstJoint Gravity Models for the TOPEX/POSEIDON mission,

JGM 1 and JGM 2 (NASA/University of Texas at Austin) [Nerem
et al., 1994], and in the GeoForschungsZentrum (GFZ) PGM035
gravity model used to produce the officialESA orbits from the Ger­
man Processing and Archiving Facility (D-PAF).The introduction
of these models in the ERS-1 POD reduced the orbit error to a level
of 15-20 cm [Aksnes et al., 1994;Massmann et al., 1994; Schar­
roo et al., 1993b, 1994], at which the surface force modeling er­
rors (drag and solar radiation) started to dominate [Le Traon et al.,
1995]. A new model for the satellite geometry was developed and
successfully implemented, but incorporating altimeter range mea­
surements as an additional tracking type scored little success in re­
ducing the remaining orbit errors [Scharrooet al., l993a, b; Visser,
1993; Shum et al., 1994]. Nondynamic orbit improvement using
TOPEX/POSEIDON as a reference, with all its associated limi­
tations, seemed the only way to provide subdecimetric orbits for
ERS-1 [Smith and Visser, 1995; le Traon et al., 1995; le Traon
and Ogor, this issue].

2.2. Second-Generation Precise Orbits

Simultaneous with the launch of ERS-2 and the start of the
ERSTandemMission (May 1995),DUT introduced JGM 3 [Tapley
et al., 1996] in the operational orbit determination. This brought
the radial orbit error down to ~I 0 cm, but satellite laser ranging
(SLR) to ERS-1 and ERS-2 simply remained insufficiently abun­
dant and lacked a regular global distribution required to provide
subdecimetric accuracy everywhere on the globe. With most of the
tracking stations located in Europe and North America (Figure 1),
orbit accuracy remained poor, especially at southern latitudes. In­
clusion of additional tracking data was imperative and found in the
form of altimeter crossover height differences, nailing down the or­
bits everywhere over the oceans and paving the way to introduce
additional parameters in the POD to absorb remaining unmodeled
or inadequately modeled forces.

Figure 1. Satellite laser ranging coverage for ERS-1 and ERS-2 during the Tandem Mission. Locations of SLR
stations that have tracked ERS-1 or ERS-2 during the Tandem Mission are indicated by open triangles and site
numbers.
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In spring 1996, DUT produced a full set of second-generation
precise ERS-1 and ERS-2 orbits for the period April 1992until Au­
gust 1995, on the basis of the JGM 3 gravity model and SLR and
altimeter crossover (XO) tracking data. Of these, the ERS-1 orbits
for mission phases C, D, E, and F (multidisciplinary phase, sec­
ond ice phase, and the two geodetic phases) were made available at
http://deos.lr.tudelft.nl/ers/precorbs/. The radial orbit accuracy of
about 7 cm [Scharroo et al., 1996a, b] was a significant improve­
ment over the 10-cm accuracy of the GFZJD-PAForbits featured
on the official ESA altimeter products. This was mainly due to the
superiority of JGM 3 over the GFZ PGM035 gravity model used in
those days to compute these orbits.

2.3. Third-Generation Precise Orbits

A natural step was to develop a gravity model, tailor-made for
ERS orbit determination, starting from JGM 3, and so to reduce
the gravity-induced orbit error. The resulting Delft Gravity Model
DGM-E04, discussed in section 3 now forms the basis for the third­
generation precise ERS-1 and ERS-2 orbits, currently all accessible
at http://deos.lr.tudelft.nl/ers/precorbs/. In this paper (section 4 and
further) we will limit ourselves to the POD for the ERS Tandem
Mission, exploiting the unique situation of having the two altimeter
missions flying the same orbit. During this period, ERS orbits are
computed simultaneously, using ERS-112dual-satellite crossovers
to link the orbits tightly in a common reference frame and to have
one orbit benefit from the other when SLR tracking is sparse. At the
same time, altimeter height differences along collinear tracks (sec­
tion 5.2) and ERS/TOPEX dual-satellite crossovers (section 4.4)
remain as independent indicators for the radial orbit error. This sit­
uation is significantly different from the ERS orbit determination
based on ERS/TOPEX dual-satellite crossovers, where TOPEX or­
bits are merely used as a reference and are not simultaneously ad­
justed.

2.4. Applied Models and Constants

The procedures and models used for the POD are based on the
most up-to-date knowledge of gravity and nonconservative force
modeling. In this study, three different gravity models, JGM 3,
EGM96 (NASA/National Imagery and Mapping Agency, truncated
to degree and order 70) [Lemoine et al., 1997], and DGM-E04
(DUT), have been used to describe the gravitational field of the
Earth (including tides), and results are intercompared. The satel­
lite surface forces are accurately modeled by means of satellite­
specific macromodels consisting of 10 panels. Additional unmod­
eled forces are parameterized through so-called empirical accel­
erations. Because of the inclusion of SLR and single- and dual­
satellite crossovers, sufficient data are available to estimate these
additional parameters.

Other estimated parameters are the station location for some
(mainly mobile) SLR stations and time tag and range biases for
stations that are notorious for producing SLR measurements with
significant offsets. Since the datation of the altimeter data may not
be the same as the SLR standard (UTC), it is important to estimate
a time tag bias on the altimeter data. If not, the altimeter ranges
appear corrupted by a signal with a frequency of two cycles per
revolution (cpr) introduced by shifting the altimeter ranges forward
or backward on a flattened Earth; a signal that may well alias into
the orbit [Schutz et al., 1982].

Especially relevant to the orbit determination are the location of
the satellite center of mass, and the laser retroreflector and altimeter
reference points, listed in Table 1. A concise description of the
modeling is given in Table 2.

Table 1. Coordinates of Some ERS Reference Points in a Body
Fixed Frame

Reference Point x. Ys z.
Altimeter -3786.4 570.0 -840.4
Laser retroreflector -2850.4 -700.0 -995.0
ERS-1 nominal CM -1827.0 11.8 11.9
ERS-2 nominal CM -1853.0 -9.0 -3.0

Coordinates are in millimeters. CM is Center of Mass.

2.5. Tracking Data

SLR 15-s normal points are collected from the Eurolas Data
Center (EDC) and Crustal Dynamics Data Information System
(CDDIS). All ranges are corrected for a distance of 4.3 cm be­
tween the effective sphere of reflection and the laser retroreflector
reference point. The data weight is the root-sum-square (rss) of a
system-dependent noise value (ranging from I to 20 cm) and an
estimate of the overall solution error (5 cm).

All ERS altimeter data are retrieved from the ESA altimeter
ocean products (OPR). Unfortunately, for the actual orbit determi­
nation we had to harmonize several different versions of this prod­
uct. Version 3 OPRs were available prior to the Tandem Mission
[Centre ERS d'Archivage et de Traitement (CERSAT), 1994], fol­
lowedby a number of intermediate versions. The verificationof the
orbits of the TandemMission, however, is all based on the current
Version6 data [CERSAT, 1996].

All I-Hz altimetric sea heights are screened and corrected for
the following geophysical and instrument corrections: (!) range
corrections for bias jumps and oscillator drift (ESA, public data,
1996); (2) GFZ/D-PAF precise orbits based on the GFZ PGM055
gravity model [Gruber et al., 1997]; (3) meteorological dry tro­
pospheric (ECMWF) and ionospheric corrections (Bent); (4) wet
tropospheric correction from the ERS Microwave Radiometer; (5)
solid Earth and pole tides; (6) ocean tides (Grenoble FES95.2.I)
and tidal loading; (7) sea-state bias; OPR version 3, 5.5% of Sig­
nificantWaveHeight (SWH); [Gaspar and Ogor, 1994];OPR ver­
sion 6, BM3 model [Gaspar and Ogor, 1996]; (8) 100% inverse
barometer correction; and (9) mean sea surface (Ohio State Uni­
versity (OSU) MSS95). Forthwith, the I-Hz relative sea heights
are converted to altimeter crossover height differences (XDs).

First, the location of the crossing point of all ascending and
descending passes is computed. Combinations of passes with ex­
treme shallow angles, passes with a time interval larger than 17.5
days, and XOs with too few surrounding 1-Hz measurements are
rejected. (Theoretically, 17.5 days is the largest possible time in­
terval between consecutive ascending and descending passes in a
XO is half the repeat period.) Relative sea heights are filtered and
interpolated with a quadratic polynomial at the location of the XO.

The two relative sea heights in the XOs are converted back to
range measurements by subtracting them from the orbital altitude.
The measurement weight varies with the geographical position and
is based on a combination of a posteriori orbit error and sea surface
variability determined from an earlier orbit solution (values ranging
from 4 to 40 cm). Because with XDs we are only concerned with
a height difference, the usage and choice of the reference mean sea
surface is irrelevant but facilitates the data screening.

3. Developmentof an ERS-TailoredGravity
Model

The perception that much of the radial orbit error in second­
generation orbits (section 2.2) was still caused by deficiencies of
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Table 2. Summary of the Dynamical and Measurement Models Used for the ERS Third-Generation Precise Orbit Determination.

Item Description

SLR observations

Station coordinates

Tidal displacement
SLR geometric correction

Crossover observations

Speed of light

Gravity model

Tidal gravity
Third body attraction
Atmospheric drag
Radiation
Orbit maneuvers

Mass
Cross-sections

Polar motion
Coordinate system

State vector
Nonconservative forces

Measurement offsets

Measurement Models and Constants
global quick-look SLR data (I per 15 s normal points) retrieved from EDC and CDDIS; corrected for 4.3-cm distance
to LRR reference point; 10° elevation cutoff and editing of spurious measurements; weight is rss combination of
overall model accuracy (5 cm) and system noise level (1-20 cm)

LSC(DUT)95L02 LAGEOS I/II solution (September 1983 - December 1993, epoch January 1, 1988), advanced to
epoch by three-dimensional motions incorporated in the coordinate solution

Love model, including frequency dependent and permanent tides (h2 = 0.609, 12 = 0.0852); pole tide
offset ofLRR optical center with respect to LRR reference point (4.3 cm) and to the spacecraft nominal center of mass

(see Table I)
global ERS radar altimeter data, retrieved from the ESA ERS OPR products, plus additional geophysical corrections

(see section 2.5); converted to single- and dual-satellite XOs; weight is based on local rms XDs coming from an
earlier solution

c = 299792.458 km s-1

ForceModel
Delft Gravity Model DGM-E04, complete to degree and order 70, including secular C21 and S21 and dynamic polar
motion;GM= 398600.4415 km3 s-2, a0 = 6378.1363 km, 1/f = 298.2564

Wahr solid Earth tides; background ocean tides: JGM 3*
Sun, Moon, Mercury, Venus,Mars, Jupiter, Saturn, Neptune, according to JPL DE200 ephemeris
French Density TemperatureModel (DTM) [Earlier et al., 1977]with daily F10.1 and 3-hourly Kp values
solar radiation including umbra, penumbra, and occultation by Moon; Earth albedo
a priori information according to ESOC predictions; adjusted during POD

Satellite Model
ERS-1, 2377.13 kg; ERS-2, 2502.00 kg
satellite-specific macromodels, each consisting of eight fixed and two rotating panels (see section 5.1)

Reference Frame
Earth orientation and length of day from IERS EOP 90 C 04 solution
J2000; precision !AU 1976 (Lieske model); nutation !AU 1980 (Wahrmodel)

Estimated Parameters Per Orbital Arc
position and velocity at epoch over 5.5-day orbital arc at 3.5-day intervals
6-hourly drag coefficients; 22-hourly 1-cpr along-track and cross-track accelerations; orbit maneuvers (three­
dimensional accelerations)

coordinates of some (mobile) stations; range and timing bias for some SLR systems; timing bias for both altimeters;
relative range bias between ERS altimeters

"In fact, this model was not adjusted since JGM 1 [Neremet al., 1994; Tapleyet al., 1996].

JGM 3, led to the attempt to develop a model specifically tailored
to ERS orbit determination. This is done by first isolating the
gravity-induced orbit error observed in XOs and then adjusting a
well-chosen set of gravity field coefficients such that the error is
minimized.

3.1. Linear Perturbation Theory

Gravity-induced orbit errors are, because of their origin, geo­
graphically correlated; that is, they are repetitive along the same
ground track, repeat cycle after repeat cycle. This means that along
two such collinear ground tracks gravity-induced orbit errors are
identical and cancel when differencing the altimetric sea surface
profiles along these tracks. This is not the case for two crossing
tracks; the different "history" of gravity sensed along the ascend­
ing and descending passes causes the orbit error to be essentially
different along each pass.

Figure 2 shows how these two gravity-induced radial orbit er­
rors (6rasc and 6rdes) can alternatively be decomposed into a geo­
graphically fully correlated and anticorrelated component (6rc and
6r8). The first component is identical on both passes; the second is
of equal magnitude on both passes but of opposite sign. In litera­
ture [e.g., Tapleyand Rosborough, 1985;Rosborough, 1986] these
components are often given the confusing indications "mean error"
and "variability error." It should be stressed that there is nothing

variable about the component 6r8, which is just as time invariant
as the "mean" component Sr", with the only difference that 6r8 has
an opposite sign on the two passes. Thus we write for the gravity­
induced radial orbit error in a crossover point

(I)

where the plus sign is used for the ascending pass and the minus
sign for the descending pass.

6rasc = 6rc + or•
6rdes = 6rc - Sr"

ore= ~(orasc +ordes)
Sr" = !(6rasc - 6rdes)

Figure 2. Geographically correlated orbit errors along two cross­
ing passes.
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Linear Perturbation Theory (LPT) [Kaula, 1966) describes the
three orthogonal components of the orbit error as a linear com­
bination of terms due to (commission or omission) errors in the
gravity model coefficients. Each coefficient produces errors at var­
ious frequencies, depending on their harmonic degree l and order
m. It can be easily shown [e.g., Schrama, 1989) that on the near­
circular, Sun-synchronous, and "frozen" ERS orbit, the dominant
errors have frequencies

¢imp = (l - 2p) cpr - m cpd

where p ranges from 0 to l and cpd is cycles per day. Some com­
binations of l - 2p and m cause ¢imp to be close to the resonance
frequencies 0 and I cpr. For ERS' 35-day repeat this happens for
coefficients of order 43 because 43 cpd is very close to 3 cpr.

Rosborough [1986) focuses on the spatial distribution of the ra­
dial orbit error and conveniently formulates

00 i

fir =L L firfm ± firfm
l=l m=O

with

Q~m(!::.C1mcos m:\ + !::.Simsin m:\)
o;m (sc.; sin m>: - ss.: cos m"X)

where o;m andQ~m are both functions of latitude only and further
depend on the orbit mean semimajor axis, eccentricity, and inclina­
tion.

This yields the following: (I) when computing XDs, x, the fully
correlated part cancels, but the anticorrelated part is observed at
double efficiency since

(2) the zonal coefficients do not contribute to XDs since sin m.); =
0 and Sim = 0 form = O; (3) nonzonal coefficients of the gravity
field do contribute to XDs, each with a distinct global pattern; and
(4) vice versa, when we can isolate and observe the effect of gravity
model deficiencies in XDs, the nonzonal coefficients can be tuned
to reduce the observed effect.

The LPT has been used before to cancel gravity-induced ra­
dial orbit errors but never in such a way that it actually provided a
well-tuned gravity model. Engelis (1987, 1988) and Visser (1992)
use LPT to simultaneously improve dynamic topography and geoid
from Seasat and Geosat altimeter data. The link between geoid and
orbit errors provide the means to partially separate geoid and dy­
namic topography. Visser [1995) extends the technique by includ­
ing SLR and single- and dual-satellite XDs. Because the gravity­
induced orbit error was not isolated from other orbit errors, each
of the additional estimated parameters in orbit determination also
had to be readjusted. Novel in the approach proposed here is the
use of crossover height differences instead of altimetric sea heights
(thus canceling geoid and dynamic topography errors) and the use
of the two-step approach: first isolating the gravity-induced signal
and then adjusting the gravity field coefficients.

3.2. Isolating the Gravity-Induced Orbit Errors

The geographically anticorrelated orbit error is but one of the
many contributions to XDs. The assumption we make is that all
contributions, except the constant gravitational, are time variant
and average out to zero over a sufficiently long period, like a year

(2)

or more, or are not observed at the maximum time interval of 17.5
days in our set of XDs.

The procedure of generating local average XDs can easily be
performed by gridding the data on a regular latitude-longitude grid.
However, this will remove some signal at high latitudes where, be­
cause of the closure of XO locations, the spatial scales are much
shorter than around the equator.

A more sophisticated approach takes advantage of the fact that
XOs are already located on a more or less regular "grid" which
densifies toward the poles. XOs can be stacked together at the
"grid points." Following a 3.5-a editing in each stack, the aver­
age of the XDs in each grid point (x and ax) represents twice the
geographically anticorrelated orbit error (28r8), while the variance
resembles ,/2 times the rss of the nongravitational orbit error, sea
surface variability, and altimeter correction errors. An additional
3.5-a editing is performed over all ax values to root out areas of
extreme variability.

We ignore the fact that the XO locations actually vary from re­
peat cycle to repeat cycle within a radius of about I km because
of drifting of the ground track around the nominal position by the
same amount. This is allowed since the signal we are isolating has
much longer wavelengths than I km. Also, we are not hampered by
cross-track geoid slopes since we have constructed the XDs at their
true locations and not nominal locations, and if we had, this would
have been tackled by taking the OSU MSS95 model as reference.

This technique was used for a total of about 1,000,000 ERS-1
and ERS-2 single-mission XOs for the period of April 1992 un­
til August 1995, created from the OPR altimeter products as de­
scribed in section 2.5. All XDs were first adjusted by replacing
the GFZ orbits by OUT second-generation JGM 3 orbits, simul­
taneously accounting for an estimated time tag bias of -1.3 and
-1.1 ms for ERS-1 and ERS-2, respectively. The average and the
variance of the XDs at the remaining 45,000 locations are sketched
in Plate 1. The variance clearly resembles what we know of sea
surface variability (high in Western Boundary Currents) and areas
with large ocean tide modeling errors (e.g., East China Sea, Indone­
sian Archipelago). Clearly noticeable are a few latitude bands with
remarkable low local variance; these pertain to those XOs with a
time lag of about 12 hours, during which sea surface variability is
minimal. Note also the significance of the averages compared to
the variances: in areas with little or no variance (central Pacific)
the average may be a couple of times larger than the variance. This
indicates that the isolation of the gravity-induced contribution to
XD functions quite well and that the gravity-induced orbit error is
sizeable compared to nongravitational errors.

(3)

(4)

(5)

(6)

3.3. Tailoring the Gravity Model

Tailoring a gravity model involves the tuning of its coefficients
such that residuals of observations from a single satellite are re­
duced. Usually, only a subset of coefficients is adjusted because
others may not affect the residuals; like, in our case, we cannot ob­
serve errors in the zonal coefficients in the XDs. We limit ourselves
to those combinations of degree and order (l, m) that, according
to LPT, produce a global root-mean-square (rms) XD of 2 mm or
more, assuming a la error in either JGM 3 coefficientCim or Sim·
This leads to a set of 550 pairs of Cim and Sim coefficients to be
adjusted while other gravity coefficient errors are deemed to be too
poorly observed in the XDs for any adjustment to be realistic.

Solving the gravity coefficient adjustments !::.Cimand !::.Sim
from (5) and (6) leads to a set of linear equations with 45,000 ob­
servations and 1100 unknowns. Because the number of observa­
tions far exceeds the number of unknowns, we solve the unknowns
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(a) Averages: Rms = 5.97 cm
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Plate 1. (a) Averages and (b) variances of stacks of ERS-1 and ERS-2 single-mission altimeter crossover height
differences for the period of April 1992 till August 1995. Gravity model JGM 3. Apparent altimeter time tag bias is
applied.

in a Bayesian linear least squares fashion

where c is the vector of unknowns (!::.C1m, !::.Sim); x is the
vector of average XDs (x ::::::ox); A is the matrix of partials
(2Q;m sin mX, -2Q;m cos mX); Wis a diagonal matrix of obser­
vation weights, given by n/(u,,)2, where n is the number and u,,
is the variance of XDs in each stack; and fN is the JGM 3 normal
matrixN (= inverse of the error variance-covariancematrix, kindly
provided by John Ries, CSR) multiplied by a weighting factor f.

Because we only have observations over oceans and only up to
a certain latitude, we need to constrain the solution elsewhere. This
is done by adding the relevant part of the JGM 3 normal matrix
to the normal equations. The factor f further determines how tight

(a) C1m Coefficients
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(7)

the solution is to be constrained. The optimal value for f (=IO)was
found experimentally, weighing between an almost total reduction
of the geographically anticorrelated orbit error but unrealistically
large gravity field adjustments (small /) and small adjustments but
insignificant reduction of the orbit error (large /).

Plate 2 shows the adjustments to the 1100C1m and Sim coeffi­
cients of JGM 3 divided by their formal standard deviations (!::./u).
The rms of all values !::./ a is 0.52, which means that the new so­
lution falls well within the error budget of JGM 3. Largest adjust­
ments are to some coefficients around orders 16, 33, and 41 but are
still within acceptable limits. Thus we have generated the ERS­
tailored Delft Gravity Model DGM-E04.

With (5) and (6) it is quite easy to determine the global distribu­
tion of the geographically anticorrelated orbit error implied by the
coefficient adjustments, as shown in Plate 3a. Note that the implied

(b) Sim Coefficients
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Plate 2. Estimated gravity coefficient adjustments to JGM 3 to obtain DGM-E04. All adjustments tzx) are normal­
ized through division by the formal error (o ) of the original JGM 3 coefficients.
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(a) Predicted: Rms = 5.14 cm (b) Residual: Rms =3.13 cm
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Plate 3. (a) Geographically anticorrelated orbit error implied by the differences between the JGM 3 and DGM-E04
gravity models. Values are multiplied by 2 to resemble the averageXDs in Plate la. (b) Residual average XDs when
subtracting Plate 3a from the averageXDs in Plate Ia.

errors over the continents are not significantly different from ocean
areas, which again indicates that the constraint was successfully
applied. From this it is an easy step to project how the remaining
average XDs would look when replacing JGM 3 for DGM-E04 in
the POD (Plate 3b). It reduces the global rms of the average XDs
from 5.98 to 3.13 cm, which implies that the geographically anti­
correlated radial orbit error reduces from about 3.0 to 1.6 cm.

3.4. Independent Assessment of DGM-E04

Since the French Earth observation satellite SPOT-2is in a simi­
lar orbit as ERS-1 and ERS-2, orbit determination ought to also im­
prove for this satellite when adopting DGM-E04 instead of JGM 3.
The only means of verification is, in this case, the data fits of the
Doppler orbitography and radiopositioning integrated by satellite
(DORIS) tracking data. Because these range-rate measurements
are mostly sensitive to along-track orbit errors, it gives us some feel
of the orbit error in this direction as well, in contrast to the vertical
sense of ERS altimeter crossovers. The observed reduction of rms
of the DORIS data fits from 0.70 to 0.66 mm s-1 is encouraging.

Frank Lemoine (GSFC, personal communication, 1997) tested
the suitability of DGM-E04 for TOPEX orbit determination. Hav­
ing a completely different orbit from ERS, its sensibility to the
gravity field is likewise dissimilar. This means that adjustments
to some coefficients that had little effect on the ERS orbit might
produce significant errors in the TOPEX orbit. Table 3 shows the
results of computing a random set of four TOPEX orbits based
on SLR and DORIS tracking data and each using three different
gravity models: JGM 2, JGM 3, and DGM-E04. The data fits ap­
pear least sensitive to the choice of gravity model. Comparisons
of the SLR/DORIS orbits with Global Positioning (GPS) reduced­
dynamic orbits produced by the Jet Propulsion Laboratory (JPL),
however, show a clear preference for the DGM-E04 model. Be­
cause the GPS reduced-dynamic orbits are virtually unaffected by
gravity model errors, this test would indicate that the one that
comes closest has the least gravity-induced orbit error. In 11 out
of the 12 cases it is the DGM-E04 orbit that fits the GPS orbit best
in radial, cross-track, and along-track direction.

Richard Rapp (OSU, personal communication, 1997) verified
the lower degree and order coefficients (up to 14) of DGM-E04 by
applying it as a long-wavelength reference geoid for the extraction

of a global ocean dynamic topography from TOPEX/POSEIDON
sea surface heights. The resulting topography differs from the nu­
merical ocean model POCM-48 by 12.55 cm rms. The same anal­
ysis with JGM 3 gives a similar rms residual of 12.62 cm. This
suggests that for this application, DGM-E04 indeed acts within the
error margins of JGM 3.

4. Gravity-InducedOrbit Errors
The third-generation orbits (section 2.3) cover the entire ERS

TandemMission, starting on April 29, 1995, with the switch on of

Table 3. Statistics of TOPEX Orbit Computation

Data Fits
Rms Difference

With GPS Arc, cm

Gravity
Model

SLR,
cm

DORIS,
mm s-1

Radial Cross Along

Cycle JO
JGM 2 4.58 0.580 3.02 6.85 11.89
JGM 3 4.60* 0.577* 2.18 6.45 8.97

DGM-E04 4.63 0.577* 2.14* 5.99* 8.28*

Cycle 19
JGM 2 4.42 0.551 3.71 5.17 IO.SI
JGM 3 4.24* 0.546* 3.00 3.52 7.66

DGM-E04 4.29 0.546* 2.98* 3.43* 7.45*

Cycle 21
JGM 2 3.05 0.539 3.20 5.40 7.93
JGM 3 2.86* 0.537* 2.46* 5.03 5.86

DGM-E04 2.89 0.537* 2.48 4.73* 5.83*

Cycle 46
JGM 2 3.00 0.565 2.48 6.76 7.80
JGM 3 2.73* 0.563* 1.74* 4.53 5.11

DGM-E04 2.74 0.563* 1.74• 3.63* 4.76*

TOPEX orbit computations with the JGM 2, JGM 3, and DGM-E04
gravity models was performed at GSFC (Frank Lemoine, personal commu-
nication, 1997). Parameterization of the orbits is the same as in the second-
generation TOPEX precise orbits, as documented byMarshall et al. [1995].
Listed are the SLR and DORIS tracking data residuals and orbit differences
with the JPL reduced-dynamic orbits based on GPS tracking data.

"Lowest values for each cycle.
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Table 4. Results of the Simultaneous ERS Orbit Determination for I04 Orbital Arcs of the Tandem Mission

Orbit Solution

Data Type Number JGM 3 EGM96 DGM-E04

ERS-1
SLR residuals (rms), cm 112,144 5.63 5.59 4.94
XD residuals (rms), cm 196,325 9.58 9.16 8.06
Altimeter time tag bias (mean±variance), ms 104 -1.24±0.21 -1.45±0.20 -1.52±0.19

ERS-2
SLR residuals (rms), cm 110,428 5.49 5.50 4.78
XD residuals (rms), cm 187,212 9.62 9.20 8.07
Altimeter time tag bias (mean±variance), ms 104 -1.05±0.22 -1.25±0.23 -1.30±0.22

ERS-1 Minus ERS-2
Altimeter range bias (mean±variance), cm 104 -2.14±0.65 -2.14±0.65 -2.14±0.65

The XD residuals pertain to each single component of a XO, so each XO is counted twice and no differentiation is made between single- and dual­
satellite XOs. The altimeter time tag biases and relative range bias are estimated independently for each orbital arc. Only arcs without significant orbital
maneuvers are considered.

the ERS-2 altimeter and ending on June 2, 1996, with the switch
off of the ERS-1. We have chosen this period to compare the results
obtained with the DGM-E04, JGM 3, and EGM96 gravity models
and to analyze the respective orbit accuracies. Because only 30% of
the Tandem Mission overlaps with the data period of the DGM-E04
tailoring, the verification can be considered to be nearly indepen­
dent. Naturally, we expect the gravity model tuning to have the
same effect on the orbits for this particular period as on any other.

In this section we will first show the impact of the gravity model
selection on the tracking data residuals, followed by an assessment
of the geographically correlated orbit errors based on ERS single­
and ERSrfOPEX dual-satellite XOs, and finally look at the orbit
differences. In section 5, collinear altimeter profiles are analyzed
to determine the orbit errors due to nonconservative forces.

4.1. Precise Orbit Determination Results
The tracking data residuals (measured minus computed SLR

ranges and crossover height differences) are a measure for the orbit
accuracy. These residuals should be interpreted with care, since the
data that have been used in the POD are likely to underestimate the

actual orbit error. Moreover, the SLR range residuals are a mea­
sure of the orbit accuracy in all three directions, whereas the XDs
depend on the radial orbit error only.

Table 4 presents the results for 104 arcs of 5.5 days, in which
ERS-1 and ERS-2 orbits are determined simultaneously, alterna­
tively computed with the JGM 3, EGM96, and DGM-E04 gravity
models. Listed are the statistics of the SLR range residuals, the
statistics of the satellite-specific components of the XD residuals
(so each single and each dual are counted twice), and the estimates
of the apparent altimeter time tag bias and relative altimeter range
bias.

Note that the XD residuals are clearly the smallest in the
DGM-E04 solutions. This is to be expected since XDs have been
used to tailor the gravity model, starting from JGM 3. More
relevant is the fact that DGM-E04 even performs better than the
new EGM96 model, not only in terms of the rms XD but also
judging from the SLR residuals, and this while SLR data have not
been used to tune the model.

The POD also provides estimates for deficiencies in the datation
of the altimeter data. Although the estimated parameters could also

Table 5. Statistics of Apparent SLR Range Biases of Near-Vertical Overflights

Number JGM 3 EGM96 DGM-E04
--

of Passes Mean Mean Mean

Site Location Ase Des Ase Des Var Ase Des Var Ase Des Var

7090 Yarragadee,West-Australia 69 46 -1.0 0.4 1.7 -1.0 0.8 1.4 -0.2 0.7 1.3
7105 Greenbelt, Maryland 23 13 -0.7 -1.4 1.5 -2.4 -1.0 2.0 -0.6 0.0 1.4
7109 Quincy,California 34 15 -0.2 3.0 2.1 -0.4 3.4 1.9 0.2 0.2 1.6
7110 Monument Peak, California 74 38 0.7 1.9 2.7 0.1 2.7 3.1 0.9 -0.5 2.7
7403 Arequipa, Peru 59 30 -0.9 -0.7 1.5 -2.5 0.3 2.2 0.5 2.6 1.9
7835 Grasse, France 38 7 -4.0 -9.2 2.1 -2.7 -5.8 2.4 -3.1 -5.2 1.8
7836 Potsdam,Germany 89 5 -3.3 -4.8 2.5 -2.9 -2.1 2.1 -2.4 -1.7 2.3
7839 Graz, Austria 61 18 -3.9 -5.5 1.8 -3.0 -4.8 2.1 -2.9 -2.7 1.8
7840 Herstmonceux, England 60 42 -1.7 -2.7 1.8 -1.6 -1.7 1.9 -2.0 -1.6 1.6
7843 Orroral Valley,Victoria IO 9 3.0 5.1 2.7 1.0 3.5 1.8 -0.4 4.6 1.6
Total (rms) 517 223 2.4 4.3 2.0 2.0 3.1 2.1 1.7 2.6 1.8
(Des+Asc)/2 (rms) 3.3 2.4 2.0
(Des-Asc)/2 (rms) 1.2 I.I 1.0

The apparent range bias is estimated simultaneously with a timing bias for each pass with at least eight measurements before and after the culmination
point and a highest elevation of at least 65°. For all three orbit solutions the average range biases along ascending passes (Ase) and along descending
passes (Des) and the variance (Var)of the range biases around the respective means are shown. Values are in centimeters.
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absorb part of the 2-cpr errors in the restituted orbital altitude as
well as constant along-track errors, the larger part will indeed be
related to the altimeter datation. Table 4 clearly shows that the
OPR altimeter time tags are systematically early by 1.3 to 1.5 ms
for ERS-2 and ERS-1, respectively.

4.2. High-Elevation SLR Passes

Despite the aforementioned limitations, the SLR residuals of
high-elevation overflights of laser ranging stations can provide at
least some indication of the orbit's vertical accuracy. Along near­
vertical overflights the cross-track orbit error does not affect the
residuals, and system noise and along-track orbit error can be sep­
arated from the radial by fitting a two-parameter curve through the
SLR residuals. The two parameters, range bias and timing bias,
more or less directly relate to the radial and along-track orbit er­
ror. Table 5 lists the statistics of these apparent range biases for
near-vertical overflights of some high-performance SLR stations.

When we distinguish between ascending and descending passes,
the average of the apparent range biases per station becomes a mea­
sure for the local geographically correlated radial orbit error along
each pass, i.e., -8rasc and -8rdes,where the minus signs come
from the fact that the SLR range residuals are "observed minus
computed" and the orbit errors are "computed minus true." The
station-by-station averaging removes the time variant part of the
orbit error associated with nonconservative forces (listed in Table 5

(a) PGM055: Rms = 7.79 cm

(c) EGM96: Rms = 5.42 cm

under "Var") and isolates the time invariant geographically corre­
lated part (under "Mean").

The mean of a station's ascending and descending averages
would resemble the geographically fully correlated orbit error
(-8rc), if it were not for constant system biases and station
coordinate errors persisting in this value. Computing half the
difference between the descending and ascending averages elim­
inates the constant errors and provides a better estimate for the
geographically anticorrelated orbit error (-8r'). The rrns of
these linear combinations are listed at the bottom of Table 5 and
are indicative of the improvement of DGM-E04 over JGM 3 and
even over EGM96 but should not be regarded as an accurate
representation of the actual geographically correlated orbit error.

4.3. Geographically Anticorrelated Orbit Error

To demonstrate that the reduction of the geographically anti­
correlated orbit error is also apparent in the actual computed or­
bits for the Tandem Mission, we have generated local averages
and variances of XDs like in section 3.2 and alternatively took the
GFZ PGM055 orbit from the OPR data or substituted our third­
generation orbits. In each case the ~870,000 XOs covering the
TandemMission are reduced to some 48,000 locations.

The statistics and graphs in Plate 4 indeed show that the average
XDs are by far the smallest with DGM-E04. Both PGM055 and,

(b) JGM 3: Rms =6.18 cm

(d) DGM-E04: Rms = 3.09 cm
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Plate 4. Averagesof stacks of ERS-1 and ERS-2 single-missionXDs (TandemMission). The various graphs pertain
to the following different ERS orbit solutions: (a) GFZ PGM055 and (b) DUT JGM 3 and (c) EGM96 and (d)
DGM-E04. In each case the best fitting apparent altimeter time tag bias is applied.
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DGM-E04: Rms = 9.31 cm

cm

Plate 5. Local variance of stacks of ERS-1 and ERS-2 single­
mission XDs based on DGM-E04 orbits (TandemMission).

to a lesser extent, JGM 3 display large geographically correlated
orbit errors in distinctive narrow patterns, 10° to 20° wide. These
patterns can be associated with errors in the near-resonant terms of
the gravity field. These terms appear slightly better conditioned in
the EGM96 model, in which broader features, however,still persist.
In the DGM-E04 solution all of these features are absent. What
remains is a chaotic pattern of small spatial scales of which the
origin is not clear.

The rms of the geographically anticorrelated radial orbit error
equals half the rms of the average XDs displayed in Plate 4. Note

(a) PGM055: Rms = 5.41 cm

(c) EGM96: Rms =4.00 cm

-10 -5

that the result for DGM-E04 is virtually the same as was predicted
in section 3.3 and Plate 3b.

The variance of the XDs displayed in Plate 5 is for DGM-E04
but is quite indifferent between the various orbit solutions. The
larger part of the variance can be attributed to sea level variability.

4.4. Geographically Fully Correlated Orbit Error

Until now we have mainly considered the geographically an­
ticorrelated orbit error, which is observed in single-satellite XDs
and is used to tune the gravity model. But, as a rule of thumb, the
fully correlated orbit error (ore) which is invisible in XDs has about
the same variance [Rosborough, 1986]. To verify whether the tun­
ing also reduced the geographically fully correlated orbit error, or
at least did not increase it, we have computed ERSrI'OPEX dual­
altimeter crossovers for the same period during the Tandem Mis­
sion as before. The TOPEX data are extracted from the recent re­
lease of merged geophysical data records (cycles 98-136) [Archiv­
ing, Validationand Interpretation of Satellite Oceanographic data
(AV/SO), 1996], applying the appropriate corrections.

A justifiable assumption is that TOPEX orbit errors are small
compared to those of ERS [le Traon et al., 1995;Marshall et al.,
1995], such that ERSrI'OPEX dual satellite XDs display ERS' or­
bit errors rather than TOPEX's. Again, local averaging of XDs can
be used to root out time variant errors. Because ascending and de­
scending passes of ERS do not meet in the same crossover with
TOPEX passes, it is actually more practical to average on an equi­
rectangular grid. The acquired average ERSrI'OPEX XD is repre­
sentative of the geographically fully correlated radial orbit error for
ERS.

Plate 6 shows averages of ERS-lrI'OPEX and ERS-2rrOPEX
XDs for four different ERS orbit solutions: PGM055, JGM 3,

(b) JGM 3: Rms =4.90 cm

(d) DGM-E04: Rms= 3.27 cm
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cm

Plate 6. Locally averaged ERS- 10PEX dual-satellite crossover height differences for the ERS Tandem Mission.
The graphs pertain to the following different orbit solutions for ERS: (a) GFZ PGMOSSand (b) OUT JGM 3 and (c)
EGM96 and (d) DGM-E04. In each case the best fitting apparent altimeter time tag and range biases for ERS-1 and
ERS-2 is applied.
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EGM96, and DGM-E04. Appropriate time tag biases and range
biases for ERS-1 and ERS-2 are applied to give a good match with
TOPEX. PGM055 is again the one to show the most evident track­
like pattern associated with near-resonant terms. Striking is the
broad structure that seems to persist throughout JGM 3, EGM96,
and DGM-E04 orbit solutions. It even appears to be the only signif­
icant structure remaining in the DGM-E04 solution. The reduction
of the variance from 5.41 (JGM 3) to 3.27 cm (DGM-E04) remains
a remarkable achievement, since the fully correlated orbit error was
not involved in the gravity field tailoring process. It demonstrates
again that the tailored model indeed constitutes an improvement,
not merely a reduction of one observable.

It is not certain that the remaining pattern for DGM-E04 is a
true reflection of the actual geographically correlated orbit error of
ERS. The ERSffOPEX XDs will be partly corrupted by TOPEX
orbit errors and any time invariant or geographically correlated dif­
ference between ERS and TOPEX altimetry. Even though we have
attempted to harmonize the altimeter biases, sea state bias, and the
ocean tide corrections, persistent differences in modeling propaga­
tion corrections may cause part of the effect. More likely though,
what we observe is due to reference frame offsets or is caused by
errors in a few (zonal) gravity coefficients that have not been ad­
justed in the development of OGM-E04.

Finally, we would like to emphasis that for many applications
of altimetry, such as the monitoring of ocean currents and compu­
tation of marine gravity, the slope error is more important than the
absolute error. This makes the OGM-E04 orbits even more favor­
able because slopes in the orbit error are almost an order of mag­
nitude smaller than in the PGM055 orbits (order 0.2 versus 1µrad,
respectively).

4.5. Orbit Differences

Figure 3 depicts the predicted and observed spectra of the ra­
dial orbit differences between the three OUT orbit solutions. The
predicted spectra are according to LPT and the differences in the

Predicted·~--~~-~-. ~-~· i
l

JGM 3
DGM-E04

EGM96
OGM-E04

gravity fieldcoefficients (/:J.C1m, /:J.S1m). The observed spectra are
periodograms of the actual differences between the orbit solutions.

The JGM 3/DGM-E04 difference has a major peak at
0.93014 cpr (= 1 cpr - 1 cpd), and corresponds to l - 2p = 1
and m = 1 in (2), i.e., gravity coefficients of odd degree and
order I. This 1-cpr signal with a daily modulation is precisely the
near-resonant signal we held responsible for the track-like patterns
in the average XDs with JGM 3 (section 4.3). This peak is indeed
markedly smaller in the EGM96/0GM-E04 difference, explaining
the reduced track pattern in the average XDs with EGM96.

Because we have not excluded the near-resonant terms in the
predicted spectra, they have large peaks close to 0 and 1cpr caused
by the harmonics of order 43. Having periods or a modulation
longer than the length of the orbital arc, they are effectively ab­
sorbed by the state vector or the daily empirical along-track accel­
erations, as a result of which they do not show up in the observed
spectra. The JGM 3/DGM-E04 spectra show a one-to-one match
between predicted and observed. Near-resonant terms are absent
here because they are simply copied from JGM 3 into DGM-E04.
Orbit differences caused by nonconservative forces, with a more or
less continuous distribution of power around 1 cpr, are minute.

Table 6 shows that the orbit solutions based on the three grav­
ity models are quite close. Irrespective of which combination of
DUT orbit solutions is compared, therms orbit difference is around
4 cm in radial and around 15 cm in along- and cross-track direc­
tion. Because they are fully independent, the GFZ PGM055 and
OUT DGM-E04 orbit solutions differ quite a bit more. Yet the
radial orbit difference of only 7 cm is a very encouraging figure,
likely to indicate that either orbit solution is at least as accurate as
that. Encouraging is also that, coming from JGM 3, the EGM96
and DGM-E04 solutions appear to converge.

5. Nonconservative Forces
The dominant nonconservative forces acting on the satellite are

atmospheric drag and solar radiation. Both forces are the sum ef-

Observed

frr~~ncy (<tt/r •• )

Figure 3. Predicted and observed spectra of the radial differences between ERS orbits computed with the JGM 3,
EGM96, and OGM-E04 gravity models.
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Table 6. Differences Between GFZ (PGM055) and DUT Orbit
Solutions

Orbit Differences nns

Orbit Solutions Radial Cross Along Total

ERS-1 Orbits
JGM 3-EGM96 3.93 15.18 14.48 21.34
JGM 3 - DGM-E04 4.29 11.72 17.53 21.51
EGM96 - DGM-E04 3.81 16.04 14.55 21.99
PGM055 - JGM 3 8.00 19.79 28.50 21.34
PGM055 - DGM-E04 6.69 19.52 23.69 31.42

ERS-2 Orbits
JGM3-EGM96 4.04 13.73 15.01 20.75
JGM 3 - DGM-E04 4.40 10.90 17.29 20.91
EGM96 - DGM-E04 4.03 15.33 14.47 21.46
PGM055 - JGM 3 8.30 17.53 29.19 21.34
PGM055 - DGM-E04 6.99 17.06 23.70 30.03

All values are in centimeters. A 3.5-u editing is imposed on the total
orbit difference to remove bad orbits.

feet of particles or photons exchanging momentum on the (quite
complex) satellite surface, and this requires accurate modeling of
the satellite geometry and surface properties.

5.1. Modeling of the Nonconservative Forces

The satellite geometry ofERS-1 and ERS-2 is modeled by two
macromodels consisting of 10 flat panels. Six panels form the satel­
lite bus and payload module, two panels form the front and aft side
of the SAR, and a further two rotating panels model the front and

Alon (m) : rms •203.4 mox •320. 1

70

aft side of the solar array. At first each of the panels had been
given a size, orientation, and reflective properties, which were rep­
resentative of the their true geometry and the properties of various
subelements defined in a more detailed micromodel, consisting of
48 panels. A major advance was made by adjusting the properties
of the panels of the macromodel, such that each of them might not
be conform the true geometry or collective reflective properties of
that panel but that their overall consistency with the micromodel in
describing the actual forces acting on the whole satellite was op­
timal, judging from Monte Carlo ray-tracing experiments on both
the macromodel and micromodel. Because of the attachment of the
Global OzoneMonitoring Experiment (GOME), the ERS-2 macro­
model differs slightly from the one of ERS-1.

Further deficiencies in the modeling of the nonconservative
forces are absorbed by estimating 6-hourly drag coefficients, which
scale the atmospheric drag forces, and a set of 22-hourly empirical
accelerations with a l-cpr modulation.

5.2. Collinear Tracks

As indicated before, gravity-induced orbit errors are the same
along two collinear passes and cancel when differencing the two al­
timetric sea surface profiles. The remaining nonconservative forces
cause orbit errors around 1 and 2 cpr and are easily separated from
the short-scale sea height differences associated with measurement
and correction errors and sea level variability.

Figure 4 gives an example of a pair of collinear tracks of ERS-1
and ERS-2 with a time interval of only l day. Figure 4a shows
the locations of the measurements. Figure 4b gives the relative sea
surface height profile with respect to the OSU MSS95 mean sea
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Figure 4. A collinear pair of sea surface height profiles of ERS-1 (grey) and ERS-2 (black) with a time interval of
l day. Ascending pass 480, May 13-14, 1995. (a) Location, (b) sea surface height with respect to MSS95, (c) SWH,
and (d) height difference, including five-parameter fit.
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surface model. A running average filter is applied to remove the al­
timeter noise. Figure 4c gives the Significant Wave Height (SWH)
for both collinear tracks derived by the two altimeters. Here, a
running average filter is also applied. Figure 4d shows the resid­
ual difference between the smoothed sea surface profiles. A five­
parameter orbit error model (displayed as the thin solid line) is fit­
ted through the residuals and absorbs constant, 1-cpr and 2-cpr sig­
nals. The deviations from the fit are a result of sea level variability
and errors in the geophysical corrections to the altimeter data and
amount (in this case) to 4.7 cm rms; the orbit error model itself has
an rms of 1.3 cm.

The top part of Table 7 gives the statistics of over 10,000
collinear pairs of ERS-1 and ERS-2 with a I-day time interval.
Obviously, because of the clear separation between orbit error and
short-wavelength errors the rms value of the residual sea height
differences (5.62 cm) is independent of the gravity model used in
the orbit computation. The rms value of the five-parameter fits is
significantly higher for the GFZIPGM055 orbits than for the DUT
(JGM 3, EGM96, and DGM-E04) orbits, which suggests that the
modeling of the nonconservative forces at GFZ is less optimal. Yet,
unexpectedly, also the choice of the gravity model appears to affect
the long-wavelength fits slightly (2.87 cm for DGM-E04 and a few
millimeters more for others). This indicates that a small part of the
gravity-induced orbit error is aliased into the nonconservative force
parameters (drag coefficients and empirical forces). When the
aliasing would be purely geographically correlated or otherwise
invariant from repeat cycle to repeat cycle, we would still not
detect it in the collinear track differences. Elimination of a larger
part of the gravity induced orbit error thus appears to reduce the
aliasing and makes the absorption of nonconservative forces more
efficient. Again, Table 7 demonstrates the superiority of DGM-E04
in this respect over the other gravity models.

When going from the short time interval of l day of dual­
satellite collinears to a sizeable interval of 35 days of single­
satellite collinears, the short-wavelength height differences are
significantly larger (around 10.5 cm rms) because of the decorrela-

Table 7. Orbit Error Differences and Sea Height Residuals Be­
tween Collinear Pairs of ERS-1 and ERS-2

Number of Number Orbit Height
Orbit Collinear of Data Error Residuals

Solution Pairs Points rrns, cm rrns, cm

ERS-I Minus ERS-2 (I-Day Interval)
PGM055 10,103 14,699,314 3.69 5.62
JGM 3 10,193 14,826,690 3.09 5.62
EGM96 10,214 14,844,032 3.03 5.62

DGM-E04 10,220 14,861,823 2.87 5.62

ERS-1 Minus ERS-1 (35-Day Interval)
PGM055 10,509 15,186,450 5.39 10.44
JGM 3 10,516 15,186,699 5.12 10.44
EGM96 10,537 15,211,211 5.11 10.44

DGM-E04 10,564 15,237,874 5.00 10.44

ERS-2 Minus ERS-2 (35-Day Interval)
PGM055 8,586 12,156,457 5.92 10.55
JGM 3 8,825 12,485,460 5.31 10.56
EGM96 8,832 12,487,222 5.26 10.57
DGM-E04 8,862 12,522,016 5.11 10.57

Radial orbit error differences are based on a five-parameter fit of the sea
surface height differences: height residuals are indicative of measurement
and correction errors and sea surface variability. Pairs are edited out when
the orbit difference exceeds 3.5 times the nominal.

tion of correction errors (mainly wet tropospheric correction) and
increasing sea level variability.

But, also, the orbit errors tend to be highly correlated over a
I-day time lag because ERS-2 then still senses about the same at­
mospheric conditions as ERS-1 I day before. This could be used to
an advantage by coupling the nonconservative force parameters be­
tween the two satellites during the orbit determination. For 35-day
time intervals the rms value of the five-parameter fit thus increases
to about 5.0 cm (for DGM-E04, Table 7). Assuming full decorrela­
tion, this indicates that the radial orbit error due to nonconservative
forces is .j2 times smaller, 3.5 cm.

6. Error Budget

Table 8 summarizes the results obtained in the previous sections
and lists the three components of the radial orbit error (geographi­
cally anticorrelated, fully correlated, and nonconservative) for each
of the orbit solutions discussed in this paper. Table 8 also gives the
contributions of the orbit error to XDs with a short time interval
(typically up to 1 day) and a long time interval (typically 2 weeks
or more). Note that the fully correlated part does not contribute to
the XDs, that the anticorrelated part adds to the XDs at double effi­
ciency, and that the nonconservative part has a certain decorrelation
time.

After adding contributions for errors in the various altimeter
geophysical corrections and sea level variability we obtain an over­
all budget for the rms XDs, ranging from the short to Jong time
intervals. Plate 7 confirms these results and shows a dramatic re­
duction of the XDs from the PGM055 orbits to DGM-E04 orbits.
The latter even coincides with the level of TOPEX, which is shown
for reference and indicates that at this point the altimeter correc­
tion errors and sea surface variability have a significantly larger
contribution to the rms XDs than the orbits. In conclusion, for the
ERS Tandem Mission the radial rms accuracy of the GFZ PGM055
orbits is 7.7 cm; the DUT third-generation precise orbits have a ra­
dial rms accuracy of 6.8 cm (JGM 3), 6.0 cm (EGM96), and 5.0 cm
(DGM-E04).

7. Conclusions and Outreach

We have demonstrated the limitations of currently available
gravity models for the computation of ERS orbits. Focusing on the
local average (time invariant part) of XDs reveals structures that
can be Jinked to errors in various gravity field coefficients, espe­
cially those that can be associated with orbit errors of frequencies
close to 1 cpr. The PGM055 gravity model appears to be an un­
fortunate choice for the generation of the orbits on the OPR. This
model causes geographically anticorrelated orbit errors much larger
even than the older JGM 3 model.

The time invariant part of the XDs forms the basis for the de­
velopment of an ERS-tailored gravity model DGM-E04 within
the error margins of JGM 3. This technique has demonstrated its
strength: XDs reduce exactly as predicted by the adjustments in
the gravity coefficients. Also, the acquired gravity model performs
significantly better in terms of SLR tracking residuals, improves
orbit determination for SPOT-2, and is competitive with JGM 3 for
TOPEX orbit determination. Crossing ERS and TOPEX altime­
try demonstrates a reduction of the geographically fully correlated
radial orbit error on top of the forced reduction of the anticorre­
lated part. Remarkably, the nonconservative force modeling errors
also appear to have diminished in the DGM-E04 orbits compared
to their JGM 3 counterpart. The stepwise improvement of the orbit
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Table 8. Contribution of Orbit Errors, Altimeter Corrections, and Sea Surface Variability to the Error Budget of Altimetric Sea Surface
Heights and Crossovers

Height Budget (Crossover Budget)

Source GF71PGM055 JGM3 EGM96 DGM-E04 TOPEX/JGM 3

Radial Orbit Errors
Geographically anticorrelated" 3.9 (7.8-7 .8) 3.1 (6.2-6.2) 2.7 (5.4-5.4) 1.5 (3.1-3.1) 1.0 (2.0-2.0)
Geographically fully correlated! 5.4 (0.0-0.0) 4.9 (0.0-0.0) 4.0 (0.0-0.0) 3.3 (0.0-0.0) 1.0 (0.0-0.0)
Nongravitationall 3.8 (3.7-5.4) 3.6 (3.1-5.1) 3.6 (3.0-5.1) 3.5 (2.9-5.0) 2.0 (1.5-2.8)
Total 7.7 (8.6-9.5) 6.8 (6.9-8.0) 6.0 (6.2-7.4) 5.0 (4.2-5.3) 2.4 (2.5-3.4)

Mesoscale Features(Common to All)
Dry tropospheric correction 1.0 (1.0-1.4)
Wet tropospheric correction 1.4 (1.0-2.0)
Ionospheric correction 1.0 (1.0-1.4)
Ocean tides 3.0 (4.2-4.2)
Solid Earth tides 0.5 (0.7-D.7)
Sea state bias 1.0 (1.0-1.4)
Instrument errors 1.0(1.0-1.4)
Sea surface variability 4.0 (2.0-5.6)
Total 5.6 (5.2-7.8)

TotalErrorBudget
Total 9.5 (10.1-12.3) 8.8 (8.6-11.2) 8.2 (8.1-10.8) 7.5 (6.7-9.4) 6.1 (5.8-8.5)

The ranges within brackets relate to crossovers with a short time interval (I day) to a long time interval (weeks). Values (in centimeters) are given for
various ERS orbit solutions, and TOPEX results are given for reference. Valuesfor TOPEX are fromMarshall et al. [1995].

"On the basis of Plate 4.
tOn the basis of Plate 6.
tOn the basis of Table 7.

determination for ERS seems now to have culminated in a radial
rms accuracy of 5.0 cm for the DGM-E04 orbits.

7.1. Room for Improvement

When studying ERSffOPEX dual-satellite XO differences, the
geographically fully correlated orbit error appears to be larger than
the anticorrelated. It is not yet certain that the observed differences
are fully accountable to gravity model errors. When this is clarified,
this data type can easily be included in the gravity model tailoring

Satellite Orbit

ERS-1/2 GFZ/PGM055

ERS-1/2 DUT/EGM96
ERS-1/2 DUT/DGM-E04
TOPEX NASAIJGM 3

time diffnnce (days)

Plate 7. The rms and mean XD (ascending-descending) as a
function of time interval. Data beyond 66° latitude and in high­
variability areas are excluded. A 3.5-u editing is applied.

process. Likewise, we can add SLR and finally PRARE data as
well and use an averaging process similar to what is shown in sec­
tion 4.2 to isolate the gravity-induced part of the residuals. This
paves the way to include also the zonal gravity coefficients in the
tuning process. With the long-term operation of ERS-1 and ERS-2,
sufficient data will be available for a further gravity model tuning
to these satellites, which is then equally suitable for their successor:
EnviSat.

By far the largest contributor to the orbit error, however, is the
time variant part. This suggests that there is margin for improve­
ment of the surface forces (drag and solar radiation). The time vari­
ant part, however, also comprises the gravitational effect of solid
Earth and ocean tides, which so far have not been considered. Yet
this does not affect our results, since all time variant orbit errors are
simply mingled into the one that we labeled "nonconservative" or
''nongravitational."

7.2. Remaining Considerations

A widely distributed legend argues that when orbit computations
use the same gravity field for all altimeter satellites, there is no
mismatch between the gravity-induced orbit errors and hence they
cancel when differencing the different data sets. This is, however,
not true. Because of their distinct inclination, repeat cycle, altitude,
and choice for orbital arc length, gravity model errors impact dif­
ferently on the computed orbital altitude. The best choice of gravity
model is the one that introduces the least errors for each particular
mission. Tailored models which are tuned to a particular satellite
mission are therefore the best candidates for adoption in the POD,
as long as these act within the error margins of a general-purpose
model.

This is irrevocably demonstrated when differencing ERS and
TOPEX altimetry in Plate 6 of section 4.4. Nearly the worst of
all performance is given by using the same gravity model (JGM 3)
for both satellites. The best match is obtained using DGM-E04
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for ERS and JGM 3 for TOPEX. In fact, JGM 3 is very much op­
timized for TOPEX, which is also reflected in the error variance­
covariance matrix of JGM 3. The tailoring to ERS thus mainly
concerns the weakly determined (lumped) coefficients that are best
observed in ERS XDs. Consequently, for TOPEX orbit determina­
tion, DGM-E04 and JGM 3 are very similar, as was also demon­
strated in section 3.4.
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Global marine gravity field from the ERS-1 and Geosat
geodetic mission altimetry
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Kort- og Matrikelstyrelsen, Copenhagen,Denmark

Abstract. Satellite altimetry from the Geosat and the ERS-1 Geodetic Missions provide
altimeter data with very dense spatial coverage. Therefore the gravity field may be recovered
in great detail. As neighboring ground tracks are very closely distributed, cross-track
variations in the sea surface heights are extremely sensitive to sea surface variability. To
avoid errors in the gravity field caused by such effects, sea surface variability needs to be
carefully eliminated from the observations. Initially, a careful removal of gross errors and
outliers was performed, and the tracks were fitted individually to a geoid model and
crossover adjusted using bias and tilt. Subsequently, sea surface heights were gridded using
local collocation in which residual ocean variability was considered. The conversion of the
heights into gravity anomalies was carried out using the fast Fourier transform (FFf). In this
process, filtering was done in the spectral domain to avoid the so-called "orange skin"
characteristics. Comparison with marine gravity was finally carried out in three different
regions of the Earth to evaluate the accuracy of the global marine gravity field from ERS-1
and Geosat.

1. Introduction
Satellite altimetry from the geodetic missions of the Geosat

and the ERS-1 provides the opportunity for geodesists to make
very detailed mappings of the marine gravity field. The newly
released Geosat geodetic mission altimetry contains data from
the first 18 months of the Geosat satellite mission (1985-1986)
covering marine regions at latitudes between -72° and 72 °. The
satellite was operated in a nonrepeating orbit yielding a very
dense, though not completely homogeneous coverage of
observations. ERS-1 completed its 336-day geodetic mission in
March 1995. Altimetry from this mission covers all oceans
between -82 ° and 82 ° latitude and provides a very dense and
homogeneous coverage. At the equator the spacing between the
ERS-1 satellite's ground tracks is constantly 8.3 km.

Mapping of the Earth gravity fields from different data
sources has previously been presented by, e.g., Haxby [1987],
Balmino et al. [1987], Sandwell [1992], Sandwell and Smith
[1997], Knudsen [1991], Knudsen et al. [1992], Tscherning et
al. [1993], and Andersen eta!. [1995]. In this study the method
used by Andersen and Knudsen [1995, 1996] is used with
special emphasis on the latest improvement in data availability
and in the determination of the global marine gravity field.

2. Data Editing and Initial Data Processing
The altimeter data from both geodetic missions are obtained

as the usual 1 s mean values with an along-track spacing of
about 7 km. To enhance the quality of the altimetry, both data
sources applied the newest set of orbits similar for the two
geodetic missions. Here Geosat applied the new recomputed
orbits based on the JGM-3 gravity model, [Tapley et al., 1996]
and ERS-1 applied the JGM-3 orbits provided by the Delft
Institute of Technology. The observations were corrected for

Copyright 1998 by the American Geophysical Union.
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atmospheric path delay using values provided in the ERS-1
Ocean Product Records (OPR) and in the Geophysical Data
Records (GDR) for Geosat for wet and dry tropospheric path
delay and ionospheric path delay. Similarly, the provided
correction for Earth tides was applied. Finally, the ocean and
load tide contributions were updated using the global Andersen­
Grenoble (AG95.1) ocean tide model [Andersen et al., 1995].
The AG95.l model was recently investigated by Shum et al.
[1997]. It was chosen as it has been carefully tapered onto the
Finite Element Solution (FES94.l) ocean tide model [Le
Provost et al., 1994] around the 66 ° parallels to avoid
discrepancies at this latitude. Such discrepancies can be found
in many recent global ocean tide models based on
TOPEXIPOSEIDON altimetry (e.g., the Center of Space
Research (CSR3.0) model [Shum et al., 1997]).

Initially, data were removed if any of the applied range
corrections were absent except the ocean tide correction.
Subsequently, sea surface height observations differing by
more, than 10 m from the joint National Aeronautics and Space
Administration (NASA) Goddard Space Flight Center (GSFC)
and National Imagery and Mapping Agency (NIMA) Earth
Gravity Model (EGM96) geoid model complete to degree and
order 360 [Lemoine et al., 1997] were removed. Finally, data
were removed if the standard deviation of the height
observations exceeded 0.3 m. This resulted in about 30 million
altimeter data from the Geosat and about 20 million altimeter
data from the ERS-1 geodetic missions.

From this point on all subsequent processing and derivation
of the gravity field was carried out in small cells of the size of
2° latitude by 10° longitude. Globally, this mosaic has 80 times
36 cells (latitude by longitude) equivalent to 2880 cells.
However, observations were extracted in cells extended by a
border zone of 0.5 ° latitude by 1° longitude to a size of 3°
latitude by 12° longitude. The selection of such small subareas
was essential to the modeling of orbit errors and sea surface
variability. A choice of larger cells caused problems in the
removal of these signals, while smaller cells may corrupt parts
of the regional geoid signal.
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Initially, the number of tracks was limited at high latitude
where the track distance becomes extremely narrow. Here, the
number of tracks can be limited without much loss of
information. Therefore only the altimeter data along the 800
longest tracks were selected.

To reduce the effects of residual orbit errors and sea surface
variability, the tracks were then fitted individually to the joint
NASA GSFC and DMA geoid model EGM96 by estimating
bias and tilt terms to each track, thus removing all signals with
a wavelength longer than about 3 °-4 °. Subsequently, a
crossover adjustment of the tracks was carried out, also using
bias and tilt terms [e.g., Knudsen and Brovelli, 1993]. To avoid
problems with rank deficiency, a minimum variance criterion
was applied.

Hereafter, each height observation was compared with an
estimated height to detect outliers and gross errors. As in work
by Tscherning [1990], the estimate was obtained using least
squares collocation. That is,

hp= c~(c+n)-1.b.,

where C and Dare signal and error covariance matrices, Cp is a
vector of the covariances between the estimate and the
observations, and fl. contains the 20 nearest observations (5 in
each quadrant around the estimation location). The observation
itself entered the estimation with its standard deviation
increased to 1 m. As a covariance function, a second-order
Markov covariance function is used like

c(r) = Co(l + .!:.)e<-rla.)a ,

where r is the lag and C0 is the signal variance. The parameter
a was fixed so that the correlation length (where a 50%
correlation is obtained) was 30 km to ensure a relatively smooth
interpolation.

Then a screening for gross errors, e.g., observations affected
by sea ice, was carried out. This was done by removing
observations with a discrepancy between the observed and the
estimated height larger than 1 m.

Finally, the fitting to the geoid model EGM96 and the
crossover minimization were repeated, this time using the
original data edited for outliers and gross errors that might have
affected the initial adjustment. Signals of wavelengths longer
than 3°-4 ° are removed through this process. Consequently,
most of the permanent parts of the sea surface topography have
been reduced.

3. Mapping of the Gravity Field
The estimation procedure for the marine gravity field was

chosen to derive a global map of the gravity field within a
reasonable computational effort. Because of the very large
amount of observations, rigorous methods such as least squares
collocation is not feasible. Hence a less rigorous but very
efficient approximation method based on the fast Fourier
transform (FFT) was chosen, though it requires that the data are
distributed in a regular grid. The result may be sensitive to
cross-track gradients caused by sea surface variability arising as
the distance between parallel tracks becomes very small in the
geodetic mission altimetry. Such effects may be reduced by
using altimetric slopes or second-order derivatives [e.g., Hwang
and Parsons, 1995; Rummel and Haagmans, 1990]. However,
it was decided to stay with the heights as the observations and
elaborate existing software in the GRAVSOFT package
[Tscherning et al., 1992] for gridding and FFT manipulations.

Then the edited and adjusted altimeter data within each
extended cell used for processing (3° latitude by 12° longitude)
were interpolated onto a regular grid using the collocation
technique described. To filter out remaining sea surface
variability that may cause erroneous cross-track gradients
between parallel tracks, an additional covariance function for
this error was introduced. This error covariance function was
applied to observations on the same track only, assuming the
error to be temporally uncorrelated. Hence, for observations on
the same track, a covariance function like

c(r) = C0(1 + ~)e(-rla.) + D0(1 + i)e<-rlPl, (3)

(1)

was used. The parameters D0 and ~ were empirically
determined to a variance of (0.1 m)2 and a correlation length of
100 km, respectively. For observations on different tracks, D0

was set to zero yielding an expression similar to (2). In both
cases, C0 was fixed at (0.2 m)2, and the parameter a was fixed
so that the correlation length was 15 km.

To enhance the filtering of the sea surface variability the
estimation was carried out relative to a local weighted average
of the nearest 100 observations. A weight function 1/(r2+r02)
with r0 = 0.1 ° was applied so the local weighted average is a
smooth representation of the surface heights that is less affected
by the sea surface variability. In the collocation estimation the
48 nearest observations are used to secure redundant geoid
information at crossing tracks. The result of the gridding is a
1/16° by 1/16° grid, having a size of 4° latitude by 16°
longitude. Compared with the area used to select data, this grid
was extended by a border zone of 1° latitude by 3° longitude to
avoid spectral leakage in the following steps. This grid of sea
surface heights will be treated as geoid undulations through the
following steps.

The gravity anomalies, Llg, was derived from the geoid
undulations, N, using FFT techniques [Schwarz et al., 1990]. In
the frequency domain (u,v), that is,

(2)

Llg(u,v) "' w yN(u,v) F(w) , (4)

where uT=u2+v2 and y is the normal gravity. Such a
transformation from geoid undulations into free air gravity
anomalies is a differentiation that enhances the high
frequencies. Consequently, it is sensitive to noise. Therefore a
Wiener filtering function, F( co), was introduced in (4). This
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Figure 1. Location of test area south of Greenland in the North
Atlantic Ocean.



on=0·;;:;
VJ

'§
.~
t)
"O
0

~I 11 :r ,,,'.,:%: "~,Y" ~-;':/,_'/ " ..-~+" •....•. \ \' s Q)
! ~ " -, - OJ)

•....•
I~ ~ [I'.)

~~
~~'l'F?'"ifiHllBIMIWi! mt ?Bi&i ~ Q)

£
~ff~"f'PMFJ! ~a"' mt" T ~ "Oc

oil
(;;
VJ
0•. •. Q)

"1 "1 0

~ ~ ~
E

~ ~ 0..:::•. "O
~ ~ v

<+::

~ ~ Q·;;:
oil

~ ~
....
OJ)
Q)•. =... ·;:::"! oil

* * E
"! .., ~

.0
0
6
••••
cl;.•..~6:

ANDERSEN AND KNUDSEN: GLOBAL MARINE GRAVITY FIELD

n-
~

~
!

- ~
t...• ~

8131



8132 ANDERSEN AND KNUDSEN: GLOBAL MARINE GRAVITY HELD

60

59

58
-50 -48 -46 -44 -42

-3.0

-40 -50 -48 46 -44 -42 -40

3.0

Figure 2. Comparison of different gravity field solutions in the test area shown in Figure l. All units are mGal.
2(a) The "final" derived gravity residuals from ERS-1 and Geosat with respect to the Earth Gravity Model
(EGM96) [Lemoine et al., 1997]. The greyscale should be multiplied by a factor of 10 to range between -30 and
30 mGal for this picture. 2(b) Gravity difference between the final gravity field in Figure 2a and a gravity field
estimated without along-track sea level variability modeling. 2(c) Gravity difference between the final gravity
field in Figure 2a and a gravity field estimated with a filtering at 8 km. 2(d) Gravity difference between the final
gravity field in Figure 2a and a gravity field estimated with a filtering at 20 km. 2(e) Gravity difference between
the final gravity field in Figure 2a and a gravity field estimated using data from the Geosat Geodetic Mission
(GM) data only. 2(f) Gravity difference between the final gravity field in Figure 2a and a gravity field estimated
using data from the ERS-1 GM only.

filter function is equivalent to a collocation filter that assumes
Kaulas rule to be valid and that assumes uncorrelated noise
[details by Forsberg and Solheim, 1988). That is,

4
WeF(w) (5)

In this case the "cutoff" frequency, w,, where the filter is 0.5,
was empirically determined to a wavelength of 12 km, which
roughly corresponds to about 10 cycles per degree or harmonic
degree 3600.

Before the Fourier transform of the geoid grid was computed,
a cosine taper was applied in the outer 0.5 ° parts of the grid.
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Table 1. Statistics of Different Gravity Field Solutions in a Test Area South of Greenland

Mean Standard Minimum Maximum
Deviation

Final residual gravity to EGM96 from ERS-1 and Geosat; the -0.80 8.91 -41.44 36.34
final residual gravity field is shown in Figure 2a

Gravity difference between solutions computed with and 0.01 1.05 -9.30 9.83
without along-track sea level variability modeling; the gravity
differences are shown in Figure 2b

Gravity at wavelength between 8 and 12km as shown in 0.00 3.63 -19.40 18.79
Figure 2c

Gravity at wavelength between 12 and 20 km as shown in 0.01 2.04 -10.80 12.23
Figure 2d

Gravity difference between final gravity field and gravity field -0.00 1.69 -10.51 14.21
computed using Geosat geodetic mission (GM) data only; the
gravity differences are shown in Figure 2e

Gravity difference between final gravity field and gravity field -0.09 2.03 -9.86 11.52
computed using ERS-1 GM data only; the gravity differences
are shown in Figure 2f

The location of the test area is shown in Figure 1. All units are mGal.

This was done to avoid spectral leakage caused by wavelengths
that are not periodic within the area. Subsequently, the
contribution of the EGM96 gravity field was restored to obtain
the free air gravity anomalies, and the gravity field was isolated
within the small 2° by 10° cell. Finally, all cells were collected
to give the global gravity field.

4. Results
The procedure described above is well known, but in this

analysis the various parameters have been fine-tuned to obtain
an optimal product from a combination of Geosat and ERS-1
geodetic mission altimeter data in most of the world's oceans.
The tuning of the parameters was based on empirical criteria
with the scope of recovering as much detail and as much
reliable gravity field information as possible. To demonstrate
important phases in the derivation of the gravity field process,
a 2° by I0° cell south of Greenland was selected. The location
of this test site can be seen in Figure I.

Figure 2 shows the result of the different steps in the fine­
tuning of parameters used for the derivation of the gravity field.

Figure 2a shows the gravity field from ERS-1 and Geosat. The
gravity anomalies are shown with respect to the EGM96 as it
comes out when the fine tuned procedure is used. This field will
in the following be called the final gravity field.

Figure 2b illustrates the importance of considering the
residual sea surface variability in the gridding process. It shows
the difference between a solution obtained without the error
covariance function in (3) and the final gravity field in Figure
2a. The statistics of the difference are shown in Table I. Even
though, the standard deviation of the difference is only around
I mGal. Figure 2b clearly shows anomalies with a clear track
pattern. This so-called "trackiness" affects the gravity field
recovery if the residual sea surface variability was ignored in
the gridding process.

The role of the filter, F( UJ) in (5), is sketched in Figures 2c
and 2d. Figure 2c shows which parts of the solution filtered out
when the cutoff is changed from a wavelength of 8 to 12 km.
The differences look noisy with no coherency with the
structures shown in Figure 2a. If the cutoff is changed from a
wavelength of 12 to 20 km, then the pattern changes. Figure 2d

Table 2. Comparison With 23,663 Selected BGI Gravity Observations in the North Atlantic Ocean

Solution Altimetry Mean Standard
Difference Deviation

Andersen and Knudsen [this issue], computed with respect ERS-1 -4.4 6.2
to the EGM96 geoid model Geosat -4.4 6.1

ERS-1 and Geosat -4.4 5.8

Sandwell and Smith [1997] ERS-1 and Geosat -4.4 7.6

Andersen and Knudsen [this issue], computed with respect ERS-1 and Geosat -4.6 5.6
to the OSU91A geoid model

Data are from BG/ [1996]. Locations can be seen in Figure 3. All units are mGal.
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Figure 3. Location of 23,663 selected gravity observations in the North Atlantic Ocean from BG! [1996].

shows gravity differences that are clearly coherent with the
gravity structures shown in Figure 2a. The standard deviations
of the two sets of gravity differences are 3.6 and 2.0 mGal,
respectively. Therefore valuable gravity field information has
been removed. Wavelengths shorter than 12 km appear to be
dominated by noise and cause the so-called "orange skin effect"
in altimeter-derived gravity fields.

Figures 2e and 2f deal with the importance of using a
combination of ERS-1 and Geosat geodetic mission altimetry
rather than just ERS-1 or Geosat altimetry. In Figure 2e the
difference between the solution in Figure 2a from ERS-1 and
Geosat altimetry and a solution from Geosat altimetry alone is

-30
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-65
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-10 0 10 20 30 40 50

Figure 4. Location of 3642 gravity observations close to
Antarctica. The data have been measured by Bundesanstaldt fi.ir
Geowissenshaften und Rohstoffe (BGR).

shown. Figure 2f shows the similar difference with a solution
from ERS-1 only. In both figures a track pattern related to
Geosat tracks (Figure 2e) and ERS-1 tracks (Figure 2f) can be
observed. Table I shows that the standard deviation of the
differences are 1.7 and 2.0 mGal for Geosat and ERS-1 data,
respectively. The standard deviation is highest for the ERS-1
alone differences as more Geosat data entered the gravity field
determination. However, in both comparisons (Figures 2e and
2f), the combined use of both ERS-1 and Geosat improves the
crossover analysis and thus reduces the trackiness.

The global recovery of the marine gravity is shown in Plate
1. This marine gravity field covers most ocean regions of the
world. However, a few regions at extreme latitudes exist where
no data were available. These are shown with grey in Plate 1. In
most regions of the world, this gravity field method works very
well. However, some marine regions exist where the method
does not work as well. Problems as "trackiness" may be
expected in regions with a large ocean variability and in shallow
water regions where the ocean tide models may not be
sufficiently accurate.

5. Comparison With Marine Gravity
Comparisons with marine free air observations were made in

three different regions of the world. These regions were chosen
as they have very different oceanographic and gravity signals.
One region is in the middle of the Atlantic Ocean toward the
Azores, which has very large oceanographic variability. The
second is close to the coast of Antarctica in a partly ice-covered
region. The third and final region is in the eastern
Mediterranean Sea, which has a very large gravity signal.

The first comparison was made with a selection of gravity
measurements from the Bureau Gravimetrique International
(BGI) database. In the region bounded by 10° and 50°N and
60° and I0°W, 23,663 marine gravity observations were
selected from BG/ [1996]. Only validated data after 1989 were
selected. The selected marine gravity anomalies ranges from -
100 mGal to 123 mGal. The result of this comparison is
presented in Table 2 with the locations of the observation shown
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Solution

Table 3. Comparison With 3642 Gravity Observations in the Antarctic Region

Altimetry Mean Standard
Difference Deviation

0.8 4.8
0.8 4.1
0.8 3.8

2.3 3.8

0.2 4.0

Andersen and Knudsen [this issue], computed with respect
to the EGM96 gcoid model

Sandwell and Smith [1997]

Andersen and Knudsen [this issue], computed with respect
to the OSU9JA geoid model

ERS-1
Geosat

ERS-1 and Geosat

ERS-1 and Geosat

The locations arc shown in Figure 4. All units are mGal.

ERS-1 and Geosat

in Figure 3. An additional comparison with a previous global
gravity field by Andersen and Knudsen [1995] derived with
respect to the OSU91A geopotential model [Rapp et al., 1991]
has been added.

The similar comparison was done with the global gravity
field by Sandwell and Smith, [1997]. This gravity field is one of
their most recent gravity fields (version 7.2), and it will
hereinafter be referred to as the Sandwell and Smith gravity
field. This gravity field ts derived from Geosat and ERS-1
geodetic mission altimetry using slopes. The distributed gravity
field has a 1/30° longitude spacing and a variable latitude
spacing. This was subsequently interpolated onto a 1/16° by
1/16°grid using collocation.

The standard deviations for these five global gravity field
solutions range between 5.6 and 7.6 mGal as shown in Table 2.
The gravity field from ERS-1 and Geosat derived with respect
to the OSU91A geopotential model has the lowest standard
deviation of 5.6 mGal, and the Sandwell and Smith gravity field
have the highest standard deviation of 7.6 mGal. All satellite­
derived models agree on a systematic mean difference (ship
gravity anomalies minus altimetry derived anomalies) of 4.5
mGal. However, deciding the cause of these systematic errors

is difficult, as no information was available on the processing of
the BGI marine gravity data.

The second region of comparison was selected close to
Antarctica in a partly ice-covered region between 60° -70°S and
0°-40°E. In this comparison, 3642 observations made by the
ship Polar Stern in 1990, were provided to us by the
Bundesanstaldt fur Geowissenschaften und Rohstoffe (BGR) in
Germany. Comparison with the similar data set has previously
been reported by Kim [1996], Trimmer and Manning [1996],
and Rapp and Yi [1997]. The observed marine gravity
observations range from -70 to 85 mGal in this region. The
location of the observations is shown in Figure 4 and the
comparison is reported in Table 3. The global gravity field from
ERS-1 and Geosat has the same standard deviation with the
marine data set as the Sandwell and Smith global gravity field,
namely 3.8 mGal. However, the Sandwell and Smith [1997]
gravity field has a mean difference of 2.2 mGal. Similar
comparisons with different subsets of the same data set were
carried out by Rapp and Yi [1997].

The final comparison with marine gravity data was done with
a set of 4151 gravity observations in the eastern Mediterranean
Sea by Morelli et al. [1975]. The location of the stations is

Figure 5. Location of 4151 marine gravity observations in the eastern Mediterranean Sea from Morelli et
al.[1975].
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Solution

Table 4. Comparison With 4151 Gravity Observations in the Eastern Mediterranean Sea

Altimetry Mean Standard
Difference Deviation

-1.5 10.2
-1.3 10.3
-I. I 9.7

-6.6 18.9

-s.i 9.9

Andersen and Knudsen [this issue], computed with
respect to the EGM96 geoid model

Sandwell and Smith [1997)

Andersen and Knudsen [this issue], computed with
respect to the OSU91A geoid model

ERS-1
Geosat

ERS-1 and Geosat

ERS-1 and Geosat

Locations can be found in Figure 5. All units are mGal.

ERS-1 and Geosat

shown in Figure 5 and the comparison is tabulated in Table 4.
This region has a very large gravity signal and the marine
observations range from -218 to 116 mGal. Therefore it is
expected that the comparison will have a larger standard
deviation in this region. The standard deviations with this data
set are generally around IOmGal with the Sandwell and Smith
[1997] data set having a very large standard deviation of 18.9
mGal. Similarly, the Sandwell and Smith gravity field has a
systematic mean difference of 6.6 mGal. In the previous
comparison, close to Antarctica, a systematic difference with
marine gravity was also found. The cause of this has not been
investigated, but the estimation of the medium to long
wavelength parts of the gravity field may suffer when using
slopes as done by Sandwell and Smith. Comparisons of the
Andersen and Knudsen, and Sandwell and Smith gravity fields
with marine gravity in the whole of the Mediterranean Sea by
Behrend et al. [1996] shows similar result.

6. Discussion
The method used by Andersen and Knudsen [1995, 1996]

has been fine-tuned to obtain an optimal gravity field from a
combination of Geosat and ERS-1 geodetic mission altimeter
data. This technique has been used in the global recovery of the
marine gravity shown in Plate 1. The comparison with three
different sets of marine gravity showed very promising results.
However, some marine regions may exist where the method
does not work as well. Problems with trackiness may be
expected in regions with a large ocean variability and in shallow
water regions where the ocean tide models may not be
sufficiently accurate.

Much effort was focused on the removal of trackiness which
primarily is caused by sea level variability. Usually, this
oceanographic variability shows up as smooth signatures along
a ground track and causes no problems before it is combined
with the variability along other tracks. A method was derived to
model this error by introducing an additional covariance
function for this error in the interpolation of the data. Such
signals may be filtered out more easily if sea surface slopes are
used as observations instead of sea surface heights. However,
the estimation of the medium to long wavelength parts of the
gravity field may suffer when using slopes.
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Improved techniques for the derivation of sea surface
temperatures from ATSR data

Ian J. Barton
Divisionof Atmospheric Research, CommonwealthScientificand Industrial Research Organisation
(CSIRO), Aspendale, Victoria, Australia

Abstract. A new technique is developed for the analysis of satellite data to provide
accurate measurements of seasurface temperature (SST). Satellite data sets are
partitioned into subsets depending on the value of a selected parameter (for example,
latitude, total water vapor, and water vapor content of an atmospheric layer) to
provide a suite of algorithm coefficients that reduces the errors associated with the
derivation of SST. For data sets obtained with the along-track scanning radiometer
(ATSR) the data themselves can be used to modify the coefficients used in the
SST algorithm, but for other instruments it may be necessary to use additional
data sets to select a correct set of algorithm coefficients. A simulated set of ATSR
data is used to develop algorithm coefficients for different atmospheric conditions,
and the improvement in SST derivation is demonstrated. For ATSR, when all the
data for three infrared channels in both the nadir and forward views are available,
the improvement is marginal, but for situations when there are limited data the
improvement is considerable. The analysis suggests that in the future the best SST
analyses will be obtained by developing an interactive system, where the satellite
data are ingested into a numerical weather forecast model so that algorithms can be
selected and applied with a forecast or analysis of the atmospheric state. The new
techniques are tested by application to a large global data set of ATSR brightness
temperatures. This analysis highlights the future need for large SST validation data
sets that include coincident satellite and surface-based measurements.

1. Introduction

Over the last few years there has been a change of
emphasis in the science of deriving sea surface temper­
ature (SST) using infrared satellite data. In the past the
derivation of algorithm coefficients has concentrated on
the removal of atmospheric effects caused by the absorp­
tion of the surface-emitted infrared radiation by water
vapor and other constituents. This has provided a large
number of SST algorithms, some of which are claimed
to be applicable globally, while others are for specific
geographic locations and seasons. In a recent review,
Barton (1995] compared many of these algorithms and
found that they were all basically similar and that all of
them performed reasonably well in average conditions.
Most of these algorithms are applicable to data from the
advanced very high resolution radiometers (AVHRRs)
on the operational meteorological satellites, mainly be­
cause the data are freely available and techniques for
data calibration and instrument performance are eas­
ily applied. The latest operational AVHRR algorithms
now include a dependence on either total water vapor
content or a surrogate of that parameter. The accuracy
of the SST derived using these algorithms is now reach-

Copyright 1998by the AmericanGeophysicalUnion.
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ing the theoretical limit (given the noise temperature
on each channel used, the accuracy of the onboard cali­
bration, the 10-bit data digitization, and normal atmo­
spheric variability) of 0.6-0.8 K [May, 1993]. However,
there are still situations where the errors in SST from
AVHRR data are unacceptably large (> 1.0 K).
With the advent of data from the along-track scan­

ning radiometer (ATSR), which have reduced noise tem­
peratures on the infrared data, 12-bit data digitization,
and improved onboard absolute calibration, the theo­
retical limit to SST derivation has been reduced to <
0.2 K [Zdvody et al., 1995]. With this new accuracy the
derivation and validation of SST values is now focused
on other areas rather than on simple atmospheric cor­
rection. For instance, it is now important to consider
the variation in the sea surface emissivity with view an­
gle and wind speed, the difference between the bulk SST
and the thin radiative skin layer at the surface, and the
detailed vertical structure of the atmospheric tempera­
ture and water vapor. This paper deals with the last of
these three phenomena and develops a new technique
for deriving SST algorithms that takes some account
of the water vapor and temperature distribution in the
atmosphere.

2. Hypothesis

The derivation of SST from infrared satellite data in­
volves the application of the satellite measurements to

8139
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remove the effect of atmospheric absorption using an
inversion procedure. In the simplest case the difference
between two brightness temperatures at two different
wavelengths can be used as a measure of the effect of
atmospheric absorption, and a linear algorithm provides
the derived SST value. The coefficients of the SST al­
gorithm can be derived in several ways. A theoretical
derivation involves the use of a radiative transmission
model to derive theoretical satellite-measured radiances
that are converted to brightness temperatures, and then
a regression procedure is used to derive the algorithm
coefficients [e.g., Zavody et al., 1995]. Algorithm co­
efficients can also be derived from a data set of coin­
cident satellite and surface-based measurements [e.g.,
McClain, 1984]. A third method involves the use of
theoretical models to derive the form of the algorithm
with an initial set of coefficients, and then a set of satel­
lite and surface measurements is used to fine-tune the
coefficients to give the best agreement between the de­
rived SST and the surface measurements [e.g., Walton,
1988].
The application of these inversion procedures to de­

rive SST from satellite data implies the use of a first
guess to the state of the atmosphere between the satel­
lite and the Earth's surface. The theory behind this
concept is discussed further by Rodgers [1976]and Eyre
[1987]. For each algorithm the first guess is related to
the average vertical structure of the water vapor and
other constituents in the atmospheres from which the
coefficients are derived, whether it be the profiles used
in a radiative transfer model or those associated with
an ensemble of coincident satellite and ground-based
data. In any situation, if the atmospheric structure
matches the first guess, then a perfect retrieval will be
made using the derived algorithm. It is also possible
to derive a correct SST value, even if the first guess is
not matched by the atmospheric structure. However,
in many cases, if the structure is significantly differ­
ent to the first guess, then an error in the derived SST
will occur. The hypothesis investigated in this paper is
that if some information on the vertical structure of the
atmosphere (water vapor and temperature) can be in­
corporated into the analysis, then more accurate global
fields of SST can be derived from satellite data.

Over the past decade, much effort has been invested
into the development of SST algorithms for deriving
SST from AVHRR and ATSR data. Barton [1995] has
reviewed the status of these algorithms and finds that
there has been little improvement in the accuracy of
the derived SST. This is because the most recent al­
gorithms do not address the remaining source of error
in the SST, i.e., the situations where the atmospheric
structure departs from that implied by the algorithms'
first guesses. In this paper, techniques are developed
whereby either the satellite data themselves or some
external data source can be used to first select the ap­
propriate algorithm coefficients (first guess) before the
SST derivation is attempted. This can also be a two­
step procedure; in the first instance, algorithms can be
derived that include a dependence on (say) total water
vapor content, and then in a second stage a dependence
on the vertical water vapor profile can be introduced.

For ATSR data, where there are six brightness temper­
atures available for each pixel, the improvements are
minimal, but for AVHRR derivation there can be sig­
nificant improvements in the derived SST if anomalous
atmospheric structure can be detected. In these cases,
even with AVHRR data alone, it is possible to select
a more appropriate algorithm and thus derive a more
accurate SST.

In this analysis, satellite data sets (both real and sim­
ulated) are partitioned into discrete groups depending
on the value of predetermined parameters. A separate
SST algorithm is developed for each group, and the re­
sults are tested to see if there is any improvement in the
derived SST accuracy. This procedure thus identifies
those parameters that both determine the accuracy of
the derived SST value and also that may be introduced
into the algorithms to improve SST accuracy. The final
SST algorithm may then either have coefficients that
are dependent on the sensitive parameters or several
discrete sets of coefficients may be developed and inter­
polation used to derive the final values. In some cases it
may be sufficient to just use a small matrix of algorithm
coefficients.

3. ATSR Data Sets

3.1. ATSR Instrument

The first ATSR, which was launched on the ERS-1
satellite in July 1991, was specifically designed to pro­
vide accurate measurements of SST by obtaining two
views of the Earth's surface to improve the correction
to be applied for absorption of infrared radiation by
the atmosphere. As well as accounting for absorption
by water vapor, it has also been found that the dual
view allows an improved estimate of SST in the presence
of large aerosol concentrations by providing dual-path
measurements at the same wavelength [Smith et al.,
1994]. The dual view, coupled with actively cooled de­
tectors, 12-bit data digitization, and accurate onboard
absolute calibration, gives the ATSR an improved per­
formance over other satellite radiometers. The ATSR
also includes a two-channel passive microwave radiome­
ter that can be used to measure the total water vapor
column in the atmosphere beneath the ERS-1, and the
ultimate SST algorithms used to derive SST will incor­
porate data from the microwave instrument. Further
details on the ATSR are given in work by Delderfield et
al. [1986].
Both the AVHRR and the ATSR use the same three

thermal infrared wave bands that are located in spec­
tral "windows", where there is a minimum of atmo­
spheric absorption, but where there is a residual ab­
sorption mainly due to atmospheric water vapor. The
radiance measured by the radiometer originates partly
from the surface and partly from the intervening atmo­
sphere. The relative contribution of these radiances is
dependent on the wavelengths used, the distribution of
the water vapor in the atmosphere, and the temperature
of that water vapor. The ATSR provides six infrared
measurements of the Earth's surface, three wavelengths
at two view angles; Barton [1996] has shown that these
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measurements can provide details of the water vapor
distribution in the atmosphere as well as an estimate of
the total water vapor column.

3.2. Simulated ATSR Data Set

The main ATSR data used in this analysis are a
simulated set derived using an atmospheric transmis­
sion model with a collection of data from 885 maritime
radiosonde ascents obtained in the Australian region
[Baker and Dowd, 1978]. The radiosonde dataset covers
a range of latitudes from 10°N to 50°S. The transmis­
sion model has been supplied by the Rutherford Apple­
ton Laboratory, and details are given by Zavody et al.
[1995]. The model uses a line-by-line procedure across
the filters of the ATSR to produce simulated brightness
temperatures at the satellite for given plane-parallel at­
mospheric vertical profiles of water vapor and temper­
ature. The brightness temperatures were calculated in
the nadir for the nadir view and a zenith angle at the
surface of 55.15° for the forward view. The radiosonde
data were also analyzed to provide a total water vapor
content as well as the water vapor content of each 1 km
layer between the surface and 6 km above the surface.
For each radiosonde profile a linear lapse rate of tem­
perature and an exponential lapse rate of water vapor
were assumed between each radiosonde data point. For
all the model calculations used in this work a noise tem­
perature of 0.04 K was assumed for each of the infrared
channels. This is an average value for the three infrared
channels with the detectors maintained at a tempera­
ture of 91 K [Mason, 1991].

In this analysis, realistic variations in air-sea temper­
ature difference were introduced by altering the surface
temperature of the radiosonde profile without chang­
ing the remaining parameters. The surface temperature
was increased and decreased by 2.0 K, which triples the
size of the data set to 2655 profiles. The operational
ATSR algorithms described by Zavody et al. [1995]
were used to provide an ATSR-derived SST for six,
four, three, and two input channels of data. The data
set itself was also used to generate similar algorithms
with no account taken of the latitude of the radiosonde
data. The infrared brightness temperature data used
in each of the four algorithms are ZSST6 and BSST6:
T12N, TUN, T37N, T12F, T11F, and T37F; ZSST4
and BSST4: T12N, T11N, T12F, and TllF; ZSST3
and BSST3: T12N, T11N, and T37N; and ZSST2 and
BSST2: T12N and T11N, where 12, 11, and 37 refer to
the 12, 11, and 3.7 µm channels and N and F refer to
the nadir and forward views, respectively. Z (Zavody)
refers to operational ATSR latitude-dependent algo­
rithms and B (Barton) refers to algorithms generated
from the simulated data set used in this analysis. These
latter algorithms were obtained by multiple linear re­
gression using the technique described by Barton et al.
[1989].

3.3. ATSR Data Set

In the past it has been found that techniques devel­
oped using simulated satellite data sometimes do not
work when applied to real data supplied by satellite

instruments [Barton, 1995]. This can be due to sev­
eral causes including the effect of data digitization, the
signal fluctuations introduced by atmospheric inhomo­
geneities, and the inherent noise present in radiomet­
ric measurements. Digitization and atmospheric effects
cannot necessarily be reduced by spatial averaging while
radiometric noise can be improved, but assumptions re­
garding the homogeneous nature of the atmosphere and
Earth's surface are required. Thus it is important that
new techniques be applied to satellite data to ensure
that these effects are not prevalent. The techniques
developed in this paper can only be tested by apply­
ing them to a large high-quality set of combined ATSR
and surface data. Unfortunately, such a data set does
not exist. However, by using a large ATSR data set, it
may be possible to test the applicability of the new SST
derivation techniques.

A suitable ATSR data set has been compiled by se­
lecting 13 ascending passes of the ERS-1 satellite that
cover mainly oceanic tracks from the south pole to the
north pole. Ten of these tracks were in the Pacific Ocean
with two in the Indian Ocean and one in the Atlantic
Ocean. The data were all received in the latter half
of April 1992, a period that was chosen to ensure that
data from the 3.7 µm channel were present (this channel
failed during May 1992). Only ascending passes were
used, as these occur during the night and the 3.7 µm
data were not contaminated with reflected solar radia­
tion.

Each pass was examined manually for cloudless areas
that covered at least 21 by 21 pixels and lines. For each
11 by 11 pixels in the center of these areas the mean,
maximum, and minimum values and the standard de­
viation of the brightness temperatures in each channel
(3.7, 11, and 12µmin both the nadir and forward views)
were calculated. The total atmospheric water vapor was
also calculated from the brightness temperatures in the
two passive microwave channels using an algorithm pro­
vided by L. Eymard (personal communication, 1993).
In all, a total of 2313 small areas covering a wide range
of latitudes and pixel numbers (distance from the sub­
satellite track) were analyzed and incorporated into the
data set.

4. Criteria for the Partitioning of Data
Sets

In this paper several different parameters are ex­
plored as a basis for partitioning the simulated satellite
data. For each group of data a different set of algo­
rithm coefficients (i.e., first guess) is used to derive the
SST. To aid with this analysis, the errors associated
with the derivation of SST using the simulated bright­
ness temperature data were explored to discover any
dependencies on different parameters. If the errors (the
differences between the radiosonde surface temperature
and the ATSR-derived SST) are dependent on a partic­
ular parameter, then that may give a clue as to how the
analysis techniques may be improved. In the analysis
in this section, only the data generated from the basic
885 profiles are used.
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4.1. Latitude

The current operational SST algorithms for ATSR
data [Zcivody et al., 1995] provide coefficients for trop­
ical, midlatitude, and polar regions and linearly inter­
polate between the derived SST values depending on
the latitude. When applying this algorithm (ZSST6) to
the simulated ATSR data set, it was found that there
was no relation between the residual SST errors and
latitude. This is not surprising, as any latitude depen­
dence should be removed by the derivation technique.
However, when the SST was estimated with a simple
six-channel algorithm derived from the simulated data
set itself (the BSST6 algorithm), there is also no depen­
dence of SST error on latitude. For example, the data
with latitudes south of 25°S have a mean error of 0.002
K while the remaining data have a mean error of -0.002
K. Although this mean error difference of 0.004 K is
extremely small (and it may not be statistically signifi­
cant), it can nevertheless be used to give an indication
of the importance of different parameters in determin­
ing the SST errors. The results of this analysis are
included in Table 1. When the same latitude analysis
was undertaken for the four- and three-channel algo­
rithms, the mean error differences were not significant.
Oddly enough, it was one of the latitude-dependent al­
gorithms, ZSST2, which showed the largest difference.
This suggests that the current technique of partitioning
the algorithm coefficients based on latitude alone may
not be the optimum technique.

A first impression may be that the magnitudes of
these differences are not important when we are aim­
ing to estimate SST values with an accuracy of 0.2-0.3
K. However, this analysis is based on simulated data,
and the theoretical errors are quite small. For exam­
ple, using the simulated data set, the standard error of
the SST derived with the BSST6 is 0.060 K and that
derived with ZSST6 is 0.043 K. The difference here is
due to the different selection of the noise temperature
on each channel. In this analysis the noise temperature
in all channels was assumed to be 0.04 K. If this noise
is reduced to 0.027 K, then the standard error of the
BSST6 algorithm is reduced to that of the ZSST6 al­
gorithm. For the two-channel algorithms the standard
errors are 0.340 and 0.273 K for ZSST2 and BSST2, re­
spectively. It is interesting to note that in this case the
algorithm derived from the simulated data set performs
better (on the data set) than the operational algorithm.
With these small standard errors the mean error differ­
ences given in Table 1, in some cases, become signifi­
cant. This is also evident when the results displayed in
Figures 1 and 2 are observed.

4.2. Total Water Vapor Content

Atmospheric water vapor is the main absorber of
thermal infrared radiation and is thus a likely candi­
date for the partitioning of data to improve SST deriva­
tion. Of course, total water vapor content is in some
ways dependent on latitude as tropical atmospheres are

Table 1. Mean Standard Error Differences Obtained When the Simulated SST Errors are Partitioned by Various
Parameters

Number< and Mean Error< Mean Error> Mean Error
Parameter Threshold Algorithm >Threshold Threshold, K Threshold, K Difference,K

Absolute 25° ZSST6 449 436 -0.030 -0.037 0.007
latitude BSST6 -0.002 0.002 0.004

ZSST4 -0.048 -0.082 0.034
BSST4 0.008 -0.009 0.017
ZSST3 -0.087 -0.051 0.036
BSST3 -0.001 0.001 0.002
ZSST2 -0.127 0.024 0.151
BSST2 0.014 -0.015 0.029

Total water 3.0 cm ZSST6 611 274 -0.044 -0.008 0.036
vapor BSST6 -0.002 0.005 0.007

ZSST2 0.037 -0.251 0.288
BSST2 -0.025 0.056 0.081

2.0 cm ZSST6 415 470 -0.050 -0.018 0.032
BSST6 -0.011 0.010 0.021
ZSST2 0.099 -0.186 0.285
BSST2 0.010 -0.009 0.019

Water vapor 0.25 cm ZSST6 431 454 -0.051 -0.016 0.035
above BSST6 -0.005 0.004 0.007
3 km ZSST2 0.167 -0.261 0.428

BSST2 0.077 -0.074 0.151

Surface SST > 288K and ZSST6 804 81 -0.029 -0.076 0.047
inversion temperature BSST6 0.007 -0.066 0.073

> SST+0.5 K ZSST2 -0.049 -0.086 0.036
at any height BSST2 -0.015 -0.148 0.163

SST is sea surface temperature.
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Figure 1. The partition of errors in the ZSST2 algorithm (SST-ZSST2) against the water vapor
amount above 3 km. The open circles show those profiles where the water vapor amount is <
0.25 cm, and the solid circles show where the water vapor is > 0.25 cm.

generally more humid, but as water vapor is the main
absorber, it is perhaps more logical to use this param­
eter in any partitioning. The major difficulty in this
approach is that atmospheric water vapor content is a
highly variable parameter and is difficult to measure ac­
curately. When the data are partitioned into those cases
that have a total water vapor content greater than and
less than a certain threshold, the mean SST error for
each group is different. These differences for the six­
and two-channel algorithms are tabulated in Table 1.
The results suggest that if the operational SST algo­
rithms were divided into two sets, one for high water
vapor and one for low, then there would be an improve­
ment in the accuracy of the derived SST. For the BSST6
and BSST2 algorithms it appears that the benefits may
not be so great.

4.3. Upper Level Water Vapor Content

Water vapor that exists in the upper atmosphere
(above 3 km) usually has a temperature that is sig­
nificantly different from the surface temperature and
can thus have a greater effect on the satellite-measured
radiance than the larger amounts of water vapor that
are nearer the surface but have a temperature close
to the surface temperature. A threshold of 0.25 cm

of water vapor above 3 km divides the data set into
approximately equal numbers, and the mean error dif­
ferences were calculated using this criterion. Again, the
results show that the errors in the operational ATSR
algorithms are strongly correlated with this parameter.
The distribution of the errors in the ZSST2 algorithm
are shown in Figure 1. For the ZSST2 algorithm the
mean error difference is considerably larger than the
standard error of 0.340 K as specified above.

In later sections of the paper the upper level water
vapor is also expressed as a ratio of the water vapor
above that level to the total water vapor. For a height
of 3 km a ratio of 0.1 is used to divide the data sets.

4.4. Surface Temperature Inversion

The radiosonde data set contains some tropical pro­
files that exhibit a surface temperature inversion. Given
this anomalous atmospheric situation (the temperature
inversion is often accompanied by a quite dry layer im­
mediately above it), one may expect that the standard
SST algorithms may not provide good estimates of SST
in these conditions. In this analysis a surface inversion
was deemed to exist if the surface temperature was >
288 K and the temperature at any height below 3 km
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Figure 2. The partition of errors in the BSST6 algorithm (SST-BSST6) for surface temperature
inversions. The solid circles are for those profiles where there is an inversion present, while the
open circles are for the remaining profiles.

was greater than the surface temperature by more than
0.5 K. The results of this partitioning are given in Table
1. Here the results show a larger effect in the BSST2
and BSST6 algorithms than in the ZSST cases. How­
ever, when compared with the standard errors of the
data sets given above, the effect appears to be larger
in the six-channel algorithms. For the BSST6 case the
mean error difference is greater than the standard error
of 0.060 K. For this case the partitioning is shown in
Figure 2.

5. First Stage of Data Analysis

In the first stage of the data analysis a linear SST
algorithm was developed using the number of selected
data inputs (channels) from the simulated data set, and
the standard error associated with the SST derivation
was calculated. The full data set was then partitioned
depending on the value of a parameter that is either
contained in the data set or derived from the data set.
A linear SST algorithm was then derived for each set of
partitioned data, and an associated standard error was
also obtained. Finally, a standard error was derived
for the whole data set (2655 cases) using the separate
SST algorithms developed for each group. In most cases

there were two options for the calculation of the parti­
tion parameter and the estimate of the final standard
error. First, the partition parameter used (say total
water vapor) could be that contained in the simulated
data set and is the value obtained from the radiosonde
data. Alternatively, the parameter could be calculated
from the input data that were available (for example,
the total water vapor would be derived from a linear re­
gression of water vapor with the data from the available
channels). For each selection of input data (channels)
the results are presented in a table that is accompanied
by a short discussion.

5.1. All Simulated ATSR Data

In this section, all ATSR data are assumed to be
available, and the results are given in Table 2. This in­
cludes a simulated measure of total water vapor content
from the passive microwaveradiometer as well as the six
simulated ATSR infrared brightness temperatures. In
this case the standard error (with the simulated data)
is extremely small at 0.0585K. When the data are par­
titioned by latitude or by nadir split-window tempera­
ture difference (T11N-T12N), there is no improvement
in the overall retrieval accuracy. The slight increase in
the combined error for T11N-T12N is due to the ef-
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Table 2. Standard Errors in the Derivation of SST Using the Seven ATSR Channels for the Complete and
Partitioned Data Sets

Partition Standard Combined
Parameter Range Number Error, K Error, K

--
None all data 2655 0.0585 0.0585
Absolute < 25° 1437 0.060

latitude > 25° 1218 0.056 0.0582
T11N-T12N < 1.0 K 1250 0.056

> 1.0 K 1405 0.061 0.0589
WV < 2.00 cm 1245 0.052

> 2.00 cm 1410 0.061 0.0575
WV-W2 (total water < 0.30 cm 801 0.045

vapor above 2 km) > 0.30 cm 1854 0.060 0.0560
WV-W2 < 0.50 cm 1200 0.047

> 0.50 cm 1455 0.061 0.0552
WV-W2 < I.DO cm 1899 0.055

> I.DO cm 756 0.062 0.0572
WV-w2• < 0.50 cm 1285 0.052

> 0.50 cm 1370 0.062 0.0574
(WV-W3)/WV < 0.10 1128 0.051

> 0.10 1527 0.060 0.0560
WV-W3 < 0.25 cm 1293 0.051

> 0.25 cm 1362 0.061 0.0561

ATSR is the along-track scanning radiometer. The seven ATSR channels include six infrared channels and water vapor.
W2 and W3 refer to the total water vapor (WV) below heights of 2 and 3 km. The parameters are obtained from the full
simulated data set; that is, WV-W2 is obtained from the radiosonde data.

• The partition parameter is derived from the available remotely sensed data. These are the six infrared channels and
the total water vapor content from the radiosonde profile but assumed to be measured by the microwave radiometer.

feet of including a noise temperature of 0.04 K with all
brightness temperatures. There is some improvement
when the data are partitioned using total water vapor
content, but the best improvement is for partitioning
by the water vapor distribution using the total water
vapor content above 2 km. The results in Table 2 also
show that there are optimum values to be adopted for
the partition parameter; a value of 0.5 cm for the total

water vapor above 2 km (WV-W2) gives greater ben­
efits than a value of 1.0 cm. Also, as expected, the
improvements are better when the partition parame­
ter is independently available rather than being derived
from the data themselves. Although the improvement
here is small, it does show that improved estimates of
SST are possible using careful partitioning of the data.
The analysis has also been undertaken with only the

Table 3. Standard Errors in the Derivation of SST Using the Three ATSR Nadir Channels for the Complete
and Partitioned Data Sets

Partition Standard Combined
Parameter Range Number Error, K Error, K

None All data 2655 0.076 0.076
Absolute < 25° 1437 0.078

latitude > 25° 1218 0.068 0.074
TllN-Tl2N < 1.0 K 1250 0.067

> 1.0 K 1405 0.079 0.073
WV < 3.0 cm 1833 0.064

> 3.0 cm 822 0.084 0.071
wv· < 3.0 cm 1935 0.069

> 3.0 cm 720 0.079 0.072
WV-W2 < 0.50 cm 1200 0.058

> 0.50 cm 1455 0.085 0.074
WV < 1.5 cm 720 0.057

1.5 <WV< 2.5 876 0.067
2.5 <WV< 3.5 465 0.077

> 3.5 cm 594 0.078 0.069
wv· < 1.5 cm 489 0.067

1.5 <WV< 2.5 1152 0.066
2.5 <WV< 3.5 518 0.077

> 3.5 cm 496 0.077 0.070

See Table 2 for denotation.
• The partition parameter is derived from the available remotely sensed data.
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Table 4. Standard Errors in the Derivation of SST Using the Four ATSR Split-Window Channels for the
Complete and Partitioned Data Sets
--
Partition Standard Combined
Parameter Range Number Error, K Error, K

None All data 2655 0.217 0.217
Absolute < 25° 1437 0.222

latitude > 25° 1218 0.158 0.195
T11N-T12N < 1.0 K 1250 0.146

> 1.0 K 1405 0.225 0.192
WV < 3.0 cm 1833 0.172

> 3.0 cm 822 0.215 0.186
WV-W3 < 0.25 cm 1293 0.175

> 0.25 cm 1362 0.224 0.201
WV < 1.5 cm 720 0.108

1.5 <WV< 2.5 876 0.174
2.5 <WV< 3.5 465 0.184

> 3.5 cm 594 0.198 0.167
wv· < 1.5 cm 594 0.105

1.5 <WV< 2.5 925 0.171
2.5 <WV< 3.5 579 0.227

> 3.5 cm 557 0.213 0.182

See Table 2 for denotation.
• The partition parameter is derived from the available remotely sensed data.

Table 5. Standard Errors in the Derivation of SST Using the Two Nadir ATSR Split-Window Channels for the
Complete and Partitioned Data Sets

Partition Standard Combined
Parameter Range Number Error, K Error, K

None All data 2655 0.297 0.297
Absolute < 25° 1437 0.317

latitude > 25° 1218 0.158 0.256
T11N-Tl2N < 1.0 K 1250 0.144

> 1.0 K 1405 0.307 0.244
TllN < 292 K 1201 0.211

> 292 K 1454 0.355 0.279
WV < 3.0 cm 1833 0.176

> 3.0 cm 822 0.348 0.242
wv· < 3.0 cm 1908 0.188

> 3.0 cm 747 0.351 0.245
(WV-W3)/WV < 0.10 1128 0.174

> 0.10 1527 0.305 0.257
WV-W3 < 0.25 cm 1293 0.169

> 0.25 cm 1362 0.310 0.251
WV < 1.0 cm 141 0.066

1.0 <WV< 2.0 1104 0.138
2.0 <WV< 3.0 588 0.208

> 3.0 cm 822 0.348 0.235
WV < 1.5 cm 720 0.094

1.5 <WV< 2.5 876 0.190
2.5 <WV< 3.5 465 0.267

> 3.5 cm 594 0.362 0.232
WV-W3 < 0.10 cm 789 0.131

0.1 < WV-W3 < 0.25 504 0.196
0.25 < WV-W3 < 0.6 669 0.237

> 0.60 cm 693 0.331 0.235
WV-W3* < 0.10 cm 437 0.149

0.1 < WV-W3 < 0.25 658 0.164
0.25 < WV-W3 < 0.6 891 0.228

> 0.60 cm 669 0.352 0.242

See Table 2 for denotation.
• The partition parameter is derived from the available remotely sensed data.
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six infrared channels, and again, the improvement by
partitioning is minimal.

5.2. Nadir ATSR Infrared Data Only (Three
Channels)

The standard error for deriving the SST from the
three nadir ATSR channels is < 0.1 K when the data
set is not partitioned. This low value is mainly due
to the relative insensitivity of the 3.7 µm channel to
water vapor variations. It is also possible to partition
the data into more than two groups, and in this case
the benefits of dividing the data into four groups have
been explored. The results in Table 3 indicate some mi­
nor increase in accuracy for this four-way partitioning.
There is, of course, a limit to the number of thresholds
that can be used in this process, and this will only be
determined after careful analysis. It also may be pos­
sible to derive coefficients that are interpolated from
one group to the next (as is done with latitude in the
current ATSR operational algorithms).

5.3. Nadir and Forward ATSR Split Window
(Four Channels)

When the 3.7 µm data are not available (for exam­
ple, during the day), the standard error for the full data
set increases to a value larger than 0.2 K. When the
data are partitioned using the total water vapor con­
tent, there is a considerable increase in the SST ac­
curacy. The results in Table 4 show that in each of
the partitioned groups there is an increase in accuracy
over that for the case when there is no partitioning.
However, the benefits are not so great when the data
themselves are used to derive the partition parameter.

5.4. Nadir ATSR Split Window (Two Channels)

This case also applies to the application of AVHRR
data to derive SST using the two split-window channels
at wavelengths of 11 and 12µm. Here the SST accuracy
for the ATSR case is near 0.3 K, and for the AVIIRR
split-window channels with a noise temperature of 0.1 K

Table 6. Results From the Application of the Partitioning Technique to the Simulated ATSR Data Set

Partition Standard Combined
Algorithm Parameter Range Number Error, K Error, K

NLSST none all data 2655 0.248 0.248
Absolute < 25° 1437 0.281
latitude > 25° 1218 0.163 0.235
WV < 3.0 cm 1833 0.173

> 3.0 cm 822 0.305 0.223
WV-W3 < 0.25 cm 1293 0.139

> 0.25 cm 1362 0.288 0.228
WV-W4 < 0.12 cm 1347 0.159

> 0.12 cm 1308 0.279 0.226
WV-W5 < 0.08 cm 1560 0.173

> 0.08 cm 1095 0.288 0.227
(WV-W3)/WV < 0.10 1128 0.140

> 0.10 1527 0.272 0.226
(WV-W4)/WV < 0.05 1227 0.167

> 0.05 1428 0.269 0.228
(WV-W5)/WV < 0.03 1233 0.182

> 0.03 1422 0.280 0.233
TllN-Tl2N < 1.0 K 1250 0.104

> 1.0 K 1405 0.281 0.227
TllN < 292 K 1201 0.142

> 292 K 1454 0.264 0.217

WVSST none all data 2655 0.258 0.258
WV-W3 < 0.25 cm 1293 0.117

> 0.25 cm 1362 0.291 0.223
(WV-W3)/WV < 0.10 1128 0.116

> 0.10 1527 0.274 0.221
TllN < 292 K 1201 0.156

> 292 K 1454 0.306 0.250

QUSST none all data 26.55 0.242 0.212
WV-W3 < 0.25 cm 1527 0.265

> 0.25 cm 1128 0.134 0.222
(WV-W3)/WV < 0.10 1227 0.158

> 0.10 1428 0.258 0.217
T11N-Tl2N < 1.0 K 1250 0.148

> 1.0 K 1405 0.302 0.242

The algorithms applied to the data are the NLSST, WVSST, and the QUSST described by May [1993) and Emery et
al. [1994). See Table 2 for denotation.
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the standard error increases to 0.32 K. In this case the
standard error is reduced when the data are partitioned
in many different ways, but the best results were found
for the cases when the partition parameter was the total
water vapor and the water vapor above 3 km. The
results are given in Table 5.

6. Second Stage of Data Analysis

In the first stage of the analysis it was found that all
algorithms were improved if some dependency on total
water vapor content was included in the algorithm spec­
ification. The improvement was most noticeable when
using the split-window nadir channels (e.g., for AVHRR
daytime data). This is in agreement with several recent
reports where latitude, brightness temperature differ­
ence, brightness temperature magnitude, and SST it­
self has been used as a surrogate for total water vapor.
For example, the current National Oceanic and Atmo­
spheric Administration (NOAA) operational algorithm,
the nonlinear SST (NLSST) described by May [1993],
uses a forecast value of SST to modify the algorithm
coefficients, while Emery et al. [1994] include a term
based on the product of the total water vapor and the
brightness temperature difference in their water vapor
SST (WVSST). Barton [1995] has suggested the inclu­
sion of a term based on the square of the brightness
temperature difference in the standard linear SST algo­
rithm. Emery et al. [1994] have called this latter algo­
rithm the quadratic SST (QUSST). The form of these
three algorithms (for nadir viewing only) are

NLSST = ao+a1TllN+a2(TllN-T12N)SSTf (1)

WVSST = bo+b1TllN+b2T12N+b3(TllN -T12N)W
(2)

QUSST =co+ c1TllN + c2T12N + c3(T11N - T12N)2
(3)

where a, b and c are coefficients, Wis total water vapor
and SSTf is a forecast SST.
In this second stage of the analysis the technique de­

veloped above has also been applied to these three al­
gorithms, and the results are given in Table 6. For the
NLSST the forecast SST used in the algorithm was that
derived using the six-channel linear algorithm derived
from the full simulated ATSR data set, namely,

SST=-0 .2926781-0 .5024930(T12N) +O.5285400(Tl 1N)
+ 1.422118(T37N)-0.08964696(T12F)
+0.03976154(T11F)-0.3941395(T37F). (4)

For the NLSST algorithm the best improvement was
found when the data were partitioned using the 11 µm
brightness temperature, but there was also improve­
ment when total water vapor and upper level water va­
por were used to divide the data. For both the WVSST

and the QUSST the only improvement found was when
the data were partitioned using the upper level water
vapor content. The ratio of water vapor content below
3 km to the total water vapor gave a slightly better
improvement than the total water vapor above 3 km.

7. Test with Real ATSR Data

7.1. First Stage

The ATSR data set described previously has been
used to ensure that the partitioning procedure is valid
when applied to real ATSR data as well as those sim­
ulated using the atmospheric transmission model. The
major concern with the ATSR data set is that an inde­
pendent measure of SST is not available. To fully test
the performance of the new technique, it will be neces­
sary to use a full ATSR validation data set consisting
of a large number of surface-based SST measurements
with the coincident ATSR data. However, if it is as­
sumed that the temperature derived using all six ATSR
infrared channels is correct, then it is possible to test
the procedure by then applying the technique developed
for the two nadir split-window channels. This may not
be the optimum procedure for testing the technique,
but in the absence of a large validation data set it is
perhaps the only way to proceed. For AVHRR data
the technique may be tested using the NOAA data set .
of combined satellite data and SST values from their
network of drifting buoys.
The global six-channel SST algorithm given by (4)

was applied to the 2313 cases in the real ATSR data
set. These SST values were then assumed to be cor­
rect. The partitioning technique using the two nadir
split-window channels was then applied to this data set.
First, the real ATSR data were partitioned using the
values contained in the data set itself. This was possi­
ble when latitude, water vapor, brightness temperature,
and brightness temperature differences were taken as
the partitioning parameters, but for those cases when
the parameter was not included in the basic data set
(e.g., total water vapor above 3 km) or assumed to be
absent (e.g., no microwave measurement of total water
vapor) the parameter was derived using a linear algo­
rithm developed using the simulated data set. The par­
titioned sets of data were then used to provide a value
of SST, and then the data sets were combined to give a
final standard error that was compared to that derived
with no data partitioning. In this analysis of the real
ATSR data set it was found that a bias of 0.4 K existed
between the SST values derived using the six- and two­
channel algorithms derived from the simulated data set.
This difference is due to the difficulties associated with
accurate modeling of the radiative transfer through the
atmosphere; water vapor absorption coefficients in the
thermal infrared bands are still not well defined. Simi­
lar biases have been reported in past ATSR validation
data analyses [Mutlow et al., 1994; Barton et al., 1995].
This bias (0.4 K) was removed from the data before the
standard errors were derived. The results are given in
Table 7.
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Table 7. Results From the Application of the Partitioning Technique to the Real ATSR Data Set

Partition Standard Combined
Parameter Range Number Error, K Error, K

None all data 2313 0.283 0.283
Absolute < 25° 907 0.276

latitude > 25° 1406 0.179 0.237
WV < 3.0 cm 1816 0.194

> 3.0 cm 497 0.324 0.243
wv• < 3.0 cm 2054 0.209

> 3.0 cm 259 0.346 0.245
WV-W3* < 0.25 cm 1177 0.205

> 0.25 cm 1136 0.292 0.269
(WV-W3)/WV* < 0.10 576 0.222

> 0.10 1737 0.267 0.274
T11N-T12N < 1.0 K 1399 0.193

> 1.0 K 914 0.300 0.255
TllN < 292 K 1395 0.185

> 292 K 918 0.312 0.251

The algorithms applied to the data are those developed from the simulated data set using the two nadir split-window
channels. The true SST is assumed to be that derived using the six infrared channel algorithm developedfrom the simulated
data set. See Table 2 for denotation.

• The partition parameter is derived from the available remotely sensed data.

The real ATSR data set includes data from a wide
range of latitudes as well as distances from the sub­
satellite track. It is thus encouraging that when the
partitioning technique is applied, the results are quite
similar to those obtained using the simulated data set.
Although not proving that the technique works, it sug­
gests that it will supply improved SST values when im­
plemented with large ATSR data sets.
To fully implement the technique, it will be necessary

to select carefully the partitioning parameter and to de­
termine the number and value of the thresholds applied.
Care must be taken not to retreat to the derivation and
application of a single global algorithm.

7.2. Second Stage

The NLSST, WVSST, and QUSST algorithms de­
rived in the first stage of the analysis have also been
applied to the real ATSR data set. Again, the SST val­
ues for this data set are assumed to be those produced
by the six-channel algorithm given by (4). The results
are presented in Table 8 and show that for the NLSST
algorithm the standard error of the undivided data set
was 0.329 K, which is larger than that for the simulated
data set. There is some improvement in the SST accu­
racy when the data are partitioned using the measured
water vapor or the 11 µm brightness temperature, while
the use of the upper level water vapor increases the
standard error. This increase is largely due to errors in
partitioning. Basically, the NLSST algorithm uses only
two terms (channels), namely, (Tl 1N-T12N)(SSTf) and
TllN, where SSTf is the forecast surface temperature
(in degrees Celsius). These two terms are not sufficient
to derive a reasonable estimate of the upper level wa­
ter vapor, and thus the partitioning technique will not
be applicable. Thus, for this algorithm, the upper level
water vapor was determined using seven-channel algo­
rithms (six infrared plus water vapor) derived from the

simulated data set and applied to the real ATSR data.
When this was done, the partitioning of the data into
two NLSST algorithms using upper level water vapor
as the partitioning parameter showed some decrease in
the standard error (see Table 8). When the WVSST
and QUSST algorithms were applied to the real ATSR
data set, the SST accuracy was only improved when the
data were partitioned using the upper level water vapor
amount.

8. General Discussion

The dat.a analysis undertaken in this paper shows
that there is an improvement in the accuracy of the
derived SST if the data set can be partitioned either
using a parameter contained in the data set, an exter­
nal parameter, or one that is derived using the data set
itself. In this latter case the improvement is not as great
as when the parameter is explicitly defined or when it
is available from an external source. The improvement
is not significant for ATSR data sets in which all the in­
fared data are available to derive the SST, but ifthe 3.7
µm channel data are not available, then the improve­
ment is considerable.

In all cases the most accurate SST values were ob­
tained for those data sets with low total water vapor
(high latitude, low brightness temperatures, and low
upper level water vapor). The analysis also show that
the best results will be obtained when the (partitioning)
parameter can be specified from external data sources
and not derived using the satellite data itself. This is
most important for the AVHRR case where the water
vapor is required for the WVSST algorithm. If this
parameter is not available from other sources and is
developed from the AVHRR data themselves, then the
algorithm will probably be equivalent to the QUSST as



8150 BARTON: IMPROVED TECHNIQUES FOR DERIVATION OF SST

Table 8. Results of Testing the Partitioning Technique With the ATSR Data Set

Partition Standard Combined
Algorithm Parameter Range Number Error, K Error, K

NLSST none all data 2313 0.329 0.329
WV < 3.0 cm 1816 0.263

> 3.0 cm 497 0.328 0.278
WV-W3* < 0.25 cm 917 0.201

> 0.25 cm 1396 0.543 0.441
(WV-W3)/WV* < 0.10 530 0.203

> 0.10 1783 0.463 0.418
TllN < 292 K 1395 0.209

> 292 K 918 0.265 0.232
WV-W31 < 0.25 cm 1405 0.217

> 0.25 cm 908 0.347 0.275
(WV-W3)/wvt < 0.10 1587 0.222

> 0.10 726 0.438 0.307

WVSST none all data 2313 0.213 0.213
WV-W3* < 0.25 cm 1124 0.189

> 0.25 cm 1189 0.244 0.219
(WV-W3)/WV* < 0.10 582 0.209

> 0.10 1731 0.210 0.210
TllN < 292 K 1395 0.168

> 292 K 918 0.258 0.208
WV-W31 < 0.25 cm 1405 0.291

> 0.25 cm 908 0.117 0.207
(WV-W3)/wvt < 0.10 1587 0.173

> 0.10 726 0.216 0.188

QUSST none all data 2655 0.242 0.242
WV-W3* < 0.25 cm 1219 0.191

> 0.25 cm 1094 0.273 0.233
(WV-W3)/WV* < 0.10 568 0.209

> 0.10 1745 0.255 0.245
TllN < 292 K 1395 0.170

> 292 K 918 0.308 0.235
WV-W3t < 0.25 cm 1405 0.181

> 0.25 cm 908 0.293 0.231
(WV-W3)/wvt < 0.10 1587 0.196

> 0.10 726 0.300 0.234

The algorithms applied to the data are the NLSST, WVSST, and the QUSST described by May [1993] and Emery et
al. [1994]. See Table 2 for denotation.

• The partition parameter is derived from the available remotely sensed data.
1 The partition parameter is derived using a linear seven-channel algorithm derived from the simulated data set but

applied to the real ATSR data.

the total water vapor content is likely to have a linear
dependence on brightness temperature difference in the
two channels.

In the first stage of the analysis the results indicate
that for the split-window nadir case (AVHRR daytime)
the primary source of error in simple linear algorithms
is correlated with total water vapor content or one of its
surrogates. This has now been well established by May
[1993], Emery et al. [1994], Barton [1995], and others
and has led to the development and application of the
NLSST, WVSST, and QUSST algorithms for AVHRR
data. In these cases it is not necessary to develop dis­
crete algorithms for partitioned groups of data, but the
sensitive parameter has been incorporated into the al­
gorithm by including another term (as in the WVSST
and QUSST), or the coefficients are dependent on water
vapor or a surrogate (e.g., SSTf in the NLSST).

In the second stage of analysis, where the NLSST,
WVSST, and QUSST algorithms are examined, there
are some interesting results. The NLSST still appears
to be sensitive to latitude, water vapor, and the 11 µm
brightness temperature, while the WVSST and QUSST
are only sensitive to the vertical distribution of water
vapor. These results support the initial premise of this
paper, that, after the dependence on total water va­
por content is accounted for, the remaining errors in
satellite-derived SST are due to anomalies in vertical
profiles of water vapor and temperature; that is, situ­
ations where the first guess of the atmospheric state is
markedly wrong. The strong role that upper level wa­
ter vapor plays in determining SST derivation accuracy
has also been discussed by Minnett [1986].

The preliminary analysis in this paper also suggests
that separate algorithms should be developed for those
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cases where a surface temperature inversion existed in
tropical areas. A full analysis of this situation has not
been attempted in this work, but the techniques applied
to variable upper level water vapor content could also
easily be applied to this phenomenon.

The technique can also be used to incorporate changes
in aerosol content into the satellite data analysis. With
AVHRR and ATSR 2 an independent (from the ther­
mal channels) estimate of aerosol content is possible
using the visible-near infrared channels, and SST algo­
rithm coefficients can then be developed to account for
variations in aerosol content. These algorithms should
then provide reliable estimates of SST, even after vi­
olent volcanic eruptions that deposit large amounts of
aerosol into the stratosphere.

9. Conclusions

A technique has been developed that enables the de­
tection of those parameters which limit the accuracy
of satellite-derived SST values. For simple linear algo­
rithms, as proposed by Zavody et al. [1995], the SST
errors are mainly associated with total water vapor con­
tent or one of its surrogates (e.g., latitude, SST, bright­
ness temperature difference, and water vapor content of
a defined atmospheric layer). For the case when only
the split-window channels in the nadir view are avail­
able (the AVHRR daytime case), algorithms have been
developed that include a dependence on one of these
terms. When a measure of water vapor is available,
the WVSST may be the best algorithm to use, but in
the absence of a water vapor measurement the QUSST
appears to give better results than the NLSST. For all
these algorithms the SST derivation can also be im­
proved if information on the water vapor content of the
atmosphere above 3 km is available.

For ATSR, when all its data are available, the benefits
of introducing a new set of algorithms may be minimal
as the SST is (theoretically) accurately derived. How­
ever, there may still be some improvements in refining
the existing algorithms. The analysis suggests that it
may be better to define algorithms for ranges of wa­
ter vapor rather than for latitude as is done with the
existing operational algorithms. Also it may be worth
exploring the possible development of sets of algorithm
coefficients depending on the vertical water vapor pro­
file derived from the data itself (using the techniques
described by Barton [1996]) or available from external
sources.

For situations where 3.7 µm data are not available
(ATSR and AVHRR during the day) the analysis pro­
cedure is clearer. First, an algorithm including a term
based on total water vapor should be developed. The
QUSST or WVSST algorithms are suggested depending
on whether a reliable measure of water vapor is avail­
able. This is also true for the ATSR four-channel al­
gorithm, where the inclusion of an extra term improves
the algorithm performance. Once these algorithms have
been developed, further improvements are possible if in­
formation on the water vapor content of the atmosphere
above (say) 3 km is available.
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In most situations the details of water vapor distribu­
tion will not be available from satellite data. If they are,
such as in the case of ATSR with all channels available,
then the extra data can be used clirectly to provide SST.
However, if the satellite data can be analyzed together
with a numerical weather model, it may be possible
to include information on the state of the atmosphere
in the SST cletermination. Ultimately, the analysis of
all meteorological satellite data should be performed in
such a manner so that information on the state of the
atmosphere (clouds, aerosols, water vapor temperature,
etc.) and the surface (roughness, wind speed, surface
type, etc.) can be incorporated into the analysis of the
satellite data.

Meanwhile, opportunities exist to further test the
performance of the analysis procedure suggested above
for AVHRR. Mid-level water vapor content can be de­
rived using the TIROS-N operational vertical sounder
(TOYS) suite of instruments on the NOAA satellites,
and data from these instruments could be incorporated
into SST analyses. The latest geostationary satellites
include split-window channels at 11 and 12 µm as well
as a channel located on the wing of the 6.3 µm water
vapor absorption line. This channel is sensitive to the
water vapor in the layers near 3 km, and so the data
from these satellites should be well suited to proving
the technique. If the data from this water vapor chan­
nel are useful in improving SST estimates, then such a
channel could be incorporated into new designs of the
AVHRR.
The analysis described in this paper has been devel­

oped using simulated satellite data that have been pro­
duced from a radiative transfer model and a collection
of radiosonde clata. The technique has been applied to
ATSR data but with an assumption that the SST de­
rived using the ATSR data itself is correct. Techniques
developed using simulated data must always be tested
on real satellite data to ensure that the assumptions
that are necessary in the development of any simulated
data set are valid. This highlights the need for the de­
velopment of a large validation data set for all satellite
instruments. Such a set exists for SST derived using
AVHRR, but for ATSR the lack of a large number of
high-quality validation cases restricts the final testing
of several new techniques. This is the case for the use
of ATSR data in deriving land surface temperature and
water vapor distribution as well as SST.

Finally, the selection of optimum partition parame­
ters and thresholds for different sets of data will require
much careful analysis. However, when implemented,
the new SST algorithms should account for a wider
range of atmospheric conditions than those algorithms
currently in operational use.
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Actual and potential information in dual-view
radiometric observations of sea surface
temperature from ATSR
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Abstract. The along-track scanning radiometer (ATSR) on ERS-1 has delivered
a continuous global record of radiometric (skin) sea surface temperature (SST)
since August 1991. We present a comprehensive analysis of the large-scale and
low-frequency characteristics of the data set using direct comparison with other
global SST analyses to develop a quantitative understanding of the various factors
contributing to the accuracy of and sources of bias in the first 4 years of the ATSR
SST record. Such a global analysis is a necessary complement to direct validation
against in situ observations, since large-scale sources of bias may be indistinguishable
from instrument noise or sampling uncertainty in individual validation campaigns.
No large-scale features attributable to atmospheric contamination through aerosols
or water vapor are discernible in the difference between the three-channel, dual-view
ATSR SSTs and the National Oceanic and Atmospheric Administration (NOAA)
blended analysis of advanced very high resolution radiometer (AVHRR) and in situ
SST observations. Features in the difference field can be traced to known deficiencies
in the data used in the NOAA operational analysis or tentatively related to skin-bulk
temperature differences in certain regions. Atmospheric contamination is, however,
evident in the ATSR two-channel SST retrieval (used in daytime and after the
failure of the 3.7 µm channel) compared to the NOAA operational analysis. The
Pinatubo aerosol plume is the dominant feature of the difference field in the first
year of ATSR operation. In all cases, however, the amplitude of the atmospheric
signature is significantly lower in dual-view than in corresponding single-view ATSR
SSTs, indicating that the potential remains for unbiased two-channel SST retrieval
even in the presence of aerosol.

1. Background
A consistent, continuous, and global sea surface tem­

perature (SST) fieldwith an absolute accuracy ofaround
0.3 K has been called for to satisfy the requirements of
ocean and climate research [e.g., Harries et al., 1983;
Allen et al., 1994]. Conventional observations made
from ships and buoys are concentrated in shipping lanes
and are sparse in the southern hemisphere. Obser­
vations made by satellite borne infrared radiometers
provide near-global coverage, but SST retrieval is in­
evitably compromised by the difficulty of adequately

1Also at Department of Physics, University of Oxford,
Oxford, England, United Kingdom.
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compensating for atmospheric effects such as clouds,
water vapor, and aerosols.
More than 15 years of SST measurements have been

made by the advanced very high resolution radiometer
(AVHRR)series of instruments on the National Oceanic
and Atmospheric Administration (NOAA) TIROS-N
series of operational satellites. These have provided
global SSTs with a nominal accuracy of ""0.7 K [Mc­
Clain et al., 1985], and the AVHRR multichannel sea
surface temperature (MCSST) product consisting of
weekly composites for the globe at ""18 km resolution
is widely used in operational and research activities.
Considerable effort is being devoted to the production
of a consistent AVHRR SST record through the Na­
tional Aeronautics and Space Administration (NASA)
Pathfinder project.
The AVHRR thermal channels are calibrated using

an internal blackbody target and a space view; the SST
retrieval algorithm for the MCSST product is derived
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using a regression analysis between the AVHRRbright­
ness temperatures and a quality-controlled buoy SST
data set. This approach leads to a more accurate SST
retrieval at the cost of loss of independence of the var­
ious data sources, which complicates the interpretation
of long-term trends.
AVHRR SST retrievals were found to be compro­

mised by atmospheric aerosol contamination after the
eruption of Mount Pinatubo in June 1991. By Septem­
ber 1991the number of daytime SST retrievals dropped
close to zero in the tropics, as the cloud decontamina­
tion algorithms proved to be unreliable in these condi­
tions; negative biases >1 K have been reported in those
SST retrievals which were achieved [Reynolds, 1993].
This problem was addressed in late 1991 by the imple­
mentation of a revised SST retrieval algorithm which
dealt specifically with the increased aerosol contamina­
tion.
The first along-track scanning radiometer (ATSR 1)

is a four-channel, dual-view, self-calibrating, infrared
radiometer with spatially coregistered spectral channels
centered at 1.6, 3.7, 10.8and 12.0µm. The 1.6µm chan­
nel is useful only in daytime, and its primary purpose
is cloud identification. The key experimental feature of
ATSR is that it views the same point on the ocean sur­
face twice, over an interval of "'100 s, at two different
angles through the atmosphere as the satellite passes
overhead. This allows a "dual-view" retrieval in which
two different atmospheric path lengths are utilized to
quantify and correct for the effectsof atmospheric emis­
sions and absorption.
Radiometric calibration is achieved using two highly

precise, ultrastable, onboard calibration targets main­
tained at around 265 and 305 K. Both targets are
viewed during each ATSR scan (many times every sec­
ond), and the data are used to continually calibrate
the instrument, enabling the determination of single­
channel equivalent temperatures correct to within 0.05K
[see Delderfield et al., 1986; Edwards et al., 1990]. A
further feature of the ATSR design is the use of a Stir­
ling cycle mechanical cooler, which maintained the de­
tectors at <100 Kin the early years of the mission [see
Werrett et al., 1985;Bradshaw et al., 1985].
ATSR was designed to measure SSTs to an accuracy

of 0.3 K without recourse to surface observations. A
standard set of climatological radiosonde profiles was
used in the generation of the coefficientsin the retrieval
algorithm [Zavody et al., 1995],but no postlaunch cor­
rections have been applied to bring the ATSR data into
agreement with other SST observations; hence it repre­
sents a completely independent data set.
The absolute accuracy of ATSR SSTs can only be

evaluated through validation against accurately collo­
cated in situ observations of ocean skin temperature
[Minnett, 1991]. Considerable effort has been made in
this direction [see, e.g. Mutlow et al., 1994; Barton et
al., 1995; Forrester and Challenor, 1995; Donlon and
Robinson, 1997]. Nevertheless, the practical difficulty
of making accurate in situ measurements of radiometric
SST means that the size of validation data sets remains
limited. An alternative approach, previously adopted

by Harrison and Jones (1994],is to compare the ATSR
data with an independent SST analysis. This cannot
provide an absolute measure of instrument accuracy
since collocation noise would typically dominate indi­
vidual ATSR-analysis differences, but it enables the
examination of large-scale patterns of bias to search for
the spatiotemporal signature of atmospheric contamina­
tion. We focus on a comparison with the NOAA opera­
tional SST analysis, also popularly knownas "Reynold's
analysis," as it is widely regarded as the most accurate
SST analysis available on this resolution.

2. NOAA Operational Analysis
The NOAAoperational SST analysis [Reynolds, 1988;

Reynolds and Marisco, 1993;Reynolds and Smith, 1994],
hereafter NOAA OA, uses a blend of in situ (ship and
buoy) and MCSST data to produce global weeklymean
SSTs on a 1° grid. These data are compiled using a
two-step procedure in which satellite data are initially
corrected for any (spatiotemporally varying) bias by us­
ing them to provide second derivative information in a
solution of Poisson's equation anchored to in situ data.
An optimal interpolation (01) scheme is then used to
produce a continuous analysis. Thus the absolute val­
ues of buoy and ship data are given a relatively high
weight, and only the derivatives of the satellite are, in
effect, used in the 01. In situ SSTs outside the range
-2°C< T < 35°C are discarded, as are those data for
which the SST anomaly lies outside ±3.5 times the cli­
matological standard deviation. The contributing SSTs
represent a mixture of daytime and nighttime observa­
tions.

3. ATSR data

A variety of products are derived from ATSR data
[Bailey, 1995], but this analysis is based on the spa­
tially averaged sea surface temperature (ASST) prod­
uct. These data comprise half-degree, spatially aver­
aged SSTs with associated temporal, positional, and
confidence information. The data considered here were
acquired during the 4 year period from August 1991to
July 1995, inclusive. These data have been made avail­
able on a CD-ROM set [Murray, 1995]available from
the ATSR Science Team at the Rutherford Appleton
Laboratory.
The ATSR SST retrieval scheme follows that of Mc­

Clain et al. [1985],where SST is given by a linear com­
bination of infrared brightness temperatures

N

SST= a0+La;T;
i=l

where the a; are constant (latitude-dependent) coeffi­
cients and T; is the cloud-free scene brightness tem­
perature as observed by ATSR either in the nadir or
forward view. A range of retrieval algorithms are pos­
sible with this geometry; in the most accurate, a dual­
view (that is, using both forward- and nadir-view data)
three-spectral-channel (3.7, 10.8, and 12.0µm) retrieval
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which can be used only at night, i ranges from 1 to 6.
Dual-view. two-channel (10.8 and 12.0 µm) retrievals
are used for daytime observations when sunglint con­
taminates the 3.7 µm brightness temperatures and also
for all retrievals after the premature loss of the 3.7 µm
channel on May 27, 1992. Single-view (nadir only)
SSTs are computed for comparison with the dual-view
product and also to provide an estimate of SST where
cloud cover or operational constraints make it impos­
sible to obtain a spatially coregistered dual-view re­
trieval. Separate coefficients are derived from repre­
sentative radiosonde data sets and an atmospheric ra­
diative transfer model; three characteristic atmospheric
profiles are used (polar, midlatitude, or tropical), and
latitude-dependent coefficients are obtained by linear
interpolation between them. The same SST retrieval
coefficients have been used for the entire ATSR data
set, with no attempt made to correct for variation in at­
mospheric aerosol. A complete description of the ATSR
SST retrieval scheme is given by Zavody et al. [1994,
1995].
ATSR data were averaged into a 1°x1°, weekly spa­

tiotemporal grid matching the spatial and temporal
division of the NOAA OA. Only data within 6 K of
the Global Ocean Surface Temperature Atlas (GOSTA)
climatology were used [Bottomley et al., 1990]; this
requirement excluded <0.3% of daytime and ,.._,4%of
nighttime ATSR data. Rejection was overwhelmingly
because the ATSR SSTs were too cold, probably be­
cause of deficiencies in the cloud decontamination algo­
rithm. A more conservative climatological check would
improve the nominal ATSR/NOAA OA agreement and
might also help in the identification of more subtle
sources of bias but would also introduce the risk of ex­
cluding valid data in regions of high interannual SST
variability. Likewise, a consistency check between day­
time and nighttime ATSR data, as used by Jones et al.
(1996a, b], would also reduce bias and noise.
In the case of nighttime data most cold SSTs were

observed in the Southern Ocean at latitudes south of
30°S, although a significant contribution from northern
latitudes occurs in boreal summer. Too-cold daytime
observations usually arise at midlatitudes in the north­
ern hemisphere, again during boreal summer. Unsur­
prisingly, the cold bias associated with inadequate cloud
decontamination is much less than with nighttime SSTs,
since the availability of the 1.6 Jim reftectances enables
much better cloud identification in daylight. ATSR
daytime and nighttime observations have been consid­
ered separately throughout this paper, as have dual­
view (forward- and nadir-view) and single-view (that
is, nadir-only) observations.

4. Comparison of ATSR and NOAA OA
SSTs
Any infrared radiometric SST measurement repre­

sents the temperature of a water layer <0.1 mm thick;
this is typically several tenths of a degree cooler than
the temperature a few millimeters below it, which in

turn may be either cooler or warmer than the "bulk"
temperature at 1m depth, depending on the state of the
near-surface thermocline. (See Schluessel et al. (1990]
for a discussion of the factors influencing the sense and
magnitude of this "skin-bulk" temperature difference.)
In general, skin temperature is subject to much stronger
diurnal variation than the bulk temperature as defined
above, with a peak skin SST occurring in the late af­
ternoon as a result of solar heating, at which time the
ocean skin may be warmer than the bulk temperature.
However, most ATSR daytime observations are made
between 1030 and 1100 LT and nighttime observations
are made about 12hours later. At these times it is likely
that, on average, the ocean skin will be cooler than the
bulk temperature. As NOAA OA uses absolute tem­
peratures from in situ SSTs and only the derivatives
of the satellite SSTs, it is representative of ocean bulk
temperature.

This comparison uses NOAA OA SSTs warmer than
-l.8°C, the value used as an ice mask, and excludes
data flagged as land or ice in the GOSTA climatology.
Improved ice identification is an area of priority activity
identified by this survey.

4.1. Zonal Mean Differences

Initially, we investigate time-latitude plots of zon­
ally averaged, weekly mean SST fields (Hofmoller dia­
grams) (that is, we consider weekly-mean SSTs for a 1°
wide latitude band covering all longitudes). Zonal mean
fields are appropriate because the major sources of bias
between ATSR and NOAA OA (i.e., aerosols, cloud
contamination, and the skin-bulk effect) should, to a
first approximation, be predominantly zonal in struc­
ture. Only ocean data have been included (no lakes or
inland seas). All temperatures are given in Kelvin and
shown in the range 268 to 304 K for absolute SSTs and
-2.0 to 0.5 K for ATSR~NOAA OA differences; there­
fore a negative difference indicates that an ATSR SST is
colder than that from NOAA OA. As explained above,
ATSR SSTs might be expected to be slightly cooler than
NOAA OA because of the skin-bulk effect and may be
further affected by inadequate compensation for atmo­
spheric contamination. Except where specified other­
wise, the plates and figures cover the 4 year period from
August 1991 to July 1995, inclusive.

Plate 1 represents the global SST field from NOAA
OA, and Plate 2 shows the equivalent field for night­
time, dual-view ATSR data. As described above, where
possible, nighttime SST retrievals utilize the 11, 12 and
3.7 µm data. However, no 3.7 µm data were trans­
mitted to ground during the period from August 6 to
September 13, 1991,and the 3.7µm channel was perma­
nently lost on May 27, 1992. Subsequent to the loss of
the 3.7 tui: data, nighttime SST retrievals were initially
about 0.6 K cooler than the previous three-channel re­
trievals. Complications arising from the failure resulted
in a short period of missing data around this time (ev­
ident as white horizontal lines).

Plate 3 shows the zonal mean of the difference be­
tween the ATSR dual-view nighttime SSTs and NOAA
OA. Aerosol contamination caused by the Mount Pina-
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Plate 1. Time-latitude plot of zonal mean sea surface
temperature (SST) from the National Oceanic and At­
mospheric Administration operational analysis (NOAA
OA).
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Plate 3. Zonal mean differences between ATSR dual­
view nighttime SSTs and NOAA OA. Note revised color
scale.
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Plate 2. As Plate 1, with along-track scanning ra­
diometer (ATSR) dual-view nighttime SSTs.
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Plate 4. Zonal mean differences between multichannel
sea surface temperature (MCSST) nighttime SSTs and
NOAA OA.
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tubo plume is apparent both at the start of the mission
and subsequent to the failure of the 3.7 µm channel in
May 1992. However,almost complete elimination of the
Pinatubo aerosol is achieved when ATSR 3.7 µm data
are available.
This comparison highlights a parabola-shaped ano­

maly in the southern hemisphere during October 1991
to March 1992. This feature is apparent in the NOAA
OA, with affected SSTs being subject to a negative bias
of up to 2 Kin this region [Reynolds, 1993].This is due
to an AVHRR calibration anomaly affecting the 3.7 µm
data and thus the nighttime SSTs. The problem occurs
at certain solar-satellite geometries when the satellite
movesout of Earth's shadow. The effectwas aggravated
by the aerosol-corrected algorithm in use at the time,
the shortage of daytime SSTs, the local aerosol load
from Mount Hudson (46.1°S, 72.6°W), and the usual
lack of in situ data in the region.
Plate 4 shows the analogous plot of the difference

between the AVHRR MCSST nighttime product and
NOAA OA. Cold biases approaching 2 K characterize
the tropical MCSST values at the beginning of the pe­
riod. Subsequent to the implementation of the aerosol­
corrected algorithm, the large-scale characteristics of
the MCSST product match NOAA OA rather well, ex­
cept in the region affected by the anomaly discussed
above. This is, to some extent, to be expected since
MCSST data are used as input to the NOAA OA.
Comparison of ATSR data with and without 3.7 µm

data suggests that the standard deviation of the ATSR­
NOAA OA differences rose from 0.7 to 0.9 K after the
3.7 µm failure. These figures are based on comparing 40
weeks of data immediately before May 27, 1992, with
40 weeks of data shortly afterward. Only SSTs north
of 10°S were considered in both data sets, to exclude
the effects of the anomaly in the NOAAOA. These fig­
ures give some indication of the impact of the loss of
the 3.7 µm channel but are not an indication of the ab­
solute accuracy of either data set, since the ATSR and
NOAA OA data have not been accurately collocated;
that is, we are comparing weekly 1°x1° areas with no
guarantee that observations in the two data sets have
been taken at the same time in that spatiotemporal re­
gion. Moreover, the smoothing of the NOAAOAwould
result in a nonzero standard deviation in the difference
between the two data sets, even if the unsmoothed data
were in perfect agreement.
The success of the ATSR SST three-channel, dual­

view retrieval in conditions of severe aerosol contamina­
tion is clearly apparent, and the value of the dual-view
observation technique can be established by comparing
this result with the equivalent ATSR nadir-only SSTs.
Plate 5 shows the ATSR-NOAA OA differencefield us­
ing only ATSR nighttime nadir-view information in the
SST retrieval. It is clear that the availability of the
3.7 µm data enables a much improved SST retrieval
in the presence of aerosols. However, unlike the dual­
view retrieval, aerosol-induced biases of up to 1.5 K
are present in the nadir-only SSTs, as indicated by the
equator-to-pole gradients in the differencefield.

The difference fields shown in Plates 3 and 5 both
exhibit a seasonal cycle in equatorial regions and at
midlatitudes in the northern hemisphere. This cycle ap­
pears more marked in the case of the nadir-only SSTs
and is least evident in the case of the dual-view SSTs
to which the 3.7 µm data contributed. Since we would
expect some seasonality in atmospheric contamination
from both aerosol and water vapor, this result is not
surprising. Further examination of this seasonal cycle
in these biases might prove a useful approach to under­
standing their origins.
Plates 6 and 7 show the (ATSR-NOAA OA) differ­

ence fields using ATSR daytime dual-view SSTs and
daytime nadir-view SSTs respectively. ATSR daytime
SST retrievals use only the 11 and 12 µm brightness
temperatures, with the 1.6 µm data used for cloud de­
contamination. This two-channel retrieval does not deal
with aerosol contamination as effectively as the three­
channel nighttime retrieval. Nevertheless, the improve­
ment of the dual-view with respect to the nadir-only
SST retrieval is again demonstrated.
Both the latter two plates exhibit noise at high lat­

itudes in the northern hemisphere. The small area of
sea contributing to the zonal mean in this region may
be partially responsible for this, as may an inadequate
ice mask, Another contributory factor is that in this
initial processing phase, ATSR dual-view SSTs could
not be processed over a 200 km wide strip of the north­
ern Atlantic. This is simply because orbits were ini­
tially processed individually, making it impossible to
compute a dual-view SST if the necessary data were
acquired across the (arbitrary) junction between one
orbit and the next. This will be rectified in the planned
reprocessing. A strong seasonal cycle at midlatitudes in
the northern hemisphere is again apparent and appears
particularly clearly in the dual-view SST comparison.

4.2. Time Series From Selected Regions
To allow more quantitative comparison than is pos­

sible in Hofmoller diagrams, we show time series of
weeklymean temperature differencesover selected lati­
tude ranges. High-latitude data have been omitted from
the comparisons to avoid the effects of ice contamina­
tion, and only gridboxes where both data sets have valid
SSTs are used in compiling regional mean differences,
to minimize discrepancies caused by sampling.
Figure 1 shows the difference between ATSR dual­

viewSSTs and the NOAAOA in the latitude range from
70°S to 70°N, with ATSR daytime and nighttime SSTs
shown separately. During the period when the 3.7 µm
data were available, ATSR nighttime SSTs exhibit a
cold bias of only 0.3 K with respect to the NOAA OA.
Subsequent to the May 1992 failure, a sudden drop of
around 0.7 K occurs, after which nighttime SSTs follow
a similar trend to daytime SSTs but are consistently
cooler than the latter by about 0.2 K.
Considering the daytime difference, the ATSR SSTs

are ~0.8 K cooler than the NOAA OA SSTs in 1991.
This is rather large to be associated solely with the
skin-bulk difference, and the temporal evolution of the
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Plate 5. As Plate 3, but with ATSR single-view
(nadir-only) nighttime SSTs.

bias suggests that it can be attributed primarily to in­
adequate compensation for atmospheric aerosols from
Mount Pinatubo. In 1992 and the first half of 1993 the
difference slowly reduces as the Pinatubo aerosols dis­
sipate until it stabilizes at a mean (ATSR-NOAA OA)
value of -0.5 K until October 1994, when a further
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Plate 6. Zonal mean differences between ATSR dual­
view daytime SSTs and NOAA OA.

drop of around 0.2 K is observed in the ATSR SSTs, as
discussed below.

The same comparison for tropical regions (30°S to
30°N) is shown in Figure 2. Once again, the ATSR day­
time SSTs become warmer with respect to the NOAA
OA as the Pinatubo aerosols are reduced. As this is the
region most affected by aerosols, the trend is stronger
than in the wider latitude band considered in the pre­
vious figure. For the ATSR daytime SSTs the cold bias
with respect to NOAA OA reduces from around -1.2 K
in September 1991 to -0.4 Kin October 1993. However,
a relative downward trend in ATSR SSTs is apparent
from the start of 1994. The exact origin of this trend
remains to be firmly identified, but a major contribu­
tion may well be associated with the temperature of the
ATSR detectors.

From early 1994 it became increasingly difficult for
ATSR's onboard cooler to maintain the detector tem­
peratures below 95 K. To reduce mechanical wear and
maximize the life of the cooler, temperatures were al­
lowed to rise gradually, reaching 110 K in early 1996.
This warming affects the response of all the detectors,
but the main difficulty is in the case of the 12 µm chan­
nel, where the shift in response is sufficient to modify
the ATSR long-wavelength filter cutoff. Generally, the
result of this effective change in spectral response is to
depress retrieved SSTs, particularly in humid tropical
conditions. During the period from early 1994 to early
1996 the 12 µm detector temperature rose from 97 to
110 K. This results in an expected reduction of about
0.2 K in the value of retrieved tropical SSTs, a value
consistent with the cooling observed in Figure 2. The
effect on midlatitude SSTs is <0.1 K, and the effect
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Plate 7. As Plate 3, but with ATSRsingle-view (nadir­
only) daytime SSTs.
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Figure 1. Area mean difference between ATSR dual­
view SSTs and NOAA OA in the latitude range from
70°S to 70°N.

for high-latitude SSTs is negligible (<0.01 K) as dis­
cussed in the appendix. We stress that as a result of
the unique onboard calibration of ATSR and our de­
tailed knowledge of the instrument's spectral response,
we have the necessary information to model and correct
for any long-term trend caused by changes in detector
temperature, so this should not ultimately compromise
the temporal integrity of the data set. The same trend
is apparent in the difference time series for the ATSR
nighttime SSTs, although the dominant signal here is
again the sudden apparent cooling following3.7 µm fail­
ure in May 1992.
The value of the dual-view retrieval is clear when we

consider the corresponding time series using nadir-only
ATSR SST retrievals. As shown in Figure 3, during the
time of heaviest aerosol contamination in the tropics,
nadir-only SSTs are cooler than the corresponding dual­
view SSTs by up to 0.7 K.
The loss of the 3.7 µm data affected nighttime re­

trievals in two ways: a two-channel algorithm using
only 11 and 12 µm data was necessarily adopted, and
the cloud identification tests which used 3.7 µm data
were lost. To estimate the relative importance of these
two factors, we attempt to quantify the reduced effec­
tiveness of the cloud decontamination by comparing all
ATSR nighttime SSTs with those from relatively cloud­
free regions.

Jones et al. [1996a,b] show that in specificgeograph­
ical regions, residual cloud contamination exists in the
nighttime ATSR SST data. This cloud contamination
results in an increased nighttime variability and a cooler
nighttime mean SST (relative to the daytime data).
Both the seasonality and location of the contamination
coincide with that ofmarine stratiform cloud [Klein and
Hartmann, 1993]. A scheme to reduce the effect of such

Figure 2. As Figure 1, using dual-view data in the
latitude range from 30°S to 30°N.

contamination was proposed and tested by Jones et al.
[1996a, b]. Briefly, an annual and semiannual cycle is
fitted to the daytime ATSR SST data at each location;
data are rejected if the residuals from this model exceed
3 times the standard deviation of the daytime residuals
at that location. This results in the rejection of 4.7% of
the SST data set, primarily nighttime data. An advan­
tage of this scheme is that the rejection criteria change
with region (depending on the natural ocean SST vari­
ability), and hence this should minimize the chance of
filtering out real SST features. A further advantage is
that the filtering scheme is not based on any external
SST data sets. These may contain errors caused by
either sparsity of sampling (in the case of in situ clima­
tologies) or biases caused by different methods of SST
retrieval (in the case of AVHRR-based climatologies).
Figure 4 shows a comparison of weekly mean dual­

view nighttime SSTs in the latitude range from 70°S to
70°N; one average is computed using all SSTs, as in Fig­
ure 1, and the other uses only those SSTs which arose
from "cloud-free" observations. (The latter are only
available from January 1992 onward.) During the pe­
riod when 3.7 µm data were available the weeklymean
temperature based on all SSTs remains very close to
that derived only from "clear" half-degree fields. After
the 3.7 µm data were lost the weekly mean based on
cloud-free cells is warmer than the mean of all the SSTs
but by a factor of <0.1 K.
This suggests that although cloud contamination can

be a serious problem in particular regions, it has only
a small effect on the global mean scale. It seems likely
that most of the drop in ATSR nighttime SSTs can be
attributed to a bias between the three-channel and two­
channel SST retrieval algorithms. This is encouraging,
since eliminating this bias in the two-channel retrieval
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may simply require revised coefficients;this is clearly an
urgent priority which will be addressed in the ATSR 1
reprocessmg program.
Since these comparisons are dominated by the effects

of aerosols in equatorial regions, we now consider the
midlatitudes in both hemispheres. Figures 5 and 6
show the weekly mean ATSR-NOAA OA differences
for the latitude bands 70a-30°S and 30°-70°N, respec­
tively. As shown in Figure 5, ATSR SSTs average about
0.7 K cooler than NOAA OA values in midlatitudes in
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Figure 5. As Figure 1, using dual-view data in the
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the southern hemisphere, with no clear aerosol-related
trend. However, there is a weak seasonal cycle in the
bias, particularly in the case of the ATSR daytime SSTs
in the first 2 years of the mission, which appear warmest
with respect to NOAA OA in the southern summer.
Figure 6 shows the corresponding plot for northern

midlatitudes. A strong seasonal cycle is evident, with
ATSR daytime SSTs peaking in the middle of north­
ern summers at temperatures in excess of NOAA OA
but showing a cold bias of about 1.0 K with respect
to the latter in the winter. Nighttime SSTs evaluated
when 3.7 µm data were available are "'0.4 K cooler than
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Figure 6. As Figure 1, using dual-view data in the
latitude range from 30° to 70°N.
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Plate 8. One year mean (August 1991 to July 1992)
ATSR minus NOAA OA; ATSR daytime dual-view
SSTs only.

NOAA OA, with no sign of seasonal variation. After
May 1992 these SSTs show a weak seasonal cycle, with
a cold bias ranging from about 0.9 K in winter to 0.5 K
in summer compared to NOAA OA. This points toward
the need for seasonally dependent two-channel retrieval
algorithms, discussed further in the conclusions.

4.3. Geographic Variation of
ATSR-NOAA OA Bias

As a preliminary investigation of the geographic loca­
tion of the differences in the ATSR and NOAA OA, we
now consider global maps of time-averaged SST differ­
ence fields. Only ATSR dual-view data have been used.
All temperatures differences are given in Kelvin and are
shown in the range from -2.0 to 0.5 K.

Plate 8 shows the annual average of ATSR-NOAA
OA using ATSR daytime dual-view SSTs for the first
year of ATSR operation. The dominant feature of this
map is the large negative bias exhibited by ATSR SSTs
in the tropics; these values, which are depressed by more
than 1 K with respect to NOAA OA, trace the extent
of the Pinatubo plume during this period. The miss­
ing band of data from Greenland through the North
Atlantic and into the Mediterranean arises because the
ATSR data downlink occurs in this area, as mentioned
above.
Plate 9 shows the same plot for the 3 year average

beginning in August 1992, by which time atmospheric
aerosol was close to the climatological level. In gen­
eral, the ATSR SSTs show a cold bias of about 0.4 K
with respect to NOAA OA. However, considerable ge­
ographic variation is evident. ATSR SSTs are around
1.0 K cooler than those from NOAA OA in the tropical
west Pacific, possibly as a result of inadequate compen­
sation for atmospheric water vapor. Note that retrieval
coefficients are based on a prelaunch model calculation
[Zavody et al., 1995] in which the radiosonde data sets
may be biased with respect to the real atmosphere and
in which there is uncertainty in the magnitude of the
water vapor continuum absorption. Saharan dust is

Mean bias for three yecrs: ATSR (dav) - NOAA OA
r_....__..__. _._.__. _ _.__L_.__.._~._ .•._..........L_ •......•........_.~_ ......__.__._..__,._~_f......__..__._ _._. __,,__,__--1 '0.5
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Plate 9. Three year mean (August 1992 to July
1995) ATSR minus NOAA OA; ATSR daytime dual­
view SSTs only.

0

-50

likely to be responsible for the cold bias in ATSR SSTs
evident around Africa's Ivory Coast.
Extensive regions in the northwest Atlantic and north­

west Pacific exhibit ATSR SSTs up to 2 K cooler than
NOAA OA SSTs; this may be associated with resid­
ual cloud contamination of ATSR data or a systematic
dependence of the ATSR retrieval on local meteorolog­
ical conditions (given that these features correspond to
the northern hemisphere storm tracks). It might also
be evidence of tropospheric aerosol contamination from
the industrialized regions of North America and east
Asia. Alternatively, given the close correspondence of
the pattern to climatological nonsolar surface heat flux,
we may be seeing evidence of the skin-bulk effect. This
clearly represents a promising avenue for further inves­
tigation.
ATSR SSTs are much warmer than the corresponding

NOAA OA SSTs in the Arctic and Hudson Bay regions.
This is likely to be due to inconsistencies in ice flagging
between the two data sets.
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Plate 10. Nine-month mean (August 1991 to May
1992) ATSR minus NOAA OA; ATSR nighttime dual­
view SSTs only.
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Plate 11. Time-latitude plot of zonal mean difference
between ATSR dual-view and ATSR single-view(nadir­
only) SSTs for nighttime data.

An intriguing aspect of the map is the undulations
in ATSR-NOAA OA bias apparent off the U.S. eastern
seaboard. Since this is a region of strong SST gradients,
wemay be observing an artefact of the optimal interpo­
lation used in the NOAA OA, but the exact origins of
this feature remain to be investigated. Similar structure
is apparent in other regions where the SST is affected
by western boundary currents, e.g., the Argentine and
Japanese coasts.
Plate 10 shows the corresponding plot for those 9

months of ATSR nighttime SSTs for which the 3.7 µm
data were available. This is considerably noisier than
the daytime map (because of a much shorter integration
time), and the ERS-1 3 day orbit repeat cycle (which
dominated this period) is clearly visible. However, the
pattern of bias owing to the Pinatubo plume which was
so marked in Plate 8 is completely absent. Addition­
ally, the zonal variation characteristic of water vapor
contamination apparent in the daytime data (Plate 9)
is missing from this plot. Some latitude dependence of
the difference field is visible in the Tropics; the likely
source of this weak pattern is the latitudinal variation
of the retrieval coefficients. The success of the ATSR
three-channel dual-view SST retrieval is confirmed by
these comparisons.

4.4. Nadir-Dual Differences Within ATSR
Data

In general, differences between the dual-view and
nadir-only SST retrievals are attributable to absorp-
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I
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Plate 12. Time-latitude plot of zonal mean difference
between ATSR dual-view and ATSR single-view(nadir­
only) SSTs for daytime data.

tion by atmospheric constituents which were not in­
cluded in the calculation of the retrieval coefficients.
The nadir-dual difference can thus be used as a tracer
for atmospheric aerosols (recalling that the ATSR re­
trieval coefficients are based on an assumption of cli­
matological background aerosol loading) and to a lesser
extent may be affected by changes in total column wa­
ter vapor. Plate 11 shows the zonally averaged ATSR
nadir-dual difference for nighttime data. Prior to the
failure of the 3.7 µm channel and ignoring the first 3
weeks of operation when 3.7 uu: data were not avail­
able, the effects of the Mount Pinatubo aerosol plume
are clear, with dual-view SSTs more than 1 K warmer
than the corresponding nadir-only values in the trop­
ics. The heaviest aerosol load appears to be within 20°
of the equator until November 1991. Until this time
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Plate 13. One year mean (August 1991 to July 1992)
nadir minus dual difference for ATSR daytime SSTs.
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the southern hemisphere appears more heavily contam­
inated than the northern hemisphere. However, in the
first months of 1992 there appears to be stronger trans­
port into the northern hemisphere, and by May 1992 the
aerosol load appears to be distributed over all latitudes.

Plate 12 shows the corresponding plot for daytime
data. The aerosol plume appears well-confined within
30° from the equator until March 1992, after which time
there appears to be a rapid movement into the north­
ern hemisphere. This is in broad agreement with the
observations of Baran and Foot [1994].

Plate 13 shows the global pattern of the nadir-dual
difference for daytime data during the first year of
ATSR operation. The distribution of aerosol contami­
nation apparent in this plot resembles that shown in the
comparison between ATSR daytime SSTs and NOAA
OA (Plate 8). This suggests that further use ofnadir­
dual differences may enable a better aerosol correction
for the ATSR data set.

The close corresponclcnce between the patterns of
nadir-dual differences and those of ATSR-NOAA OA
differences in the daytime and post 3.7 pm failure night­
time two-channel retrievals (Plates 3 and 6) is eucour­
aging since it implies that the information necessary to
correct these two-channel retrievals is indeed present in
the ATSR data.

5. Conclusions
The most important result to emerge from this com­

parison is the success of the ATSR nighttime dual-view
SST retrievals using 3.7, 11, and 12 /lll1 data during
a period of heavy atmospheric aerosol contamination.
This result is particularly significant in that the coeffi­
cients in the retrieval algorithm were determined before
launch and assume only climatological background lev­
els of aerosol. The only concession to Pinatubo is a re­
laxation of the optimal thresholds in the various cloud
decontamination schemes [Zavody et al., 1994, 1995].
The implication is that a three-channel, dual-view SST
retrieval is genuinely insensitive to significant changes
in atmospheric composition, as anticipated in the design
of this mission. This contrasts with the need to develop
a post hoc solution to the problem of aerosol contami­
nation in the AVHRR SST retrieval and in ATSR two­
channel retrievals.

During the time when all these data were available,
ATSR nighttime SSTs were around 0.3 K cooler than
NOAA OA, an amount consistent with the skin-bulk
temperature difference and the slightly cooler tempera­
tures expected at nighttime relative to the NOAA OA
diurnal average. The value of the dual-view retrieval
is confirmed by the comparison with the nadir-only re­
trieval in which a cold bias of up to 2 K can be at­
tributed to the effect of aerosols and in which the loca­
tion of the Pinatubo plume can be clearly seen.
As discussed above, the loss of the 3.7 tut: channel in

May 1992 affected nighttime retrievals in two ways: a
two-channel SST retrieval algorithm using only 11 and
12 pm data was necessarily adopted, and the cloud iden-
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tification tests which used 3.7 pm data were lost. The
two-channel algorithm appears to be subject to a sys­
tematic cold bias and is compromised by the presence
of atmospheric aerosols, with cloud contamination be­
ing a problem in specific regions. An improved algo­
rithm, which incorporates a correction for the Pinatubo
aerosols and improved cloud tests, is under develop­
ment.

ATSR daytime data are not considered to be seriously
affected by cloud contamination. However, ATSR's
daytime SSTs exhibit a larger cold bias with respect
to NOAA OA SSTs than can be attributed to the skin­
bulk effect, and the spatiotemporal signature of water
vapor and aerosol contamination is clearly evident. This
suggests that the coefficients used in the two-channel re­
trievals may not be optimal. As mentioned above, the
initial 9 months of SSTs from the three-channel, night­
time observations show no evidence of atmospheric bias.
These data may be used directly to provide a "ground
truth" in the derivation of unbiased coefficients for a
revised two-channel nighttime retrieval for use after the
3.7 µm channel loss. In conjunction with a model of
the diurnal cycle in skin SST we also intend to use the
period when 3.7 pm data were available to examine the
origins (and scope for removal) of the observed bias in
the two-channel daytime retrieval algorithm.
In the longer term several results presented here,

particularly the seasonal cycle in the bias in the two­
channel retrieval algorithms, point to the need for a
more physically based approach to SST retrieval to ex­
ploit the full potential of the ATSR data. Information
about total column and vertical profiles of atmospheric
moisture and aerosol, while apparently unnecessary for
accurate three-channel, dual-view SST retrieval, may
significantly improve two-channel SSTs.

ATSR 2, the second instrument in the ATSR series,
was launched on board the European Space Agency's
(ESA) ERS-2 in April 1995. Global SSTs from this
instrument will be available in early 1997, and the im­
proved processing scheme developed for ATSR 2 data
will be used to re-process ATSR-1 observations, with
the resulting SSTs given at 10 arc min. resolution. Both
ATSR 1 and ATSR 2 observations from the period May-·
December 1995 will be available shortly, and the com­
parison of these data sets will help to establish the ac­
curacy of both instruments.

Appendix: The Effect on ATSR SST
Retrieval of an Increase
in 12 11m Detector Temperature
The ATSR detector temperatures were subject to reg­

ular assessment after launch, with the cooler·s oper­
ation adjusted to keep operating temperatures below
~95 K in order to maintain the 12 11rnspectral re­
spouse [.T. Dclderfiold. personal communication. 1997].
As shown in Figure Al, this was no longer possible after
early 1994. and the ATSR 12 11mdetector temperature
increased gradually. reaching 110 K in 199G.There are
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Figure AL ATSR 12 µm detector temperature for
1993-1996.
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significant orbital and annual variations superimposed
on the general temperature drift. A similar increase oc­
curred for the other detectors, but the effect is only im­
portant for the 12 µm channel as the shift in its detector
spectral response characteristics results in attenuation
of response within the long wavelength end of its filter's
spectral band.

The spectral characteristics of the 12 µm detector at
a range of operating temperatures have been tabulated
by Mason [1991] and J. Delderfield (personal communi­
cation, 1997). These data have been used to investigate
the effect of detector temperature on retrieved SST for
a range of atmospheric conditions. The atmospheric
profiles used in the simulations were the U.S. stan­
dard tropical, midlatitude (summer), and high-latitude

(summer) profiles (i.e., far from extreme conditions). In
each case, values were computed for five air-sea tem­
perature differences (-4, -2, 0, 2, and 4 K).

The differences given in Table Al are with respect
to the simulated results for a 12 ust: detector temper­
ature (T12 µm) of 82 K (positive values indicate that
the retrieved SST is cooler than that obtained for the
case of the 82 K detector temperature). Humid tropi­
cal atmospheres are the most sensitive to the change in
spectral response, with errors in excess of 0.2 K possible
at the top of the range of observed detector tempera­
ture. Single-view and dual-view retrievals have approx­
imately the same sensitivity to this effect.

In the planned reprocessing of ATSR 1 data, this
will be addressed by interpolating between sets of SST
retrieval coefficients computed for a range of detector
temperatures. Thus the value of ATSR SSTs in inves­
tigating climate trends remains uncompromised by this
effect.
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Regime shifts in mesoscale deformations of sea ice
during the winter
Reinert Korsnes
Norsk Polarinstitutt. Trornso. Norway

Abstract. Large temporary rigid areas in the Arctic sea ice cover form and disintegrate
in a few days during winter. When these rigid areas arc shore-fast, they eliminate moment
flux from air to water via wind forcing on the ice. Temporary shore-fast ice causes mixing
of upper stratified waters below the ice in areas of strong tidal currents. Satellite data and
observations by explorers in the Arctic show that large rigid areas tend to break up during
the summer. We can conclude that formation and breakup of rigid areas arc sensitive to
temperature. The present study illustrates techniques for satellite observation of the
dynamics of the Arctic sea ice cover during winter. Better understanding of the physical
mechanisms involved will enhance codes for such satellite observations. The study
indicates anomalous/"critical" dynamics and scale invariance in the formation and breakup
of rigid areas. These indications come from direct satellite observations and are supported
by generic conceptual models for ice dynamics during winter. Critical phenomena often
form fractal structures with no natural lengths.

1. Significance of Deformations in the Ice Field
This paper reports indications of temporary regime shifts in

the polygonal-block structure of polar sea ice during winter.
One of these regimes is when the strength of the ice (single ice
floes) is significant for ice drift; the other regime is when the
strength of ice floes is not significant for ice drift. These situ­
ations occur when there is free ice drift or when interactions
between ice floes arc most significant for ice drift. This other
regime is typical for the summer season.

The present indications of regime shifts come from satellite­
based observations of deformations in the ice field cast of
Spitsbergcn. Svalbard. between Nordaustlandct and Kong
Karls Land during the period January 2 to March 31, 1994. The
swath of an ERS-1 synthetic aperture radar (SAR) scene
(JOO x JOO km") limits the study area.

The present study also gives theoretical arguments for pos­
sible shifts in the ice drift regime. We can imagine one class of
situations (regime) when the ice field consists of ice floes (tem­
porary rigid areas) of maximum size far below the distance to
the coast. We may then suppose that there is a homogenization
scale over which we describe the ice field as a continuum. This
is a key assumption behind many models of sea ice dynamics
such as models by Hibler [1979] and others. The second regime
is where the maximum sizes of the rigid areas arc of the same
order as the distance to the coast. These large rigid areas may
last for just a few days. and they can be directly fixed to the
coast or partly fixed via surrounding ice.

The part of the ice extent conforming to this second ice drift
regime has large spatial and temporal variations. A lower limit
for this part of the ice extent is clearly the areas of fast ice
during the whole winter (such as in several fjords of Svalbard).
However. there may be no clear upper spatial limit. Thorndike
and Co/011y[1982] mention episodes from the Arctic Ice Dy­
namics Joint Experiment (AIDJEX) camps and examples of

Copyright 1998 by the American Geophysical Union.
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data from the International Arctic Buoy Program (IABP)
where the ice is motionless far from coastlines in the Arctic
Ocean during the winter [sec also Thorndike and Cheung, 1977;
Thorndike. 1986; Korsnes, l 994 ]. However, these extreme
events arc rare and perhaps not significant for large-scale drift
patterns over long periods of time.

Observation of formation and breakup of rigid areas in the
ice field gives indications of temperature fluxes from and ex­
ternal forcing on the ice field. Hence more insight into such
processes allows the possibility for better codes for radar sat­
ellite observations in the ice field.

Shifts in ice drift regimes are significant for currents below
the ice. for ice drift, and for ice production in an area. When
ice appears on the open ocean, it normally transfers a flux of
momentum from the air to the water. It amplifies the wind
forcing on the upper ocean since drift ice has larger wind
friction compared to open water. However, when the ice field
becomes rigid on large scales and constitutes temporary shore­
fast ice, it eliminates wind forcing on the upper ocean. This
situation also has a direct effect on the steering of currents in
shallow waters and mixing in stratified upper water layers due
to long and deep ice ridges.

This study indicates that formation and breakup of rigid ice
areas can be critical to whether or not external forcing expires
some critical values. Rigid areas form and disintegrate over
much different timescales. This study focuses on a timescale of
3 days. Russian observations [Gorhuno1·ct al., l 983], for exam­
ple, show large intcrannual variations of the extent of shore­
fast ice in the Kara Sea.

2. Analyses of ERS-1 SAR Images
This work shows an analysis of a time series of ERS-

1.SAR.PRI images from the European Space Agency (ESA)
data archive covering the same area at the Kong Karls Land,
Svalbard. every 3 days at 1051 UTC January 2 to March 31.
1994 (the data from January 23 were missing). Figure 1 illus­
trates the actual spatial coverage.

Accurate relative positioning is crucial for the estimation of
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Figure 1. Data coverage at Kong Karls Land, east of Spits­
bergen, Svalbard, for time series of ERS-1 synthetic aperture
radar (SAR) images every 3 days at 1051 UTC January-March
1994 (given by the 100 x 100 km2 frame).

small deformations in the ice field based on ice tracking from
satellite imagery. This analysis therefore comprises an estima­
tion of the radar return from circular neighborhoods of diam­
eter 112.5 m around points 12.5 m apart in a regular mesh
corresponding to the pixels of the ERS-1.SAR.PRI product.
Figure 2 illustrates the picture elements approximating these
circular neighborhoods.
The averaging procedure included in (I) (compare (/) =

( 1IN) 2; DNf below) reduces "noise" in the image data (i.e.,
it makes different coverages of the same ice more consistent
and the application of ice tracking based on cross correlation
better). The circular shape of the averaging window (as given
by Figure 2) ensures independence of rotation of the ice (or
rotation of image coverage) between different image times.
The procedure given by Laur [1992] provided the actual

calibration and estimate of the backscattering coefficient (J'o for
a local incidence angle a

(/) sin ao_ ~ . -
er - K sin a,er

where (/) = ( 1IN) 2; DNf is the square average of the
instrument counts DN; (pixel values) given for each picture
element (pixel) in the ERS-1.SAR.PRI data product covering
the actual distributed target (from Figure 2, N = 69). The
reference incidence angle (midrange angle) for which the value
of K is given in the ESA ERS-1.SAR.PRI data product is arct·
Each pair of images 3 days apart, which are then based on
these data products, were subject for ice tracking starting with
a regular grid of points 500 m apart (giving a maximum of
40,000 ice displacement vectors). Identification of rigid areas
(during 3 days) within the set of displacement vectors were
made by sorting out subsets of vectors fitting the formula

where the complex number z gives the start position of a point
and z0 is a center for the rotation <jJ. Techniques and software

from the work by Korsnes [1994] provided this computing task.
Let zn, w,,, n = 1, 2, · · ·, N, respectively, be the start and
end points of displacements from the ice-tracking algorithm.
The actual criterion for the selection of rigid movement (shift/
rotation) is

lw,, - [(z,, - Zo)e;q,+ z0JI :Se (3)

where e = 25 m in this case (close to the image data resolu­
tion). Plates 1, 2, and 3 illustrate examples of the result. The
solid black line on these images represents the coastline. Plates
I, 2, and 3 show a distributed sample of 3-day displacement
vectors for the sea ice. The smallest yellow dots give the start
positions of the displacement vectors from the identification
algorithm that are not classified as part of any of the 10 largest
rigid areas. The similar but larger and overlapping dots (mak­
ing continuous areas) with different colors give the start posi­
tions for displacement vectors for ice that are part of the 10
largest rigid areas (one color for each rigid area). Land and
shore-fast ice are in red. Plate 1 shows data from a period with
much deformation in the ice field. Plate 2 illustrates the for­
mation of large rigid areas and shore-fast ice.
It is tempting to explain the formation and breakup of fast

ice and large rigid areas by variations in currents below the ice
and wind forcing. Figure 3 gives estimates of tidal currents
(based on Kowalik and Proshutinsky [1993, 1994]) and hindcast
(geostrophic) wind data from the Norwegian Meteorological
Institute [Reistad and Iden, 1995] at the position 78°59'N,
26°23'E. Figure 3 also shows data from temperature measure­
ments on the Hopen Island, and it gives estimates of the size of
the largest rigid area in the given study area during 3 days
(between the image times).
The solid black arrow on the Plates 1, 2, and 3 gives the

hypothetical free ice drift (displacement) between the image
times based on these estimates of the geostrophic wind speed
vector G. This hypothetical free ice drift (displacement) vector
has length 0.0077 · IGI (where !GI is the length of the vector G)
and a direction 5° clockwise from G. This is, according to

(1)

/
i.-- --..<,

/ r-,v <,
I [\

I \
I I

0
\ I

\ I
\ I-. /

<, /<,..__ ---/(2)

Figure 2. Approximating a circle of diameter 112.5 m by
(square) pixels in an ERS-1.SAR.PRI image.
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Plate l. Identification of displacement (red vectors) and rigid areas in the ice tick! from between subse­
quential ERS-1 SAR images covering the same area ( 100 x 100 km') 3 days apart starting January 2, 1994.
The A-F labels in the upper left corners give the sequence. Blue arrow labeled ··N" indicates north. Black
arrow labeled "F" gives hypothetical 3-day free ice drift (displacement). Original Data ©ESA (199'.'i), Dis­
tributed by Eurimage.

Thorndike and Colonv [19~2]. a typical relation for winter sit­
uations in the central Arctic away from coastlines.

Note that the observed 3-day ice displacement often has
direction up to 30° to the left (anticlockwise) of the hypothet­
ical free ice drift. A possible explanation is tidal currents (such
as associated with M.2 shifting phase relative to the solar time
over 3 days). Another perception is anisotropic forces through

the ice because of land. A third possibility, which is easy to
illustrate, is resistance/friction due to motion and the fact that
the ice moves in steps between the image times (due to for­
mation of temporary large rigid areas). This will give an anti­
clockwise shift in drift direction compared to free drift. The
conceptual argument below clarifies this. Assume the following
relation in a normal (right angle) coordinate system describes
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Plate 2. Identification of displacement (red vectors) and rigid areas in the ice field from between subse­
quential ERS-1 SAR images covering the same area (100 x 100 km") 3 days apart starting March 12, 1994.
The A-F labels in the upper left corners give the sequence. Blue arrow labeled "N" indicates north. Black
arrow labeled "F" gives hypothetical 3-day free ice drift (displacement). Original Data <DESA(1995), Dis­
tributed by Eurimage.

the velocity v(t) at the time t of an (ice) particle at rest in the
origin at time t = 0

F - f x
dv

v-av=dt (4)

oarumetcr: a is a "linear friction coefficient." Figure 4 gives,
"or various values of the friction a, the particle track for t =
0 · · · T, where T = 3 days, which is the same as the time step
'Jetween the subsequential satellite images. F ,!gr IFI = I0 5

:n s-2 in this case. Note that the solution v of (4) scales (linear)
with the driving force F, and hence the length of F does not
affect the form (directions) of the trajectory after a given time t.

F is the (wind) force per unit mass on the particle (assumed
constant parallel to the y axis), and f is the local Coriolis
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Plate 3. Identification of displacement (red vectors) and rigid areas in the ice field from between subsc­
qucntial ERS-1 SAR images covering the same area ( 100 x 100 krn'') 3 days apart starting on (left) January
2h and (right) January 29. 1994. Blue arrow labeled "N" indicates north. Black arrow labeled "F" gives
hypothetical 3-day free ice drift (displacement). Original Data (1) ESA ( 1995), Distributed by Eurimagc.

The direction of the average velocity after a given time is
given by the ratio between the friction coefficient a and the
Coriolis parameter f (hence the value of a is given in units of
the length f of f in Figure 4 ). Note from Figure 4 that the
particle always starts parallel to the force F (i.c., parallel to the
y axis). When the friction a = 0. the particle proceeds in a
repeated pattern after stopping at they axis (the period is the
"inertial period" (24 hours)/(2 sin IJ). which is about 12 hours
at 79°N). The concept of theoretical free ice drift is based on
a stationary situation where forces through the ice arc not so
significant as close to coasts during the winter. Hence we will
expect its direction to be to the right (clockwise) of ice which
moves in steps and/or is subject to significant "friction" com­
pared to hypothetical free ice drift. Comparing Plates 1 and 2
with Figure 4. a typical value for the friction coefficient would
be betwecnj' and Sf (assuming the model conditions and non­
stagnant ice).

3. Theoretical Arguments: Conceptual Models
3.l. Universality: Critical Shifts in the Ice Field

We here search for universality in the description of motions
in the ice field. We want to sort out relevant aspects leading to
possible rapid formation and breakup of fast ice and large rigid
areas. Aggregation and fracturing in the ice field form fractal
structures. Figure 5 conforms to this idea, showing examples of
number N ( .v) of floes with area larger than the limit x Isec
Korsncs. l lJlJ3aI·The actual floes last. by definition, more than
3 davs in this case. These size distributions indicate scaling
relationships N (x) ~ .r .i, with different values of the expo­
ncnt d1. If large floes arc more likely to deform than small
floes, then the graphs in Figure 5 will tend to tilt (increasing
d 1). A similar argument applies for aggregation/clustering of
ice floes (decreasing d1). Hence we cannot expect a universal
"fractal dimension" for deformations in the ice field. Figure 5
demonstrates this. Floes often "aggregate" and break through­
out the winter. and their definition depends on time as pointed
out by Kor.111e.1I l993b ].

Note that the actual identification of rigid areas is sensitive
to small deformations in the ice during 3 days and hence on the

parameter E in (3 ). Such small deformations arc outside the
scope for this study.

We may expect that large groups of densely packed ice floes
have bulk properties as "granular materials" (compare, c.g.,
Erlingsson [1988, 1991 ]). This means that deformations tend to
concentrate in active zones covering a small fraction of the ice
field area. Mandelbrot [1983] suggested turbulent dissipation
takes place on a fractal set. We may similarly imagine that
deformations take place on a "fractal" set (not tilling up an
area). Hence voids will emerge as rigid areas between many
linear active zones.

Areas with the smallest deformation rates will tend to get
rigid (freeze together) first when freezing takes place in the ice
field. Those rigid areas also become stronger with time. Hence
we get some irreversibility in the deformation process.

Freezing builds up rigidity in the ice field. However, the
following mechanisms help make a situation of large rigid
areas in the ice field unstable: ( 1) large rigid areas in the ice
field weaken the heat flux from water to air; hence transport of
heat from deeper waters below the ice causes dilution and
breakup of large rigid areas; (2) formation of shore-fast ice,
including deep and long ridges, produces sites of heavy vertical
mixing in areas of strong tidal currents; this may bring heat up
to the ice and dilute it; and (3) formation of large rigid areas
in the ice tick! will directly affect the redistribution of the ice
and produce singularities in the field of stress and strain. When
the ice field consists of small floes, deformation of one floe will
not directly produce deformations far off in comparison to the
situation when the ice field consists of large rigid areas. De­
formations will, in the latter situation, tend to spread over large
distances. One explanation of the breakup of shore-fast ice
includes melting (heat flux), and an alternative explanation is a
mechanical phenomenon. We, in both cases, imagine that the
rigidity in the ice field evolves toward an unstable state. We
therefore look for features in the dynamics of sea ice during
winter resembling the general phenomenon of self-organized
criticality. Bak et al. [1988] introduced this concept by using a
"sandpile" or "earthquake" model. It gives general insight into
statistical and temporal aspects of natural systems tending to
stay in a state of marginal stability.
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Figure 3. Size of the largest rigid area between subsequential image times, 3 days apart, estimates of
maximum 1-day total tidal currents at selected positions 78°47'N, 25°48'E, and meteorological data for
January, February, and March 1994. The tidal estimates are from the model by Kowalik and Proshutinsky
[1993, 1994] consisting of the constituents M2, S2, K2, N2, Kl, 01, Pl and QI. The lowest two graphs show
observed and hypothetical 3-day average free ice drift.

3.2. A Simple Granular Model

Plates 1 and 2 indicate that large rigid areas tend to form
when the ice moves toward the northwest (pressed against
Nordaustlandet) and that these areas break down when the ice
moves from this direction. However, Plate 3 gives an example
of the opposite. In this latter case a large rigid area has devel­
oped in a situation with stable wind from the northeast. A

general breakdown takes place during the 3 days after when
the wind has turned (compare Figure 3).

A simple granular model for the bulk properties of the
(homogenized) ice field gives perception to these observations.
The well-known (yield) criteria for deformation is in this case

m · Tn = (n · Tn Io (5)
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Figure 4. Track of particle moving according to (4) for various values of friction, the friction parameter a,
and constant forcing F = 10--s m s-2 parallel to they axis. The particle starts at rest at the origin.

where T is a tensor representing the horizontal (bulk) stress
within the ice (Tn gives the total force per unit length on the
line which is normal to the unit vector n through the actual
point). Here m is a unit vector making m and n define a
right-hand coordinate system. Also, tr = n ·Tn and T = m ·Tn
are the normal and shear force on the line, respectively; a is
the internal (bulk) friction coefficient. Figure 6 illustrates this
situation as a brick on a slide (with unit mass). Assume that we
increase the slope angle 8 of the slide until the brick starts to
slide because of the gravity g at 8 = ef. The friction coefficient
a between the brick and the slope determines ef ( T = au)

8r = arctan a

Convergence in the ice field indicates increasing pressure
<T = n · Tn compared to shear forces. This shows that the ice
field will tend to stand against a stronger shear force T = m ·
Tn. In such a situation the ice field consolidates by freezing to
make large rigid areas.
The packing of ice floes in an ice field as a result of a

large-scale convergence depends, in general, on the small-scale
movements during the convergence. Fast large-scale conver­
gence compared to the small-scale random movements gives
looser packing and weaker bulk strength properties than oth­
erwise. This is in accordance with treating the same type of
granular materials in different ways. It is then well known that
the bulk properties vary depending on the development of
packing and load [see, e.g., Nedderman, 1992, chapter 6; Clau­
dio and lmposimato, 1996]. The mechanical properties of ma­
terials will in general depend on the organization and redistri­
bution of the components. The polar sea ice has in this way a
"memory." It has a large set of possible stable states (like

(6)

sand). External forces must exceed critical values in order to
deform rigid areas. We therefore expect deformations to hap­
pen in "bursts" like earthquakes. Plate 3 shows an event where
a large rigid area breaks up in a few days (January 29 to
February 1, 1994). A similar event takes place in late March
(Plate 2) under different wind directions. The deformation
patterns depend on the spatial distribution of forces and how
these redistribute during deformations.
The expressions above are mainly a mechanical explanation.

However, a general divergence in the ice field can be con­
nected to upwelling in the ocean giving melting. This will also
tend to produce breakdown in the ice field.

3.3. Percolation Model
The examples of ice drift given by Plates I and 2 show a

dramatic change in the deformation (or rigidity) of the ice field
during 3 days. Large rigid areas "spontaneously" appear. There
is a large difference during January 8-11, for example, be­
tween observed ice drift and hypothetical free ice drift (the
latter is more than 2 times larger than the first). The largest
rigid area during this period has a diameter of about 15 km.
We would imagine that if this situation were constant during
the actual period (January 8-11, where the wind direction is in
the range 9°-120°), forces through these rigid areas would not
significantly affect the ice drift. Hence we can assume that in
this period there were events where larger temporary rigid
areas transferred force through the ice. This section addresses
generic concepts to explain how such rigid areas emerge and
disappear with minor variations in external forcing on the ice
field.
A simple self-similarity argument using the standard theory
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Figure S. Size distributions for floes lasting (3 days) in the periods January 2-5, 5-8, 8-11, and 11-14, 1994.
The graphs show the number of floes larger than given size together with straight lines with given slope.

of percolation [see, e.g., Stinchcombe and Watson, 1976;
Stauffer, 1985;Feder, 1988] provides the conceptual framework
for a regime shift in transfer of force through the ice field. The
author emphasizes these concepts because of their simplicity
and generality. Percolation theory applies in various situations.
The following arguments illustrate a critical condition for

transfer of force through the ice field (following Turcotte

Tn
/['\

e n

I<:
g

Figure 6. A brick on a slide.

[1992]). Four similar square grids, each with (independent)
percolation probability P 1 = p, are given. These squares are
added to form a squared area 4 times larger. Figure 7 lists the
possible configurations of permeable (filled) subsquares within
this larger square. Let P2 be the probability that the composed
square is permeable. We get, after some rearrangement, that

(7)

(a) EE
(b)~ ~ ~ ~- - - .•.

(c) ~ lj ~ ~ El ~
+ - - - - +

(d) ~ ~ ~
+ + +(e).
+

Figure 7. Possible configurations of permeable subgrids
[from Turcotte, 1992] for calculation of probability of total
permeability (crosses).
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of a combined square consisting of k2 elementary subsquarcs
with various probability P 1 = p for percolation. It is a "regime
shift," or unstable point. at p = 0.618, where a small pertur­
bation from this value gives different large-scale (bulk) prop­
erties of the combined body.

Recursively repeating the argument, we get

This gives three possible limit points for Pk within the range [O,
l ]. These values are 0, 0.618, and I. Herc p" = 0.618 is a
(unstable) critical point. Figure 8 shows the probability P, of
percolation of a combined square consisting of k? elementary
subsquarcs (k = 0, ·· · . 12) for various probability P 1 = P
for percolation of these subsquarcs.

If() :S P1 < p"; then Pk ---> 0, and p* < P1 :S I gives
P, ---> I. Hence. as illustrated by Figure 8, there will be a
dramatic shift in the long-range percolation properties of a
network when the local percolation probability crosses the
critical valuc p". lfp = p "; then?,= p' fork= I, 2, ....
Hence scaling up a part of the system at this threshold/unstable
situation gives a system similar to the whole system. This gives
the idea of scale invariance and the appearance of fractals
(self-similarity) when a system is in an unstable state. Note that
breakdown in the ice field can result from an unstable state
giving fractal (self-similar) ice floe size distributions as in Fig­
ure 5.

4. Conclusive Remarks
The present work focuses on ideas to explain observations of

formation and breakdown of temporary large rigid areas in
Arctic sea ice fields during winter. These observations fit into
generic concepts of "critical behavior" where a system dramat­
ically changes characteristics when some parameters enter crit­
ical sets of possible values (like temperature dependent phase
shift of materials). The author feels that the physical mecha­
nisms behind this type of behavior arc open for debate and that
simple generic concepts and analogies still have much value for
understanding such complex systems. Generic aspects and sim­
plifications arc in general important for physical modeling and
understanding.

The ice field on the actual scales of study seems to exhibit
memory. and mechanical properties arc not likely to be suc­
cessfully expressed by a few parameters within a homogeniza­
tion scale. There can he different processes for formation and

t>I75

breakdown. One may expect small deformations and strong
singularities of forces in the ice field to initiate breakdown.
One possible critical shift in the ice dynamics is when freezing
becomes effective enough to "repair" small faults in the ice
field before they initiate large-scale breakdown. One may
imagine an ongoing aggregation process in the ice field, par­
allel to breakdown. The result will be sensitive to the net heat
ftux from the ice field.

The result from identification of rigid areas in the ice field as
given by Plates 1, 2, and 3 visually indicates small deformations
in almost rigid areas during 3 days. The identification proce­
dure for rigid areas (given by equation 2) gives significantly
larger prediction errors for sea ice compared to land. This
indicates small deformations in the (almost) rigid areas during
3 days. The observed large rigid areas seem only to last a few
days. Hence there is a significant probability that almost rigid
areas during 3 days have started a deformation process during
this period. Plate 2 shows, in contrast, a rigid area lasting
several 3-day periods. We expect this object to be more con­
solidated than more short-lived rigid areas. The prediction
error for the model equation (2) in this case is more compa­
rable to the prediction error for land.
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Evolution of the passive and active microwave signatures
of a large sea ice feature during its 2!-year drift
through the Arctic Ocean
Francis Gohin, Alain Cavanie, and Robert Ezraty
Institut Francais de Rechcrche pour lExploitation de la Mer. Brest, France

Abstract. Although estimation of the total ice concentration from special sensor
microwave imagers (SSM/l) has proven to be successful, none of the various algorithms
developed to discriminate new and older ice provide satisfying results. While the strong
contrast between the emissivity of sea ice and that of open water can be utilized to
provide reliable estimators of the total ice concentration, passive microwave characteristics
of second-year and multiyear ice may locally evolve in different ways, even during the cold
season. Scatterometers, as the active microwave instrument in wind mode (AMI-wind) on
board the European Remote Sensing Satellites (ERS), provide backscatter data which
have a higher sensitivity to the surface topography of ice and a better stability in time, at a
resolution compatible with the SSM/I measurements. Herc we present the evolutions of
the microwave properties of an ice feature appearing along the shores of Novosibirskiye
Ostrova (New Siberian Islands) at the end of July 1992 as the ice ages during its 3-year
drift toward the Fram Strait. The track of this well-defined ice surface is easily followed
on the maps of the backscatter coefficient provided by the AMI-wind during the cold
season. In summer, because of melting, the ice undergoes critical changes which alter its
microwave signatures and hamper automatic tracking. Moreover, on approaching the
Fram Strait the resolution of the scatterometer is not sufficient to capture the complex
and rapid transformations of the ice cover. To compensate for this, buoy data obtained
from the International Arctic Buoy Program are used, alone during summers or together
with satellite data, to build basin-wide ice displacement fields. These displacement fields,
successively applied to each pixel of the ice feature selected, provide a series of
Lagrangian observations. During the drift, which ends in May 1995, the active and passive
signatures evolve coherently, except for the cold season 1992-1993 when unrealistic
multiyear ice concentrations arc deduced from the brightness temperatures, which, at that
time, arc much less stable than the backscatter coefficient over the ice surface tracked,
identified as second-year ice.

1. Introduction

The concentration and the type distribution of sea ice can be
considered as results of the global climate and statistically
analyzed as indicators of its fluctuations [G/ocrsen, 1995] or
presented as major elements of the world hydroclimatic sys­
tem. since the export of fresh water and ice through the Fram
Strait influences convection and deep water formation. The
origin of the so-called Great Salinity Anomaly [Dickson et al ..
1988] has been attributed to an increase in sea ice extent at the
end of the 1960s [Aagaard and Carmack, 1989]. On the basis of
results of a simulation of the Arctic ice-ocean system for 1955-
1975. Hakkinen [1993] attributes the widening of the transpolar
drift stream in 1968 to a well-developed low-pressure area
extending from the Iceland Sea to the Barents and Kara Seas
opposed to the Beaufort High. which recovers after several
years of weakening. This effect being amplified by advection of
thicker ice north of Greenland, the author evaluates to 1600 km'
the excess of fresh water exported through the Fram Strait that
year, leading to a total export about twice as large as the average.

Copyright 1998 by the American Geophysical Union.
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Considering that the sensible heat flux from the ocean to the
atmosphere is I or 2 orders of magnitude greater over thin ice
than over thick multiyear ice, the determination of the ice type
is crucial for Arctic climate models. The special multichannel
microwave radiometer on board Nimbus 7, launched in 1978,
and its successor, the special sensor microwave imager (SSM/I)
in 1987, have provided a long temporal record of data. These
instruments offer a daily coverage over polar oceans with a
fairly coarse resolution (30-50 km). Multichannel algorithms
have been developed to estimate total sea ice concentration
and the concentration of multiyear ice [Steffen et al., 1992].
Estimating ice thickness from space is much more difficult,
though local thresholding methods can be used to separate sea
ice types representing thickness categories on images provided
by synthetic aperture radars (SAR) [Haverkamp et al., 1995].
However. sufficient sets of data over the whole Arctic Ocean
arc crucially missing, even if we agree that our understanding
of the Arctic climate will depend more and more on modeling,
guided by data assimilation. Walsh and Zwal/y [1990] consider
that so many points have to be assessed in models and products
derived from the observations that these two possible ap­
proaches to quantify the ice pack on the basis of numerical
modeling or observations have still to be compared with each
other and improved.
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Although they are designed to measure winds at the ocean
surface, scatterometers provide valuable information over sea
ice with a resolution similar to that of the SSM/I. The active
microwave instruments in wind mode (AMI-wind) flown
aboard the European Remote Sensing Satellites (ERS) are C
band (5.3 GHz), vertically (VV)-polarized scatterometers.
AMI-wind data have been provided by ERS-1 from August
1991 to June 1996 and since then by ERS-2. Because the
AMI-wind backscatter over sea ice is independent of the azi­
muth angle but varies as a function of incidence angle, maps of
the backscatter coefficient at a fixed incidence angle of 40°
[Gohin and Cavanie, 1994] have been produced and distributed
by the Centre ERS d'Archivage et de Traitement (CERSAT)
after projection on the same polar grid used by the National
Snow and Ice Data Center (NSIDC) to present SSM/1 data.
Backscatter data can thus be conveniently compared to the
brightness temperatures as well as to the derived products of
the SSM/I (ice concentration and ice type).

In this study the variability of ice parameters retrieved from
low-resolution microwave instruments is investigated by fol­
lowing the evolution, with time, of the microwave signatures of
a large ice feature drifting toward the Fram Strait. Over the
area studied, which was almost fully ice covered, the multiyear
ice concentration is of particular importance. As noted by
several authors [Comiso, 1986, 1990; Thomas, 1993; Kwok et
al., 1996], this multiycar ice concentration as obtained from
SSM/I fluctuates during the cold season and is low compared
to the ice concentration estimated at the end of the previous
summer.
The present Lagrangian approach enlarges a concept al­

ready presented by Kwok et al. (1995], who proposed to deter­
mine the age distribution of sea ice from Lagrangian observa­
tions of ice displacements estimated from SAR data; they
selected a timescale in days and a 5-km pixel size. Our study is
based on a timescale of months and a pixel size of 25 km, which
are adapted to the size of the Arctic Ocean, the mean resi­
dence time of sea ice from its formation to its evacuation, and
the size of the selected ice feature. This feature, which covers
about 400,000 krrr', is followed from its initial formation (as ice
surviving its first summer) along the northern shores of No­
vosibirskiyc Ostrova (New Siberian Islands) at the end of July
1992 until its evacuation through the Fram Strait in May 1995.
Eulerian fields of ice displacement, for 8-weck periods, arc

calculated over the Arctic Ocean by a two-step procedure using
both backscatter maps and buoy data from the International
Arctic Buoy Program (IABP). By applying the successive dis­
placement fields to each pixel of the selected ice feature a
Lagrangian series of microwave observations is produced. This
2~-year time series sets in evidence the seasonal and interan­
nual fluctuations of the active (AMI-wind) and passive (SSM/I)
microwave signatures of ice as it progresses through the Arctic
Ocean and ages, evolving from the state of essentially second­
ycar ice to that of third- and fourth-year ice. Thus variations in
active and passive microwave signatures arc observed without
any significant perturbation caused by ice advection.

2. Data
2.1. Buoy Data
The buoy data have been obtained from the Polar Science

Center at the University of Washington. The data set contains
daily positions in latitude and longitude as well as the identi-

fication code of the buoys. These positions have been trans­
formed in horizontal and vertical coordinates (respectively col­
umns and rows) on the 25- X 25-km resolution, 304- X 448-
pixel grid of the stcrcopolar projection used at NSIDC
[Gloersen et al., 1992].
At the start day of this study (December 3, 1992), 45 buoys

were deployed over the area selected for ice tracking (Plate 1).
In March 1993, 11 buoys were added to the network, with an
important concentration north of Novosibirskiye Ostrova,
around the ice feature to be tracked. As about one tenth of the
buoy positions arc missing on a daily basis, the number of buoy
displacements, calculated using pairs of individual positions 8
weeks apart, is reduced to <40.

2.2. Satellite Data
2.2.1. AMI-wind backscatter data. The AMI-wind has

three antennas pointing 45°, 90°, and 135° to the right of the
satellite ground track. Thus, because the satellite is yaw
steered, the fore and aft beams point to the surface with the
same incidence angles. The antenna swaths arc composed of 19
cells, 25 by 25 km in size, starting 225 km from the ground
track. Given a nominal flight altitude of 800 km, the incidence
angles of the electromagnetic beams vary approximately from
25° to 59° for the fore and aft beam and from 18°to 45° for the
central beam. The noise level of the individual backscatter
measurements is about 6% and is almost constant over the
whole range of incidence angles and backscatter values, <T0.

Over consolidated sea ice, within the range of incidence
angle (11)of the AMI-wind, <To(in decibels) is well described by
a linear function of e. the slope depending on sea ice type
[Gohin and Cavanie, 1994].A similar behavior was observed by
Drinkwater and Carsey [1991] over the Antarctic Ocean for
Scasat A scattcrometer system (SASS) at Ku band. This prop­
erty is used to map backscatter values at the constant incidence
angle of 40° (<T~0) over the whole polar ocean. Because of the
grid size, of the ERS orbiting cycle (3-, 35-, or 135-day repeat
cycle), of the 500-km swath of the AMI-wind, and of interrup­
tions due to SAR imaging mode, it proved necessary to use 1
week of data in order to cover the whole polar ocean and
obtain a reasonable stability of the final map. The following
procedure is used: for each cell of the polar grid an estimation
of d ald e is performed using, on the one hand, the <T0at the
incidence angle of the central antenna and, on the other hand,
the average of the <Toof the fore and aft beams. For each pixel
and over the whole week a mean sloped ol d IJ is estimated, and
by applying the linear equation (1), <T~0 are calculated and
averaged.

II II d a
<T4o=if11+dfJ(40-li) ( 1)

During the cold seasons, using two consecutive maps and as­
suming that. over selected areas and pixel by pixel, the differ­
ences of <r~0are only due to measurement and processing
noise, it is possible to estimate the quality of the final image as
the square root of half the variance of the relative differences.
Such a computation indicates that the relative noise decreases
from 8 to 2'/r when <T~o increases from 0.0025 to 0.15. In the
following. only rr~0values will be used, thus the subscript '"40"
will be dropped in the notation.

Plate l presents a time series of <Tomaps, from December
1992 to May 1995, on which arc plotted the IABP buoy posi­
tions. During the summer periods, because of surface melt and



GOHIN ET AL: MICROWAVE SIGNATURES OF A DRIFTING ICE FEATURE 8179

SUMMER

1993

94/04/21

(k)

low -)!'I••••

SUMMER

1994

(I) 95/03/23

Backscatter coefficient: 0 to 0.16
In brown: open water or erroneous data
In blue: unobserved region

(f) (g) 94/02/24

ponds. backscatter signatures deviate so much from those of
winter sea ice that they arc useless for tracking; therefore
corresponding maps were skipped. Although year to year back­
scatter variations are evident. for example, north of Greenland,
the annual signatures remain stable throughout the winter

(i) 94/10/06

(m) 95/05/18

(j)

(n)

Plate 1. Weekly active microwave instrument in wind mode (AMI-wind) backscatter maps spanning the drift
of the selected ice feature. Three arrows show its positions after the summers of 1992, 1993, and 1994. Images
arc separated by 8-week periods centered on the indicated dates. Red crosses indicate buoy positions. Plate
1n shows the area where displacements arc calculated and the limit of the Fram Strait area, in red.

periods with some indication of surface changes in late April or
May. The stability of o" allows us to identify the sea ice struc­
ture, marked by an arrow, on the December 1992 map and to
follow it. visually. during its 1992-1993 winter drift until sum­
mer melt blurs the map.
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2.2.2. SSM/I data. The SSM/I measures microwave emis­
sion at 19.35, 37.0, and 85.5 GHz in both vertical and horizon­
tal polarizations and at 22.23 GHz in vertical polarization only.
The footprint sizes are 55, 32, 13, and 49 km, respectively. The
incidence angle is constant and equal to 53°.
The data used here are the daily Defense Meteorological

Satellite Program (DMSP) Fl 1 brightness temperature grids at
19 GHz (vertical and horizontal polarization) and 37 GHz
(vertical polarization) provided by the NSIDC. These temper­
atures (Tb) are combined to compute the gradient and polar­
ization ratios (GR and PR) defined as GR = (Tb37,, -

Tb19,,)/(Tb37,, + Tb,9,,) and PR= (Tb,9,, - Tb,9h)l(Tb,9,,
+ Tb 19h). These ratios damp surface temperature changes
and are used as variables to characterize ice types and to
estimate first-year, multiyear, and total ice concentration
(CFY• CMY• CT) according to the NASA team algorithm
[Cavalieri, 1992]

CFY = (a0+a1PR + a2GR + a3PRGR)/D (2)

CMY = (b0 + b1PR + b2GR + b3PRGR)/D (3)

CT= CFY + CMY (4)

where

The coefficients a;, b;, and c, are derived from constant bright­
ness temperature of tie points corresponding to open water,
first-year, and multiyear ice for the Arctic or open water, type
A and type B ice for the Antarctic.

3. Estimation of Basin-Wide Ice Displacement
Fields
3.1. General Presentation of the Two-Step Method

The method developed to build ice displacement fields is
based on a two-step procedure somewhat similar to that em­
ployed by Fily and Rothrock [1987], adapted to our low­
resolution satellite data. Fily and Rothrock track sea ice by a
nested correlation method applied to Seasat SAR images.
From highly smoothed images they calculate a first-guess dis­
placement field, used to guide the search for maximum corre­
lation between small areas of ice common to two successive
high-resolution images. Here first-guess displacements are cal­
culated on the NSIDC grid for one pixel out of four along both
horizontal and vertical axes (100- X 100-km coarse grid). The
horizontal and vertical displacements are obtained from IABP
buoy displacements by an objective interpolation method, krig­
ing [Olea, 1974]. For each displacement on the coarse grid,
kriging yields an estimation of the local error. A detailed de­
scription of kriging is presented in section 3.2.
The second step of the procedure takes advantage of the

stability of u0 in time. Ice located at point X (Plate 2e-2f) is
supposed to have drifted to a new position located within a
circle whose radius is proportional to the error estimation. The
center of the circle, X0, corresponds to the initial position
shifted by the first-guess displacement. On the fine grid, all 7-
x 7-pixel arrays of the backscatter image 8 weeks later, whose
center pixels fall within the circle, are searched to find the one
that has the maximum correlation with the 7 X 7 array cen­
tered on X on the initial image. When a highly correlated array
is found, the center of this array defines a new tie point X'
associated to X. Limiting the search to circular areas con-

strained by the error estimations provided by the kriging pro­
cedure gives the tracking algorithm the required restriction for
search (unlimited areas would lead to many fliers); for points
in the vicinity of buoys the first-guess displacement will not be
modified since the radius of the circle will be small due to the
reduced error estimate. Details of this search procedure, ap­
plied automatically on every point of the coarse grid, are given
in section 3.4. By kriging, a new estimation of the displacement
field over the coarse grid can now be made using both buoy and
backscatter image displacements. Finally, over the Arctic area
selected (colored in orange on Plate 1n), a bilinear interpola­
tion is applied to extend the displacement fields over the fine
NSIDC grid.
The improvement due to the second step will not be uniform

on the grid, as some areas have been deliberately excluded (the
Fram Strait area within the red box, on Plate ln) or are de­
prived of AMI-wind observations because of SAR operation
(part of the Beaufort Sea on Plate lg). The method will be
most efficient in places where ice is strongly featured; such
conditions are found around the ice feature originating from
north of Novosibirskiye Ostrova, particularly during the 1992-
1993 cold season.

3.2. Kriging Hypotheses
Considering the random variable D(x), where D is the dis­

placement along the X or Y axis, we have to set a minimum
number of hypotheses that are necessary to obtain the estima­
tions of D. Elementary hypotheses in geostatistics [Matheron,
1970] do not deal with the mean value of D(x) at any location
x, as the mean is unknown and different from one location to
another, but deal with the increments [D(x + h) - D(x)] of
the random variable D between two locations x and x + h.
They are formulated as

cg[D(x + h) - D(x)] = 0

V(h) = Icg{[D(x + h) - D(x)]2}

(6)

(7)

where '£ is the expected value and V is the semivariogram.
Equation (6) states that there is no trend in the increments of
the displacement, and (7) states that their variance depends
only on the distance, h, between their locations and not on
their specific locations.
The semivariograms of the displacements along the X and Y

axes have been modeled using the so-called spherical model
[Curran, 1988].

V(h) = S[l.5(h!a) - 0.5(h!a)3] h -s a (8)

(9)V(h) = S h>a

where S and a are defined as the sill and the range, respectively.
Figure 1 shows the adjustment of parameters S and a to the

experimental semivariograms. For both components of the dis­
placement a unique range has been estimated equal to 100
pixels (2500 km). However, the X and Y displacement sills are
very different, 20 and 45 square pixels, respectively. The higher
sill observed for the Y component can be explained by its
strong gradient north of the Fram Strait. As ice approaches the
Strait, it moves slowly horizontally while it accelerates along
the Y axis.

3.3. Estimating the Displacement by Kriging
For each point of the coarse grid over the selected Arctic

ocean area the ice displacement is estimated by local kriging
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(c) (d)

92/12/03 to 93/01/28

SCALES: low-- -high

Displacement: 0 to 25 pixels (0 to 625 km)
Standard Error: 0 to 12.5 pixels

(e) (f)

25 to 31/0l/93 22 to 28/03/93
Plate 2. Ice motion estimated for the three initial periods of the study (a) from buoys alone and (b) from
buoys and images. Standard error of the ice drift for the first period is presented (c) for buoys only and (d)
for buoys and images. (e, f) The method to modify the initial displacement field calculated from the buoy
displacements alone is illustrated. X is a location on the coarse grid to which is associated, by kriging of buoy
data, position X0. This first-guess position is improved by searching for the 7- x 7-pixel array B most
correlated to the array A centered on X.

using the six closest displacements. The kriging estimator,
D * (x), is a linear combination of D (x;)

D*(x) = L A;D(x;) (I 0)

-.c>
(a)

distance in pixel (25 km)

The A; result from the minimization of the variance of er­
rors, 115{[D * (x) - D(x) ]2}, under the condition of no bias,
~ [D * (x) - D(x)) = 0. The latter condition is satisfied by
choosing the weights, A;, such that their sum is equal to one.
Then from (6)

(b)

+,+

20 ...
distance in pixel (25 km)

Figure 1. Semivariograms of ice displacements for 8-week periods along the (a) X and (b) Y axis of the
National Snow and Ice Data Center (NSIDC) polar grid.
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cg[D*(x) - D(x)] =cg[ ;~6 A;D(x;) - D(x)]

= L A;cg[D(x;) - D(x)] = 0 (11)
i=l,6

From (7) and the constraint on the sum of the A; the following
equation results [Matheron, 1970]

cg{[D*(x) - D(x)]2} = L AY[h(x;, x)]
i=l,6

i= 1,6j=:;1.6

The minimization of cg{ [D * (x) - D (x) ]2} leads to a set of
equations linear in A;, which, after inversion, yields unique A;
solutions.

3.4. Extracting Displacement From Successive Backscatter
Images

In order to improve the displacement field estimated from
buoy data alone, displacements are also deduced from succes­
sive backscatter images and incorporated in the set of second­
step displacements. Each pixel on the coarse grid is now con­
sidered as the center of a 7- X 7-pixel array on the fine grid.

For a pair of 7 X 7 pixel arrays, A on the initial image and
Bon the following image, the correlation ca.I> is defined as

i=l.11

c., = - 12: 2: (13). : ((]'II . - ull)' ((]'II . - ull)'' (/./ (/ bi h
\i=l.11 i=l.11

where u:; and u;; are the means of the arrays A and B and n is
the number of validated pairs (u'.;_;, u);_;) extracted from the
arrays. Each pair (u'.;_;, u;~_;) is validated if both backscatter
data have not been recognized as land, open water, or spurious
observations (such cases occur during the AMI-wind/SAR
switches). If n , the maximum value of which is equal to 49, is
lower than 41, the displacement is not validated.

If the correlation between array A and array Bis >0.75, the
initial displacement is kept unchanged. If not, the algorithm
seeks the maximum correlation at successive distances increas­
ing either from one to six pixels or twice the standard error of
kriging, the smaller of the two being chosen; the standard error
of kriging is defined as the square root of the sum of the error
variances along the horizontal and vertical axes. When a cor­
relation >0.75 is found, the search for maximum correlation
does not extend beyond that distance; the displacement is
validated and added to the set of buoy displacements. The
displacement is not validated if the correlation coefficient does
not reach a value of 0.75. These additional displacements, with
an error variance set to 8 square pixels, are then used for
kriging. This value of the error variance gives them little weight
when buoy data are present in their vicinity.

The performance of the algorithm is linked to the evolution
of the correlation, C(d), as the lag, d, increases from 0 to 5
pixels. For A centered on a buoy position and B centered on
the position of the same buoy, 8 weeks later, the correlation
coefficient, noted C(O), would be equal to 1 if u0 were per­
fectly stable and if ice were rigid, without convergence or
divergence. Shifting B by a distanced (in pixels) in any direc­
tion around the true position of the buoy, the corresponding

correlation coefficient between A and B will decrease from
C(O) to C(d). The results of such a numerical experiment
applied to the pairs of buoy positions observed for the period
December 3, 1992, to May 20, 1993, are presented in Figure 2
in the form of histograms of the correlation coefficient for
artificial shifts, d, from 1 to 5 pixels. It can be seen that the
modes of the distributions ford = 0 to d = 2 are quite similar
(close to 0.75) and differ significantly from those for d 2: 3.
The probability of a correlation >0.75 decreases rapidly as the
distance increases and has the values 0.47, 0.36, and 0.24 re­
spectively for d = 0 to d = 2, respectively. Although these
results are encouraging, the quality of the displacements is, in
practice, judged by their ability to retrieve the motion and the
deformation of a selected ice feature, as described in section 4
of this study.
As an illustration of the results of the method, Plate 2 pre­

sents the estimated fields for three consecutive 8-week periods,
starting on December 3, 1992, and ending on May 20, 1993,
obtained by using the buoys alone (initial displacement field
shown on Plate 2a) and after adding scatterometer data (Plate
2b). Displacement fields can be quite different, but the general
features of Plate 2 are in good agreement with the mean
circulation [Colony and Thorndike, 1984; Serreze et al., 1989],
dominated by the transpolar flow and the anticyclonic gyre of
the Beaufort Sea. Except in the Fram Strait area, in which the
satellite data have been intentionally excluded, and the north
pole area, where no satellite data are available because of
scatterometer coverage, the average precision of the ice dis­
placement estimation is improved but does not reach the low
levels of error variance in the vicinity of the buoys (Plates
2c-2d). In particular, the coastal features of the displacement
are more accurately determined when scatterometer data are
used. Plate 2c also reveals the poor accuracy of the displace­
ment field derived from the buoys to the north of Novosibir­
skiye Ostrova during the first two periods studied (from De­
cember 3, 1992, to March 25, 1993). The closest buoys, located
in the Beaufort Sea and north of Severnaya Zemlya, have
displacements relatively small compared to those of the area
where our selected ice structure appears (Plate 2a). This ex­
plains why during 8-week periods, the estimated ice displace­
ments are increased from one to two pixels (25 to 50 km) when
using AMI-Wind data. Although individually small, these im­
provements summed over a cold season make a significant
impact on the automatic tracking of ice features.

4. Formation and Displacement of the Selected
Ice Mass
4.1. Formation in July 1992

Cyclones are frequent in summertime and induce diver­
gence, which may decrease the ice concentration [Serrezeet al.,
1989], mainly in the Canadian Basin, where a maximum of
cyclonic activity is generally situated. At the end of July 1992,
however, a low-pressure system passed north of Novosibirskiye
Ostrova [Colony and Rigor, 1993], pushing ice along the north­
ern shores of the archipelago. From July 24 to August 6, 1992,
the evolution of the brightness temperature at 19 GHz (H),
Plate 3, shows how quickly the ice pack (characterized by its
higher temperatures) was transformed, being broken, melted,
and moved away as the cyclone progressed through the area.
Deep lows moved east of 180°E, enhancing ice divergence
north of Novosibirskiye Ostrova. In summer, u0 images cannot
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Figure 2. Histograms of correlation coefficients for 7- x 7-pixel cell arrays A and B, centered on the
positions of buoys 8 weeks apart (distance = 0), and for positions of array B artificially shifted from 1 to 5
pixels (distances from I to 5) in any direction.

be used directly because the contrast between open water and
ice, covered by melt ponds. is very low. Less sensitive in sum­
mer than the backscatter coefficient and better related to ice
concentration [Gohin, 1995]. images of the derivative of the
backscatter. d al dti, at 28° incidence angle (Plate 3d) show the
same characteristic feature as seen by the SSM/I. Though
poorly featured. the ice structure. contoured with a red ellipse
on Plates 3c-3d. is already visible at the beginning of August
1992. During August and September, satellite imagery. not
shown, confirms this initial situation. which evolves slowly until
October (Plates 3e-3h). when the microwave properties arc
stabilized.

4.2. Locations With Time
From the weekly <T11 map centered on December 3. 1992, a

subimagc is manually contoured. This ice area, visible on Plate
4a, is the ice feature selected for this study. It is essentially
composed of second-year ice which had just begun drifting
away from the Novosibirskiye Ostrova. Using the ice dis­
placement fields previously calculated. the position of each
subimagc pixel is located on the following backscatter im-

age, and the corresponding subimagc is extracted. Plate 4
presents the time series of the ice feature positions as obtained
by this method. The quality of the restitution can be estimated
by looking at the three first subimages selected from January to
May 1993. Although <r0 evolves, slowly in winter and more
quickly in spring. the contours of the selected ice are well
retrieved. as well as they could be obtained manually. In No­
vember 1993. <T11 has increased, and the northern part of the
feature is hardly discernible from the neighboring ice, while its
southern part is quite distinguishable, characterized by high
backscatter coefficients (Plate le). Ice displacement in the
southern part of the feature is less than it is farther in the
north. The difference increases with time as the feature is
stretched. Three points, indicated on Plate 4a, have been se­
lected on the images, and their displacements, every 8 weeks,
are shown on Figure 3. The northern pixel, PI, constantly in
the transpolar drift stream, reaches 80°N by August 1994. Its
mean displacement is 215 km over 8 weeks, compared to 208
and 154 km for the central and southern pixels. P2 and P3,
respectively.
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Plate 3. Summer data over the Arctic. (a-c) Images of brightness temperature at 19 GHz (H). (d) The
derivative of (J'o as a function of the incidence angle confirms the formation of the structure. At the beginning
of October, the structure is visible (e) on the image of (]'0, as well as (f) on the image of the brightness
temperature. The pressure fields averaged over June and July (i) 1992 and U) 1996, and the displacement fields
produced by the International Arctic Buoy Program are shown. The meteorological situation in summer 1996
led to a backscatter distribution in (k) October, similar to that observed in 1992.

5. Evolution of Microwave Signatures
and Multiyear Ice Concentration
5.1. Microwave Signatures
An opposite evolution in backscatter coefficient and in

brightness temperature is expected [Ezraty et al., 1994], as the
parameters are respectively linked to the reflectivity, I', and the
emissivity, s, which, at a given wavelength and polarization, is

equal to 1 - r. However, differences in wavelengths and inci­
dence angles between active and passive microwave measure­
ments generate significant variations.

Generally, the opposite trends expected in active and passive
signatures are observed (Plates 3e-3f). However, a maximum
in (J'o occurs on that oart of the ice feature closest to Novosibir­
skiye Ostrova, while the minimum in brightness temperature is
observed farther north. This behavior is also confirmed by the
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Plate .i. Detail of images along the track of the selected structure; (a) AMI-wind backscatter coefficient and
(b) SSM/I brightness temperature at 37 GHz (V).

scatterplot of 37 GHz (V) brightness temperature versus <T" on
December 3. 1992 (Figure 4d). On Figure 4d the cloud or
points splits into two branches: the bottom one. which includes
most of the cells of the feature. reaches a minimum in bright­
ness temperature associated to the highest multivear concen­
tration while the upper one contains the highest values of rr",
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associated with the cells in the vicinity of the coast. The to­
pography of the ice surface there, likely to be rough as the pack
has been pushed and compressed to the coast, plays an impor­
tant role in the o" increase. As expected from previous studies,
[ Wi.1111a1111et al .. 1996 J. the time series of <r0 averaged over the
selected feature for a given cold season is much more stable in
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Figure 3. Time series of the estimated displacements over 8-week periods for points Pl (asterisk), P2
(diamond), and P3 (cross). Initial locations are l72°45'E, 82°20'N; 162°25'E, 79°50'N; and 154°E, 75°30'N,
respectively.

time than the following passive microwave parameters: bright­
ness temperature, GR, or multiyear ice concentration (Figure
5). This stability in u0 is attested not only by the regular level
of the averaged backscatter coefficient during the first and the
second season but also by the stability of the standard deviation
observed on the selected feature (Figure 5b). A small decrease
in o", appearing in spring, coincides with a relatively high
increase in brightness temperature and a larger dispersion of

the data. In 1994 the decrease occurs in late April, as shown by
the time series of the mean u0; this is also visible on the
corresponding images of Plates 4a-4b.
A significant negative trend in u0 occurs only during the

third cold season, but by this time the ice feature is exiting
through the Fram Strait, and significant divergence, linked to
the creation of open water areas, is a reasonable explanation of
this evolution. This is confirmed by the clouds of points in the
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concentration versus <r0 for the sea ice structure at the beginning of the three cold seasons.
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of multiyear ice concentration (diamond) and number of observed ice pixels during the drift (asterisk).



8188 GOHIN ET AL.: MICROWAVE SIGNATURES OF A DRIFTING ICE FEATURE

19-GHz (V) versus 37-GHz (V) brightness temperature plots,
which depart from the well-known straight line behavior
[Comiso, 1986) only during the 1994-199S winter (Figure 4c).

5.2. Multiyear Ice Concentration
The gradient ratio (Figure Sc) decreased from December

1992 to March 1993while, inversely, the multiyear ice concen­
tration evolved from 4S to 60%. Because this increase in mul­
tiyear ice concentration cannot be justified by advection, it is
clearly the result of transformations in the electromagnetic
properties of the ice. As noted by Comiso [1990), multiyear ice
floes could have first-year ice signatures, especially in zones
subject to atmospheric and oceanic forcings; this was the situ­
ation encountered in summer 1992 in the area where the ice
feature studied was formed. Drainage with time of the saline
surface of this second-year ice and the decrease in air temper­
ature due to the displacement toward the north pole and to the
seasonal evolution have probably more affected the surface,
including the snow cover [Cavalieri et al., 1991) than the inte­
rior of the ice. The stability of u0during that period shows that
ice is not significantly modified, neither in its surface topogra­
phy nor in its deeper layers sensed by the scatterometer at C
band. As noted previously by several authors in different con­
texts [Comiso, 1986, 1990; Thomas, 1993;Kwok et al., 1996) but
here in a Lagrangian frame, multiyear ice concentrations, as
given by the NASA team algorithm, fluctuate considerably in
the course of the cold season (Figure Sc). The gradient ratio,
far from being constant, is seen to be inversely correlated to
the 37-GHz (V) brightness temperature. This important cor­
relation had already been noted but in the context of fixed
geographical areas, so that influence of advection could not be
eliminated [Wismann et al., 1996).

During the second year of observation, the feature, com­
posed essentially of third-year ice drifting in the vicinity of the
north pole, shows a more regular pattern in backscatter and
brightness temperature. The multiyear ice concentration is sta­
ble and estimated to 7So/c,which is probably a little low but not
unrealistic for third-year ice. The mean level of u0 has signif­
icantly increased after the summer and stays at a level equiv­
alent to the highest observed during the previous year near the
structure. A slow decrease of u0 occurs during the third year of
observation. This decrease of o" can be attributed to an in­
crease of new ice concentration as ice diverges on approaching
the Fram Strait. The multiyear ice concentration reaches 60%
in January 1995 before decreasing from March to May, by
which time most of the initial structure has passed Fram Strait
(Plate 4) and melted or mixed with younger ice.

6. Summary and Conclusion
6.1. Ice Displacement Fields

Over the Arctic Ocean, scattered multiyear ice or contrasted
boundaries in o" within second-year ice areas, due to local
roughness effects, create contours on backscatter maps that
can be utilized for tracking; from year to year, backscatter
maps show very different situations, some years being much
more favorable for this purpose. Varying atmospheric condi­
tions in summer are crucial as they produce features which will
persist through the cold season. In the autumns of 1992 (Plate
3e) and 1996 (Plate 3k), many features of second-year ice
appear on the backscatter images. As in 1992, the situation in
1996 can be explained by the atmospheric cyclonic circulation

in summer (Plate 3j), which has modified the usual ice distri­
bution.
To follow the selected ice structure, we have constructed

displacement fields of Arctic sea ice based on buoy positions
combined with displacements estimated by automatic tracking
using successive backscatter maps. Our aim was to follow an
identified ice feature and not to provide a general algorithm
for estimating the ice displacement over the whole Arctic
Ocean in all seasons. For that purpose it would have been
absolutely necessary to include wind data [Thorndike and Col­
ony, 1982). Our procedure is efficient enough to retrieve the ice
displacements accurately in the vicinity of buoys and, during
the cold season from October to May, at locations where the
backscatter maps show high contrasts. This was the case in the
vicinity of the ice feature that we selected. The Eulerian dis­
placement fields, applied to the cells of the structure, defined
in early December 1992, have allowed a realistic tracking of its
displacements, verifiable during the first year.
In the vicinity of the Fram Strait, the method described is ill

adapted to study sea ice dynamics because of the rapid sea ice
evolution both in space and time. Divergence in this area of
accelerated displacements and strong tidal processes on the
Yermak Plateau lead to a complex mixing of old, new, and
broken first-year ice. In such a region, daily SSM/I 8S-GHz
brightness temperatures, advanced very high resolution radi­
ometer (AVHRR) observations, when atmospheric conditions
are clear, or SAR data [Kergomard et al., 1994; Karnes, 1994)
much better describe the situation of the polar pack ice.

6.2. Evolution of Microwave Signatures
The active and passive microwave signatures evolve coher­

ently during the drift of the structure, showing, on average,
opposite trends. However, in its earlier stages the backscatter
peak is shifted toward the coast, where ice is likely to have been
crushed and ridged. During the first cold season the average u0

of the structure, which is classified as second-year ice, is con­
stant while the brightness temperatures and the GR show a
more erratic behavior; this leads to unrealistic fluctuations in
the multiyear ice concentration as evaluated from the NASA
team algorithm. We note an increase in multiyear ice concen­
tration from 40 to 6S% from December 1992 to March 1993
while convergence seems to be quite limited because of the u0
stability. Successive backscatter images show a stretching of the
selected ice feature, its northern part drifting slightly faster, in
an environment of lower multiyear ice concentration. It is
interesting to note that during another cold season and for
perennial ice of the Beaufort Sea, Kwok et al. [1996) have
observed a decrease in the multiyear ice concentration. If the
decrease in spring, observed at the end of the cold seasons
(May 1993 and April 1994), can be attributed to an increase in
atmospheric water vapor, the winter trend is difficult to explain
without taking into account a change in emissivity or an effect
of the physical temperature as ice is drifting northward.
We agree with the conclusions already published by Thomas

[1993) that there are several "types" of multiyear ice, each with
its own radiometric signature, itself dependent on the physical
temperature which varies spatially. Although there exists a
clear relationship between the GR and multiyear ice concen­
tration, it seems to be an impossible task to accurately and
coherently estimate the multiyear ice concentration from this
parameter alone without taking into account the spatial and
temporal continuity of the ice cover from the end of summer to
spring.
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Sea ice motion from satellite passive microwave imagery
assessed with ERS SAR and buoy motions
R. Kwok,1 A. Schweiger," D. A. Rothrock,2 S. Pang,1 and C. Kottmeier3

Abstract. Observing the motion of sea ice from space is analogous to observing wind
stress over the wet oceans; both provide surface forcing for modeling ocean dynamics. Ice
motion also directly provides the advective component of the equations governing the
mass balance of the sea ice cover. Thus its routine observation from space would be of
great value to understanding ice and ocean behavior. To demonstrate the feasibility of
creating a global multidecadal ice motion record from satellite passive microwave imagery
and to quantitatively assess the errors in the estimated ice motions, we have tracked ice
every 3 days in the Arctic Ocean and daily in the Fram Strait and Baffin Bay during the 8
winter months from October 1992 to May 1993 and daily in the Weddell Sea during the 8
winter months from March to October 1992. The method, which has been well used
previously, involves finding the spatial offset that maximizes the cross correlation of the
brightness temperature fields over 100-km patches in two images separated in time by
from 1 to 3 days. The resulting ice motions are compared with contemporaneous buoy­
and SAR-derived ice motions. The uncertainties in the displacement vectors, between 5
and 12 km, are better than the spatial resolution of the data. Both 85-GHz data with 12-
km spatial resolution and 37-GHz data with 25-km resolution are tracked. These trials
with the 37-GHz data are new and show quite surprisingly that the error is only about 1
km larger with these data than with the 12-km 85-GHz data. Errors are typically larger
than average in areas of lower ice concentration; in the most dynamic regions, particularly
near the ice edge in the Barents and Greenland Seas; and in zones of high shear. These
passive microwave ice motions show a large increase in spatial detail over motion fields
optimally interpolated from buoy and wind observations, especially where buoy data are
virtually absent such as near coasts and in some passages between the Arctic Ocean and
its peripheral seas. The feasibility of obtaining ice motion from the 37-GHz data in
addition to the 85-GHz data should allow an important record of ice motion to be
established for the duration of the scanning multichannel microwave radiometer (SMMR),
special sensor microwave/imager (SSM/1), and future microwave sensors, that is, from
1978 into the next millcnium.

1. Introduction
The circulation of sea ice determines the advective part of

the ice balance and provides a velocity boundary condition on
the ocean surface. The spatial gradient of this circulation, ice
deformation. controls the abundance of thin ice and therefore
the many surface processes dependent on thin ice, such as
turbulent heat ftux to the atmosphere and salt ftux into the
ocean. Convergent motion increases the local ice cover mass by
rafting and ridging. Sea ice motion is readily observed in sat­
ellite imagery, the scale of the observed motion being depen­
dent on the spatial resolution of this imagery. In recent years a
number of procedures [Fily and Rothrock, 1987; Kwok et al.,
1990: Emerv et al., 1991] have heen developed to recognize
common features in various types of sequential images to oh-
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tain displacement measurements. The quality of these mea­
surements depends more on geometric fidelity and image res­
olution than on a thorough physical understanding of the ice
signatures themselves. Imagery acquired by synthetic aperture
radars (SAR) and the advanced very high resolution radiom­
eter (AVHRR) are of particular importance for motion obser­
vations. The European Remote Sensing Satellites (ERS-1 and
ERS-2), the Japanese Earth Resources Satellite (JERS-1), and
the Canadian RADARSA T satellite all carry SARs; successive
high-resolution SAR imagery (=10-100 m) can provide almost
all-weather, diurnal observations of ice motion. Prior to RA­
DARSA T, large-scale motion measurements were limited by
the narrow SAR swath widths, about 100 km. The wide-swath
mode (500 km) of RADARSAT provides routine mapping of
the Arctic in <3 days. To date, the SAR data records of the
polar oceans, since the launch of ERS-1 in 1991, are still fairly
sparse because of limitations in swath width, orbit geometry,
and lack of onboard tape recorders on the ERS satellites.
AVHRR imagery provides wide-swath observations (1000 km)
at moderate resolution (= 1 km), but there are spatial gaps in
the parts of the ice cover obscured by clouds [Emery et al.,
1991]. The AVHRR record provides more extensive coverage
of the polar regions and dates back to 1981.

It has recently been demonstrated that despite its antenna
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Table 1. EFOV of the Relevant SSM/I Radiometer
Channels

Frequency, GHz EFOV, km

37.0
85.5

38 x 30
16 x 14

EFOV, effective field of view; SSM/I, special sensor microwave/
imager.

footprints of 10 or more kilometers, sequential imagery from
85-GHz special sensor microwave/imager (SSM/I) can provide
ice motion observations [Agnew et al., 1997; Liu et al., 1998].
We demonstrate here that one can obtain ice motion from the
37-GHz data as well. This offers an extraordinary opportunity
to create an ice motion data record starting in 1978 with the
scanning multichannel microwave radiometer (SMMR), which
had a 37-GHz channel but no 85-GHz channel and continuing
through the present and indefinitely into the future with
planned SSM/I and other passive microwave radiometers.
These measurements would be complementary to the higher­
resolution satellite observations described above.
The objective of this paper is to provide a quantitative as­

sessment of the ice motion observations obtained with 85-GHz
SSM/I and with 37-GHz SMMR data. The utility of these
measurements depends on an understanding of the errors in
displacement estimates. Our approach is to characterize these
uncertainties by comparing the derived motion with available
buoy and ERS SAR-derived ice motions. In the following
section the ice motion tracking procedure used to obtain the
displacement estimates is described, including the temporal
sampling issues of ice motion and the filtering of outliers. In
section 3 we compare 8 months of ice motion from the Arctic
and 8 months of ice motion from the Antarctic with buoy and
SAR ice motions. In section 4 we examine spatial features
visible in bimonthly mean drift patterns computed from the
results of section 3. One of the best long-term records of Arctic
ice motion comes from optimally interpolated buoy motions
augmented by surface geostrophic wind fields [Rigor and
Heiberg, 1997]. Section 4 also shows a comparison between
these buoy-wind-derived motion fields and those from SSM/I.
The latter show interesting spatial details missing in the
smoothed buoy/wind fields. Summary remarks are given in
section 5.

2. Ice Motion Tracking
2.1. Description of Tracker

The inputs to the ice motion tracker are sequential SSM/I
brightness temperature fields (obtained from the National
Snow and Ice Data Center) mapped onto rectangular grids in
a polar stereographic projection. The SSM/I instrument has a
swath width of 1394 km, and observations are made at an angle
of incidence of -53° at the Earth's surface. The gridded daily
brightness temperature fields are synthesized from data col­
lected from ascending and descending orbits. The 37-GHz
daily averages are binned, using a nearest neighbor scheme, to
square pixels with dimensions of 25 X 25 km and the higher­
resolution 85-GHz observations are binned to 12.5- X 12.5-
km-size pixels. Brightness temperatures observed over a 24-
hour period (midnight to midnight UT) are summed then
divided by the total number of observations to obtain an aver­
age brightness temperature at that pixel. Regions of open

ocean are masked out using analyzed fields of ice concentra­
tion derived from the same passive microwave observations.
Missing data values are replaced by the median value in the 3-
x 3-pixel neighborhood of that pixel. Sea ice displacements are
obtained by a motion tracker that identifies common features
in the successive brightness temperature fields. The procedure
used here is based on the algorithm described by Kwok et al.
[1990]. This routine was originally developed for production of
ice displacement fields from SAR imagery. Only an overview of
this tracking approach is given here. Instead, we provide a
more detailed account of issues associated with tracking ice
motion in passive microwave data.
In the motion tracker the magnitude of the normalized

cross-correlation coefficient is used as the measure of similarity
between features in the passive microwave data sets. The
method, which has been well used previously, involves finding
the spatial offset that maximizes the cross-correlation coeffi­
cient of the brightness temperature fields of features in two
images separated in time. Features are n x n pixels of bright­
ness temperature arrays that we extract from an image. Start­
ing with an approximate location on the second image, we
compute the correlation coefficient between an array from the
first image and an array of the same size on the second image.
This correlation value is recorded. The computation is re­
peated at each position as the array from the first image is
shifted on a two-dimensional grid to obtain an array of corre­
lation coefficients. The peak of this sampled surface is re­
garded as the location of maximum similarity between the
arrays from the two images. The displacement vector is then
given by the difference in geographic location of the centers of
the two arrays. This procedure is repeated for each feature
extracted from the first image. The process involves two dif­
ferent steps which utilize this image matching procedure: the
first step is performed at the nominal resolution to find the
approximate location of these features and the second step
focuses on refinement of the location of these features in the
oversampled data set (discussed below). Fast Fourier trans­
forms are used to improve the efficiencies in the computation
of these correlation surfaces. After each step, filters are used to
discard outliers and inconsistent displacement vectors based
on the statistics of the displacement field. Details of these filter
can be found in work by Kwok and Cunningham [1993]. After
the outliers are removed, there are holes in the output field.
We do not interpolate to fill them. Below, we describe three
modifications to this process for measuring displacements in
the passive microwave data.
2.1.1. Location of correlation peak. Oversampling of the

correlation surface could be used to provide subpixel location
of the correlation peak. If the input data are optimally sam­
pled, we should be able to estimate the peak location to better
than the nominal spatial resolution of the sensor (see Table 1).
An alternative to oversampling the correlation surface is over­
sampling the input data, and this is the more efficient approach
when the data volumes are small as is the case here. Either
approach should give the same results. In our implementation
we use an oversampling factor of 6 for the input data, resulting
in a sample pixel spacing of -2.1 km for the 85-GHz data and
4.2 km for the 37-GHz data. With this oversampling factor, the
uncertainty in the location of the peak of the correlation sur­
face is determined by the pixel spacing of the oversampled
data. Even with an oversampling factor of 6, the quantization
noise of several kilometers is still significant for each vector
observation. To reduce the uncertainty due to sampling, the
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Figure 1. Three-day ice motion in the Arctic Basin from 85-GHz passive microwave data. Contours are
isobars overlaid on the motion field. Three-day buoy motions are shown .n white. The pressure ccntour
interval is 4 mbar. The grid spacing is 80 km.

subpixel location of the peak is estimated using the eight neigh­
borhood correlation values around the peak of the sampled
correlation surface. A biquadratic surface of the form f( x, y)
= 2:~ 0 a ;.·;i is fit to the nine correlation values; the maxima
of the function are then computed using the method of steep­
est descent. This effectively reduces errors caused by spatial
sampling of the correlation surface. This combination of over­
sampling factor and interpolation is a compromise between
data volume and computational throughput.
2.1.2. Weather/surface change filter. The normalized

correlation coefficient as a measure of similarity is insensitive
to the absolute brightness levels of the arrays or features being
compared. Both the 85- and 37-GHz channel observations are
affected by clouds, atmospheric water vapor content, and

changes in surface conditions (such as snow properties), and
fairly significant charges in brightness temperature levels arc
associated with some of these phenomena. Tc avoid the de­
tection of a false match between features using solely the
normalized correlation coefficient. a match between features
has to satisfy an additional condition that the difference be­
tween the mean brightness temperature levels of the two arrays
is <10% of the observed brightness temperature. This thresh­
old, which is a rather arbitrary choice. seems to be effective in
removing areas that arc dissimilar in brightness temperature or
contaminated by atmospheric emissions. We find that this filter
typically removes one to two observations per vector field. At
times when there is severe weather, especially in the Weddell Sea,
it could remove erroneous motion estimates from a large region.
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Fram 930408_930409 85V(black) buoy( white) motion vectors

Figure 2. One-day ice motion in the Fram Strait and Baffin Bay and surroundings from 85-GHz passive
microwave data. Contours are isobars overlaid on the motion field. One-day buoy motions are shown in white.
The pressure contour interval is 4 mbar. The grid spacing is 40 km.

2.1.3. Filtering of outliers. The output displacement vec­
tor fields arc further filtered using the wind field. We use the
wine direction to constrain the direction of the output vectors.
Displacement vectors that arc not within 90° of the wind di­
rection arc discarded. The tolerance of this filter is set rather
high because of uncertainty in the quality of the wind fields and
because ice motion is not entirely wind driven. We use the
reanalyzed wind fields from the National Center for Environ­
ment Prediction for this purpose.
2.2. Sampling Issues
Although the SSM/I products provide daily maps of the

polar regions, the coarse resolution of the sensor limits the
observability of displacements that are comparable to the foot-

print (Table I). In other words, the resultant field would be
quite noisy if we attempt to derive daily ice motion fields in the
winter Beaufort Sea where the climatologically mean sea ice
motion is between 2 and 5 krn/d, small compared to the I2-
15-km sensor resolution. Lengthening the time separation
would enlarge the signal (displacement relative to the noise,
resolution). Another consideration, however, is the change in
the passive microwave signature of the features being tracked.
The temporal correlation of the data tend to decrease as the
areal fraction of sea ice types change with time due to advec­
tion, opening/closing, and ice growth. The determination of the
temporal sampling interval of the motion field should be based
on a balance of these factors.
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Figure 3. One-day ice motion in the Weddell Sea from 85-GHz passive microwave data. Contours arc
isobars overlaid on the motion field. One-day buoy motions arc shown in white. The pressure contour interval
is 4 mbar. T'1e grid spacing is 80 km.

Our approach is to subset the daily SSM/l products into
different regions such that the sampling interval of these dis­
placement fields are based appropriately on the expected mo­
tion of sea ice in these regions. In the comparisons and exam­
ples that follow we use I- and 3-day sampling intervals for ice
motion in two regions of the Arctic and one in the Weddell
Sea.

2.3. Summer Ice Motion
Summer passive microwave data are typically not suitable

for ice motion observations because of the opacity of the at­
mosphere during these months (June-September in the Arctic
and November-February in the Antarctic). The observed 85-
and 37-GHz brightness temperatures tend to have large con-

tributions from the atmospheric emissions due to the increase
in water vapor and cloud liquid water content in the summer.
Melt/freeze cycles also increase the variability of surface emis­
sivity. The derived ice motion, on the basis of our approach.
tends to be unreliable between the onset of melt in the spring
and freeze in the fall. This introduces a gap in the annual ice
motion record which needs to be filled by some otter means.
In the following section we restrict our attention to passive
microwave ice motion estimates from the winter months.

2.4. Regional Motion Fields
We select three regional subsets of data from the gridded

brightness temperature fields for our illustration here and for
our comparative analysis in the next section. The first region
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Table 2. Comparison of 85-GHz Ice Motion With Buoy Motion for Octoher 1992 to May 1993 (Arctic) and March 1992 to
October 1992 (Antarctic)

Channel, Interval, ti, e_,-, e,., e, Number
Region GHz days km km km km Scale p of Points

All Points
Arctic 85 v 3 -1.0(11.1) I. I (8.9) 0.8 (10.8) 0.5(46.5) 6.6(47.1) 0.76 2119

85 H 3 -0.9 (11.7) 1.2(9.9) 1.2(11.2) 3.0(50.4) 6.7(49.2) 0.72 2097
Fram Strait/BaffinBay 85 v 1 0.5 (5.3) 0.3(4.3) 0.2(5.2) -2.7 (65.4) 4.2(9.5) 0.76 1054

85 H I 0.3 (6.0) 0.4(4.7) 0.8(6.0) 1.7(66.7) 4.6(13.3) 0.67 1028
Weddell Sea 85v 1 2.1(7.8) 0.6(7.4) 0.1 (8.2) 1.7(59.6) 2.5(7.8) 0.67 1553

Excluding Points With Small Displacements
Arctic 85 v 3 -1.2 (6.7) 0.9(7.3) 0.7(7.8) 1.7(30.6) 1.0(0.4) 0.86 1440

85 H 3 -1.1 (7.5) 0.6(8.5) 0.9(7.9) 3.2(32.8) 1.0(0.4) 0.83 1419
Fram Strait/BaffinBay 85v I 0.4(3.9) 0.3(4.7) -0.4 (5.0) 2.8(29.8) 1.1(0.4) 0.84 222

85 H I 0.1(4.0) 0.0(4.8) 0.0(5.1) -4.2 (31.5) 1.0(0.4) 0.83 205
Weddell Sea 85v I -0.6 (6.7) -0.l (8.3) 0.4(8.8) 2.6(44.0) 1.1(0.5) 0.78 719

In each set of numbers the first is the mean, and the number in parentheses is the standard deviation.V is verticallypolarized, and H is
horizontallypolarized.

encompasses the entire Arctic Basin, which we sample at 3-day
intervals. The second region covers Fram Strait and Baffin Bay
on the east and west coasts of Greenland. The last region is the
Weddell Sea. The ice motion in the latter two regions are
characterized by large ice displacements and deformation with
active ice growth/ablation in the winter. We use a I-day sam­
pling period in these regions. Examples of the 1- and 3-day
85-GHz displacement fields from these regions are shown in
Figures 1, 2, and 3. Note that the density of observations
obtained is still quite high after the filtering process. For com­
parison, buoy displacement vectors are shown along with the
observed displacement vectors. The agreement between the
displacement observations is quite remarkable; quantitative
evaluation of these fields is provided in the next section. Over­
lay of the surface pressure field over the derived motion field
also shows the circulation pattern to be generally tangent to
the isobars. We note here that all the vectors in the motion
field were generated by the tracking process, and no attempt
was made to fill in these holes by interpolation; there are grid
points where the tracker did not provide a motion observation.

3. Error Analysis
In order to quantify the uncertainties in the ice motion from

passive microwave data and to understand the utility of these
measurements, we compare the motion results with those de­
rived from drifting buoys and the analysis of sequential SAR
images. Motion information from buoys, available at 3-hour
intervals are used for comparison purposes because the higher
sampling rate allows us to better match the observation times
of the passive microwave data set without resorting to tempo­
ral interpolation of the position measurements. SAR-derived
ice motion is used in areas where no or few huoys are available.
This comparison study is done with SSM/l motion results from
the Arctic and Antarctic winters of 1992 and 1993. We also
compare the ice motion results obtained using the 37-GHz and
the 85-GHz channel data sets. The results show that we can
reliably obtain ice motion, albeit at a slightly higher level of
uncertainty, from the 37-GHz hrightness temperature fields.
The three regions used in our analysis, described in the previ­
ous section, have been selected because they have different
motion characteristics and buoy and SAR motions are avail­
able for comparisons.

3.1. Source of SAR and Buoy Motion
The SAR ice motion data set used here is ohtained by

tracking common features in sequential ERS-1 radar imagery
using a tracking approach similar to the one described here.
We compiled SAR motion measurements from two regions of
the Arctic: Beaufort Sea and Fram Strait. The gridded SAR ice
motion data from the Beaufort Sea are produced by the Geo­
physical Processor System [Kwok et al., 1990] at the Alaska
SAR Facility. The ERS SAR motions are typically produced
from images separated by 3 days. In total, 200 3-day displace­
ment fields on a 5-km grid covering an area of ~ 100 x 100 km
were available during this period. The Alaska SAR Facility
reception mask, however, does not cover the Fram Strait re­
gion, and no equivalent facility providing ice motion processing
exists for data outside its coverage area.
SAR ice motions for the Fram Strait region are computed

from images obtained from the European Space Agency. Low­
resolution quicklook images and high-resolution image prod­
ucts were reformatted to allow the computation of displace­
ments by a copy of the Geophysical Processor System located
at the Jet Propulsion Laboratory. Displacement errors are
estimated to be <300 m. Approximately 1000 image pairs at
time intervals varying from 1 to 7 days are obtained for this
region. However, the whole data set is not used here because
some motion pairs did not have suitable start times or correct
time separations between observations.
Buoy data are obtained from two different sources. Arctic

data were provided by the International Arctic Buoy Program
(IABP). The buoy positions at 3-hour intervals are interpo­
lated from positions sampled at 1-2-hour intervals by fitting a
polynomial to the time series data. The position accuracy is
estimated to be =350 m [Thorndike and Colony, 1980]. Buoy
data for the Weddell Sea were collected and preprocessed by
the Alfred Wegener Institute (AWI). Some of the buoys are
equipped with Global Positioning System (GPS) receivers. Er­
rors in positions are ~ 350 m for the buoys using the ARGOS
positioning system and better than 50 m for those using the
GPS system [Kottmeier et al., 1992].

3.2. Comparison With Buoy/SAR Ice Motion
Though spatially sparse, ice motions from the IABP buoys

are the best measurements for assessing the quality of passive
microwave motion because of its continuous temporal cover-
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Table 3. Comparison of 37-GHz Ice Motion With Buoy Motion for Octohcr 1992 to May 1993

Channel, Interval. ~' ex, ('\.. f!, Number
Region GHz days km km km km Scale p of Points

All Points
Arctic 37 v 3 -0.4 ( l0.6) 3.7 (8.7) 0.2 (9.2) -2.7 (49.l) 4.4 (19.8) 0.79 2242

37 H 3 0.6 ( l 1.3) 3.7 (9.8) 0.5 (10.l) -1.9 (51.6) 4.4 (22.1) 0.77 2181
Fram Strait/Baffin Bay 37 v 1 - l.7 (7.6) l.5 (5. l) 2.l (6.9) -2.1 (61.4) 2.5 (6.2) 0.61 590

37 H I -1.9(8.1) l .4 (5.3) 2.4(7.1) 3.4 (62.5) 2.7 (6.0) 0.57 573

Excluding Points With Small Displacements
Arctic 37 v 3 -0.3 (7.0) 3.7 (7.9) -0.4 (7.6) -0.8 (25.2) 1.0 (0.3) 0.89 842

37 H 3 0.2 (7.7) 3.5 (8.7) 0.0 (8.5) -0.3 (28.2) 1.1 (0.4) 0.87 853
Fram Strait/Baffin Bay 37 v 1 -0.2 (5.5) l.2(5.6) 0.2 (5.8) -2.0 (34.9) 1.l (0.5) 0.77 105

37 H l 0.0 (5.2) 0.7 (5.5) 0.3 (5.7) 2.0 (36.3) 1.1 (0.5) 0.78 106

In each set of numbers the first is the mean. and the number in parentheses is the standard deviation.

age. To date, SAR-derived ice motions are dependent on avail­
able reception facilities, and satellite coverage of the Arctic
and Antarctic are limited to certain regions and seasons. Re­
sults from the comparison of 8 months of Arctic and Antarctic
SSM/I ice motions with buoy and SAR ice motions are shown
in Tables 2, 3, and 4. Scatterplots of the passive microwave and
buoy motions are shown in Figures 4 and 5. In Tables 2-4 we
measure the quality of the displacement estimates with the
following quantities:

e UsSM/1- U,cr

llssM I • Uri.:f

e = arccos ~ssM11llu,c1I

2: UssM11· u,cr
p-- 2: lussM11llu,crl

scale = lussM!il/lu,crl

where e is the vector difference hetween UssM/I and urcf• where
ref denotes either huoy or SAR motion data. Here ex and e"
are the components of e in the two orthogonal directions
defined by the SSM/I polar stereographic map projection; the
abscissa and ordinate arc defined by the 45° and 135°E merid­
ians, respectively. The angular or directional difference be­
tween the two vectors is B; p is the correlation between two
displacement data sets, and scale is the ratio of the displace­
ment magnitudes of the motion estimates. The standard devi­
ations of the differences in each case are measures of unccr-

tainty in the derived displacement vectors. Each quantity
measures a different aspect of the displacement estimates.

The dominant sources of error in the measurement of mo­
tion are errors in geolocation of the pixels, u" (standard devi­
ation); location errors due to binning of the data, u,,; and
errors in ice motion tracking, <r1. Assuming that the errors are
normally distributed, unbiased, and uncorrelated, the expected
errors in the displacement estimates, u11, are given by [Holt et
al., 1992]

u~ = 2( <T~ + ul,) + u}
The expected magnitude of these and other errors are shown

in Table 5. Using these values, u11 is then ~ 16 and 25 km for
the 85- and 37-GHz motion estimates, respectively. If any of
these errors are correlated, the displacement uncertainties
would be reduced. We also note a shortcoming of the input
data used in motion tracking. Errors in the motion estimates
are introduced by the manner in which current gridded hright­
ness temperature data sets are constructed; ascending and
descending observations at different times are binned and av­
eraged to create the gridded field. Brightness temperatures
observed over a 24-hour period (midnight to midnight UT) are
summed then divided by the total number of observations to
obtain an average brightness temperature at a pixel. So fea­
tures are spatially distorted, and these fields of pixels are not
associated with a distinct instant in time. This creates a spatial
and temporal smearing or blurring of the brightness tempera­
ture fields, which is dependent on the magnitude of the local
ice motion. Accounting for the contribution these factors, we

Table 4. Comparison of SSM/I Ice Motion with SAR Motion for October 1992 to May 1993

Channel. Interval. ti. ex, c,., Ii. Number
Region GHz days km km km km Scale p of Points

All Points
Arctic 85 3 -0.9 (7.3) l.9(11.1) -0.8 (7.1) l.2 (44.2) 1.5 (3.7) 0.74 108

37 3 0.0 (7.3) 4.0 (12.3) -2.0 (7.7) 3.6 (46.9) 1.3 (2.0) 0.75 122
Fram Strait/Baffin Bay 85 l 0.3 (4.8) -0.2 (4.7) 0.2 (5.5) -2.8 (43.0) l.l (0.6) 0.84 105

37 l 0.1 (5.3) -0.l (3.9) 0.6 (6.4) -0.7 (50.2) 1.2 (0.7) 0.82 92

Excluding Points With Small Displacements
Arctic 85 3 -1.8(6.1) l.9 (5.9) - l.2 (6. l) 2.5 ( 15.3) l.O (0.3) 0.93 81

37 3 -0.3 (6.4) 4.0 (6.l) -2.l (6.5) 3.9 ( 18.l) 1.0 (0.3) 0.92 68
Fram Strait/Baffin Bay 85 l 0.8 (3.9) O.l (3.7) -0.l (5.0) -6.0 (25.9) 1.1 (0.4) 0.86 45

37 1 0.5 (3.4) -0.0 (2.7) -0.I (5.4) -7.3 (24.3) I. I (0.3) 0.87 39

In each set of numbers the first is the mean, and the number in parentheses is the standard deviation.
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expect displacement errors observed here to be larger than our
estimate of er" above.

Here our measurement process also contributes additional
uncertainties to the observation of a.: Since we use buoy/SAR
displacements as truth, errors in these quantities add to the
uncertainty of <T,,. However, the errors in the SAR and buoy
ice motions by themselves are relatively insignificant compared
to the sensor resolution, location, and tracking errors. There
are measurement errors, however, due to the spatial and tern·
poral misregistration of the passive microwave displacement
vectors and the buoy/SAR motions. In our comparison we
select grid points that are spatially (within 40 km) and tempo­
rally closest to available buoy/SAR observations for compari­
sons. We do not spatially or temporally interpolate the data
sets to colocate the observations. Hence the measurements
could be up to 12 hours (see discussion above) out of phase in
time and/or separated by a distance of 40 km. Any temporal
misregistration introduces variability into the comparison es­
pecially since sea ice motion on the average decorrelates fairly
quickly with time, 1 day [Thorndike, 1984]. Variability could
also be caused by the difference between the meaning of dis·
placement between SSM/I motion measurements and buoy/
SAR measurements. Motion derived from the passive micro­
wave data are areal averages of displacements over the array of
points (~ 100 x I00 km and 200 X 200 km in the 85- and
37-GHz data, respectively) used in the tracking procedure
while buoy displacements arc computed using sequential point
position measurements on the ice cover. We choose not to
interpolate the passive microwave motion to the buoy locations
because the observations already represent the mean motion
over a large area on the ice cover. Decorrelation of the buoy
measurements and passive microwave measurements is ex­
pected if there are large local velocity gradients. Altogether,
the measurement of u" is contaminated by the errors discussed
here.
The results in Tables 2, 3, and 4 indicate that the magnitude

of the uncertainties in displacement are slightly better than
that computed above. As given in Tables 2 and 3, the standard
errors are 13 km for Arctic Ocean, 7 km for Fram Strait, and
9 km for the Weddell Sea. The distribution of errors (Figure
4i) from the Weddell Sea results seem to have a larger scatter
because some of the buoys near the coast were motionless at
certain times during the season (see Figure 3) and atmospheric
contamination may be more of a problem in the Weddell Sea.
We also note that there are latitudinal differences between the
gridded fields used in the motion tracking; in the Arctic most
of the ice cover is above 70°N, and in the Antarctic most of the
ice cover is north of 70°S. The number of pixels used to com­
pute an average brightness temperature is smaller in the lower
latitudes because of the divergence of the orbits; there are
more missing passive microwave pixels in the Weddell Sea
fields compared to the Arctic Ocean.
The small biases in e_, and e, are discussed later in this

section. The directional errors between the passive microwave
ice motion and the buoy/SAR displacement vectors are small
and unbiased. However, the average ratios of the displacement
magnitudes (scale) of the measurements, which in the absense
of noise we expect to be unity, seem unreasonably large. In the
derived motion field we expect subresolution scale displace­
ments to be noisy and would give large "scale" errors, i.e., the
division of two numbers with low signal content. The mean
scale is greater than unity because of the larger uncertainty of
the passive microwave measurements in the numerator. Here
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Figure 5. Comparison of the 37-GHz ice motion with buoy displacements. (a) Scatterplot of u;sM;I versus
u.~""Y(3-day Arctic), (b) scatterplot of u_;'SM/Iversus u;uoy (3-day Arctic), (c) scatterplot of u ;sM;i versus u~uoy
(I-day Fram Strait/Baffin Bay), and (d) scatterplot of u_~sM;i versus u;uoy (I-day Fram Strait/Baffin Bay).

the uncertainty of the quantity in the numerator is on the order
of 5-10 km while the uncertainty of the denominator is -350
m, a difference of more than an order of magnitude. To ex­
amine the contribution of noisy vectors to the comparisons, we
excluded all data points where the displacements were less
than half the pixel spacing (6.25 km for 85-GHz data and 12.5

Table 5. Sources of Displacement Errors

Source Expecteda

Geolocationerror (a 9) [Goodberlet, 1990],km
SSM/Ibinningerror (a")
Trackingerror (a1)

8
0.5pixelspacing
=0.5 resolution
element

350/50
300

see text

Buoymotion (ARGOS/GPS),m
SARmotion (ERS), m
MisregistrationbetweenSSM/Iand buoy/SAR
icemotion

Temporal smearingof brightnesstemperature field see text

The expecteda is standard deviation.

km for 37-GHz data) and recomputed the statistics. More
points are excluded from the 37-GHz results. This choice of
threshold is not based on the data; rather, the expected error
in the displacement estimates is from the tracker. The results
in Tables 2, 3, and 4 show mean scale values close to unity as
well as a decrease in the variability in the directional differ­
ences between the measurements. The decrease in the number
of points used, after we excluded the points with small dis­
placements, indicates the number of observations with motion
which are less than the above thresholds. These results illus­
trate quite well the limitations of the observations; when the
motions are small compared to the spatial resolution of the
data, the displacements are noisy because they are comparable
to the noise amplitude. We do not suggest the deletion of small
displacement vectors from motion fields because the noise
contribution to individual estimates would be reduced (aver­
aging process) in the creation of mean fields of motion.

It is also remarkable that the uncertainty in the 37-GHz
motion (in Table 3) is only slightly worse than the 85-GHz
estimates, even though the spatial resolution is approximately
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Figure 6. Plot of the displacement errors in the directions
perpendicular, e 1 ( =u 1 ) , and parallel, e

11
( =u 11 - I u'"'"Y]), to

the direction of buoy motion; (a) 3-day Arctic, (b) 1-day Fram
Strait/Baffin Bay, and (c) I-day Weddell Sea.
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Figure 7. Plot of the displacement errors in the directions
perpendicular, ej_(=u L), and parallel, e11(=u11 - ]ubuoy]), to
the direction of buoy motion; (a) 3-day Arctic, (b) I-day Fram
Strait/Baffin Bay, and (c) 1-day Weddell Sea.
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Figure 8. Location of the passive microwave ice motion estimates with errors >lu (crosses) from the mean;
(a) Arctic, (b) Fram Strait/Baffin Bay, and (c) Weddell Sea. Buoy positions (dots) and locations where SAR
ice motion are available (open circles) are also shown.
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twice as coarse. At 37 GHz the tracker uses a brightness tem­
perature field 4 times the area as that of the 85-GHz data
(200 X 200 km instead of JOO x 100 km). This additional area
could he significant in determination of the average location or
offset using the cross-correlation technique. We also note that
the 37-GHz signal is relatively unaffected by atmospheric
noise, such that the resolution advantage of 85-GHz could be
partly offset by its sensitivity to atmospheric emissions.
Table 4 shows results of the comparison between 37- and

85-GHz ice motion and SAR ice motion. Each SAR ice motion
observation represents the average ice motion over a ERS- I
100- X 100-km image frame. As discussed above, this may be
a more compatible comparison as the passive microwave mo­
tion also measures spatially averaged motion rather than the
motion of discrete particles on the ice cover. Indeed, the re­
sults indicate, albeit with a smaller number of points available,
that the passive microwave motion compares more favorably
with SAR ice motion than the buoy ice motion. The average
correlation between the motion estimates arc higher and the
directional differences are lower than results from the com­
parisons between passive microwave motion and buoy motion.
The uncertainty and biases in the displacements arc, however,
similar to the buoy comparisons.

Of greater concern arc the biases in the displacement esti­
mates shown in Tables 2, 3, and 4. These statistically significant
biases (highest in the Arctic, 1 km), although quite small in
comparison to the resolution of the sensors. arc similar when
compared to buoy and SAR ice motions. In Figures 4 and 5 we

(continued)

sec that the distributior of errors, e, versus e ,., appear to he
isotropic that is. they h.ivc no particular orientation in space.
Figure 6, however, shews that there is structure when the
errors are projected in directions which arc parallel (e11 = u 11 -

lu'"""I) and perpendicular (e-'- = 11 1) to the direction of buoy
motion. Herc we have taken u1,.,"' to he our best estimate of
the true displacement and u to be the SSM/I displacement. The
c11 versus c

1
plots clearly indicate that the biases arc intro­

duced by errors which arc in the direction parallel to the
motion rather than perpendicular to it. Hence this noise pro­
cess did not manifest itself as directional biases in the compar­
ison statistics. The orientations of these biases arc not resolved
in thee .•versus c v plots iccausc the average ice motion over a
large region like the Arctic typically has no clear directional
preference. The mean error of the population, e11, seems to be
biased by a small sample population of SSM/I motion obser­
vations. which undercsti 1rntcd the actual motion as evidenced
by the tail of the histogram. Figure 7 shows the dependence of
the errors on the magnitude of motion. There seems to he a
small dependence of the 3-day Arctic SSM/1 motion estimates
on the magnitude of displacement (Figure 7a). although this
dependence is not obvio rs in the I-day Fram Strait/Baffin Bay
and Weddell Sea motion estimates. Next. we examine the
spatial location of the points with errors >Irr of the uncer­
tainty shown in Tables ~ and 3. When we first mapped these
erroneous vectors, we thought they must be associated with a
shear zone near Greenland and near the ice edge, but Figure
8 shows that the locations of the errors arc determined simply



8204 KWOK ET AL.: SEA ICE MOTION FROM SATELLITE PASSIVE MICROWAVE IMAGERY

0.6

Ice Concentration
-- 90 - 100 %
. . . . . 80 - 90 %
- - < 80 %

c
0
:;o
0
0~

_':--~ '
--~---

20 30 40
1e'1 (km)

(b) 85V from Oct92-May93
0.81'''''''''1'''''''''1''''''''''''''''''''''''''''''''''''''''

10 50

0.2

Ice Concentration
-- 90 - 100 %
.... - 80 - 90 %
--<BOX0.6 ..

.1·:,c
.Q

u 0 4l\0 .~ \
11.,

1'"·'"
'"

0 10 20 30 40
1e'1 (km)

50

85V weddell Mar92-0ct92

0.6

Ice Concentration
-- 90 - 100 %
..... 80 - 90 %

- - < 80"

c
0:e
0~

\

10 20 30 40
1e'1 (km)

50

60

60

60

Figure 9. Histograms showing the error distribution as a
function of three ranges of ice concentrations: (a) Arctic, (b)
Fram Strait/Baffin Bay, and (c) Weddell Sea.

by where corroborative buoy tracks are located. Figure 8a,
however, shows that the least reliable tracking occurs in the
first-year ice of the Barents and eastern Arctic Ocean, where
the motion is dynamic and where the brightness temperature
fields are affected by storm systems that are active in this
region. Tracking in the central Arctic seems more reliable. The
regions with the least reliable results are also areas with typi­
cally lower ice concentration. In Figure 9 we plot the distribu­
tion of errors at different ranges of ice concentration. In the
Arctic Ocean we find that the error distributions are broader as
the ice concentration decreases; in other regions the effect
does not seem to be as strong. In areas of lower ice concen­
trations it is possible that the ice motion from drifting buoys
are less representative of the area-averaged ice motion ob­
tained from SSM/I. This hypothesis (also suggested by Kott­
meier et al. [1992]), however, cannot be easily tested with avail­
able data sets. If, indeed, the ice concentration is a good
indicator of larger uncertainty in the tracking, it could be used
to further cull the SSM/I motion fields of unreliable estimates.

In summary we made the following observations about the
error characteristics: larger errors seem to occur in conjunction
with larger motion in the Arctic motion fields; this small pop­
ulation of large errors is not centrally distributed but skewed in
such a way as to introduce small biases in the population mean;
and the tracking results obtained in the certain regions and
areas of lower ice concentration are generally less reliable.
Why is the tracker output biased toward smaller ice motion
estimates for large displacements? In regions with large dis­
placements, large velocity gradients, or low ice concentration
the spatial distribution of the brightness temperature in the
fields used for tracking tends to decorrelate with time, thus
reducing the likelihood of the tracker finding the correct offset.
In such cases, where the brightness temperature field is indis­
tinguishable from adjacent fields, an incorrect peak in the
correlation surface could be located by the tracker. If this
estimated offset satisfies all the criteria in the filtering process,
it would be accepted and would be output as a displacement
estimate. Typically, it is more difficult to remove erroneous
estimates of smaller displacements because unreasonably large
displacement errors are usually less coherent with the local
fields of motion and inconsistent motion estimates are more
easily discarded by the filtering process. The more effective
filtering of erroneous large displacement estimates introduces
a bias in the error statistics. Thus this could be caused by an
asymmetry in the filtering of errors in the motion tracker. In
any case the errors in the motion estimates are intimately
dependent on the tracking and filtering processes. Some filters,
which may effectively remove outliers, could inadvertently in­
troduce biases in the measurements.

3.3. Comparison of Buoy- and SSM/1-Derived Trajectories
One helpful way to visualize the quality of the SSM/I-derived

ice motion is to derive trajectories and compare them with
buoy trajectories. Figure 10 shows the location of 16 buoy
trajectories in the Arctic Ocean spanning the 8 months of our
SSM/I motion data (October 1992 to May 1993). Both buoy
and SSM/I trajectories are shown in Figures 11a-11 p. To cre­
ate an SSM/l ice trajectory, we start at the same time and
location as that of a buoy. Subsequent locations of the SSM/I
track are derived from the gridded 3-day SSM/l motion fields.
A motion estimate at an arbitrary location is determined by
interpolation using available grid points within a 50 km radius
of that location. For each comparison (Figure 11) we show the
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Figure 10. Location of buoy trajectories in the Arctic Ocean.

•

two trajectories and the corresponding differences in motion
estimates during each 3-day period. Note that each plot has a
different scale (shown in upper right-hand corner) that is de­
pendent on the net displacement over the whole period. Lo­
cations where there were no SSM/I motion estimates (see
Figures 11b and l lf) are indicated by zero differences between
buoy and SSM/I displacements. In general, given the errors in
the SSM/I motion estimates, the tracks agree reasonably well.
If the errors were biased, we expect the derived tracks to
diverge. The largest discrepancies are the tracks shown in
Figures l lj, 111,and 1lp. These buoys (12801, 12822, 12829)
are located in areas with relatively very little ice motion
throughout the year (see scale on each plot). It is not surprising
that these trajectories are noisy since these SSM/I motion
estimates arc dominated by noise. This suggests that maybe
6-day SSM/I ice motion fields should be considered or 3-day
motion fields should be averaged to reduce the noise contri­
bution in these slow-moving areas.

3.4. Polarization and Cross-Channel Comparisons
The vertically polarized (V) and horizontally polarized (H)

channels at 85 and 37 GHz provide slightly different views of
the ice cover as well as different sensitivities to atmospheric
emissions (cloud liquid water, water vapor). In the winter Arc-

tic the ice cover could be modified by precipitation, storm
systems, and opening/closing of leads. The presence of open
water tends to decrease the brightness temperature observed
by the H channel more than that of the V channel, although
the contribution of open water to the total brightness temper­
ature is probably rather small in the winter Arctic. Storm
systems and precipitation could modify the passive microwave
signature of the surface in a unpredictable ways. Ideally, for
the purposes of ice tracking one would select the channel/
polarization which is least sensitive to the atmosphere and
provides the highest contrast between surface features. The
additional condition is that these surface features remain rel­
atively stable over the period of observation. However, it is not
clear at the outset whether there are any differences in the
quality of the motion data obtained from the V or H channels.
The comparison of the motion results from the H and V
channels with buoy motion showed the uncertainties in the
observed motion to be similar. Comparison of the motion of
the H and V channels (shown in Table 6) shows that they are
consistent and their errors are smaller than that when com­
pared to buoys. In summary, there is relatively little difference
between motion derived from the H and V channels.

Table 7 shows the consistency in the ice motion between 85

Table 6. Differences Between unfiltered Vertically and Horizontally Polarized Ice Motion for October 1992 to May 1993

Channel. Interval, ti., ex, e\., fl, Number
Region GHz days km km km km Scale p of Points

Arctic 85 3 -0.4 (1.0) -0.3 (1.2) -0.2 (0.9) 0.2 (2.7) 1.1 (0.1) 0.87 46852
37 3 -1.0 (1.4) -0.3 (1.8) -0.2 ( 1.9) 0.4 (3.5) 1.1 (0.1) 0.85 28325

Fram Strait/Baffin Bay 85 I 0.0 (0.7) -0. I (0.8) -0.4 (0.8) 0.0 (3.9) 1.0(0.1) 0.89 48933
37 1 0.1 (2.3) 0.0 (2.7) -0.3 (3.2) -1.0 (10.9) 1.0 (0.1) 0.86 10871

In each set of numbers the first is the mean, and the number in parentheses is the standard deviation.
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and 37 GHz. Tables 2 and 3 already showed that there is only
a slight degradation in the quality of the motion observations
when one uses data from the lower-resolution channel. The
biases in the observations between the two frequency channels

L 71km
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Figue 11. Comparison of 3-day buoy (solid line) and SSM/l derived (dashed line) tracks. (a) Buoy 1790, (b)
buoy 2384, (c) buoy 2386, (d) buoy 2387, (e) buoy 2388, (f) buoy 2419, (g) buoy 9360, (f) buoy 9372, (i) buoy
10798, U) buoy 12801, (k) buoy 12819, (1) buoy 12822, (m) buoy 12823 (n) buoy 12826, (o) buoy 12828, and
(p) buoy 12829. Note scale on the top right-hand corner of each plot. c

are small. It is remarkable that the variance in the displace­
ment estimates between the two channels are also small. This
shows that it is feasible to obtain ice motion from the 37-GHz
as well as the 85-GHz brightness temperature fields.
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Figure 11.

4. Features in SSM/I Ice Motion Fields
We summarize the circulation patterns during the winter of

1992-1993 by grouping the Arctic passive microwave observa­
tions into fields of mean motion for October-November, De­
cember-January, February-March, and April-May and the
Antarctic passive microwave observations into fields of mean
motion for March-April, May-June, July-August, and Sep­
tember-October of 1993. The 2-month mean ice motion from
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(continued)

(I) Buoy 12822and SSM/I tracks

• !'":;;·~ : .

- •

·t_·: ' 19km

40

20

-20

Buov 12829and SSMn tracks

Las•m

·-.,

:/.·----- - - --~,,-

40

20

-20

the three regions is shown in Figures 12, 13, and 14. For the
Arctic case we compare these mean fields with motion esti­
mates using buoy and wind data; these fields were provided by
the National Snow and Ice Data Center (NSIDC). The follow­
ing subsection describes how the mean fields are computed
from daily or 3-day motion fields. Then we describe the new
perspective gained with the higher spatial detail of the motion
fields.
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Table 7. Differences Between SSM/I 37- and 85-GHz Horizontally or Vertically Polarized Ice Motion for October 1992 to
May 1993

Channel, Interval, ~. ex, e\., e, Number
Region GHz days km km km km Scale p of Points

Arctic 85V-37V 3 -1.3 (2.0) - 3.4 ( 1.6) -0.1 (2.0) 3.6 (6.2) 1.1 (0.1) 0.75 39603
85H-37H 3 -1.9 (2.0) - 3.3 (1.6) 0.1 (1.5) 3.3 (6.7) 1.2 (0.1) 0.76 39329

Fram Strait/Baffin Bay 85V-37V 1 0.18 (1.7) -1.6 ( 1.5) -1.0 (1.9) 4.6 (9.3) 1.1 (0.1) 0.81 26186
85H-37H 1 0.1 (1.6) -1.2 (1.9) -1.0 (1.8) 3.4 (10.6) 1.1 (0.1) 0.79 25731

In each set of numbers the first is the mean, and the number in parentheses is the standard deviation.

4.1. Creation of the Mean Motion Fields
The following procedure is used to fill in holes in the data

before the averaging process. At grid points where the tracker
did not provide any observations we use an interpolation pro­
cedure to provide a motion estimate. A displacement estimate
at a point is created by normalized weighting of at least three
observations within a 100-km neighborhood with their relative
weights determined by a spatial autocorrelation function. We
model this function with a decaying exponential, namely

( lxl)R(x) =exp -T

where I is a length scale derived for each motion field and x is
the distance from the point of interest. We find that this func­
tional form fits the data quite well, although the results are
relatively insensitive to the shape of the autocorrelation func­
tion because in most cases the correlation of the measurements
remains fairly high over a distance of 100 km. Sample corre­
lation functions from the three regions are shown in Figure 15.
We compute the data points in the following manner: At each
point on our gridded motion field we compute the distance­
dependent correlation of that point with other grid points
within a radius of 600 km; the points on the plot represent the
mean correlation values from the application of this procedure
to all the grid points on the motion field. The length scales
used in the interpolation of the motion fields are computed
from the data itself. The variability of this parameter for the
different regions over the winter period of 1992-1993 are
685 ::'::332 km (Arctic Basin), 569 ::'::365 km (Fram Strait/
Baffin Bay), and 875 ::'::346 km (Weddell Sea).
The above procedure does not fill in all the holes in the data.

There are remaining gaps in the time series of displacement
vectors at a given grid point, because either there were no
observations in the neighborhood for estimation of the motion
or the sea ice concentration was <15% at that point. We
compute an average displacement vector only if 80% of the
observations are available over the 2-month period. For in­
stance, the requirement is that there be at least 50 observations
out of a maximum of 60 observations (1-day sampling) over a
2-month period before that grid point is included in the output
field. Typically, this excludes points close to the ice edge as well
as grid points in regions like Baffin Bay, where sea ice coverage
remains low until late October (see Figure 13a).

4.2. Arctic Basin Circulation
Figures 12a, 12d, 12g, and 12j show the SSM/1-derived bi­

monthly mean fields of motion for the Arctic Basin between
October 1992 and May 1993. The feature known as the Tran­
spolar Drift is present, although its orientation and to a lesser
extent its strength vary considerably. The other well-known

feature of the long-term mean field, the Beaufort Gyre, is
never fully formed in the bimonthly fields, although it is some­
what present in April and May of 1993. There is never signif­
icant flow parallel to the Canadian archipelago, whereas there
are substantial westward flows along the Alaskan coast. The
other major feature, the outflow through Fram Strait, can be
seen to come from quite different parts of the ocean at differ­
ent times; this would suggest that the ice thickness in the Fram
Strait comes from a variety of source regions and could be
quite variable. The February-March field shows a well­
developed cyclonic circulation centered between the New Si­
berian Islands and Severnaya Zemlya. There is quite a signifi­
cant alternating exchange between the Arctic Ocean and the Kara
and Barents Seas. The Kara Sea appears to be a net exporter of
ice, sometimes into the eastern Arctic Ocean and other times into
the Barents Sea. The entire 8-month period shows flowout of the
Laptev Sea, which is a primary source of ice in the Transpolar
Drift stream. The New Siberian Sea is alternately a source or a
sink of ice. Many of these features have never been observable in
such spatial and temporal detail.
To put these fields into perspective, we compare these fields

with ice motion fields obtained from interpolation of buoy
observations coupled with estimates from a wind-driven ice
drift model [Pfirman et al., 1997]. Early practice was to opti­
mally interpolate a field of motion from about 10 to 20 buoy
displacements, taking a "background" field of zero velocities.
More recent practice has been to use geostrophic surface winds
estimated from the gradient of surface pressure field as addi­
tional input to the motion interpolation. The correlation func­
tions, used in the interpolation, have length scales of -1500
km and represent motion on a large scale. At this length scale,
smaller-scale structures in the motion field are smoothed. This
scheme does not account well for the behavior of ice motion
close to coasts or near islands in the Arctic, and the accuracy
of these fields are dependent on the quality of the analyzed
wind fields. Here we use fields interpolated from buoy and
winds (provided by NSIDC) as the best source of motion es­
timates without satellite image tracking and compare these
interpolated fields of motion with fields derived from SSM/I.
The mean ice motion from the buoy fields and the differences
between the passive microwave motion field and buoy-derived
field are shown in Figures 12b, 12c, 12e, 12f, 12h, and 12i. The
difference fields represent ubuoy/wind- UssM/I·

The October-November buoy/wind field (Figure 12a) shows
an anomalous drift pattern in the southern Beaufort Sea com­
pared to the SSM/I motions. This large eastward advection of
ice near the coast is probably due to the existence of a high
over the continent affecting the wind drift model. Also, a
strong local anticyclonic motion pattern local to the Beaufort
Sea can be observed. The SSM/I observed motion shows a very
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(a) 85V Fram Oct92-Nov92

(c) 85V Fram Feb93-Mar93

8211

(b) 85V Fram Dec92-Jan93

(d) 85V Fram Apr93-May93

Figure 13. Averaged bimonthly ice motion (Fram Strait/Baffin Bay) between October 1992 and May 1993.
The pressure contour interval is 4 mbar. The grid spacing is 40 km. (a) Two-month motion (October­
November 1992) from SSM/I, (b) 2-month motion (December 1992 to January 1993) from SSM/I, (c) 2-month
motion (February-March 1993) from SSM/I, and (d) 2-month motion (April-May 1993) from SSM/I.

different view of the drift pattern. Figure l 2b shows a situation
with a saddle point in the pressure field in the Chukchi Sea.
Any inaccuracy in the placement of the saddle causes the
structure of the wind inputs to the buoy/wind estimate to cause
some error. This case shows clearly the buoy/wind overesti­
mate of ice ftux through Fram Strait. Notice too that the SSM/1
motions show a distinct immobile region with distinct edges in
the Lincoln Sea, whereas the buoy/wind estimate has smoothed
this stagnated region. Figure 12d shows a buoy/wind estimate
of a field of motion for April and May of 1993 in which the
pressure field consists of a well-developed anticyclone, not
unlike the long-term mean field, and the ice motion is fairly
vigorous everywhere. The smoothness in the field is due to the
rather long length scale assumed in the optimal interpolation.
The comparable ice motion derived by tracking SSM/I shows
more spatial structure, particularly near Spitzbcrgen and Franz

Josef Land. Note the existence of SSM/1-tracked motion data
in coastal regions of the Siberian shelf and in the Barents and
Kara Seas, where buoy data are virtually absent. The difference
field in Figure 12 (which can only be computed where both
data sets contain data) shows that in some regions, particularly
in Fram Strait, the buoy/wind estimates arc too strong. This is
thought to be due to the use of wind drift to estimate motions
where buoy data are absent and ice stresses impede ice motion
and invalidate the "free drift" approximation by which wind
data are incorporated into the buoy/wind optimal interpola­
tion. The motion differences between buoy/wind estimates and
the SSM/I estimates near the passages between Scvernaya
Zernlya, Franz Josef Land and Svalbard arc most pronounced
in Figure l2d. The buoy/wind estimates assume unconstrained
ftow around the islands and seem to overestimate the motion
in this situation.
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(a) 85V Weddell Mar92-Apr92

(c) 85V Weddell Jul92-Aug92

(b) 85V Weddell May92-Jun92

/

(d) 85V Weddell Sep92-0ct92

Figure 14. Averaged bimonthly ice motion (Weddell Sea) between March and October 1992. The pressure
contour interval is 4 mbar. The grid spacing is 80 km. (a) Two-month motion (March-April 1992) from SSM/I,
(b) 2-month motion (May-June 1992) from SSM/I, (c) 2-month motion (July-August 1992) from SSM/I, and
(d) 2-month motion (September-October 1992) from SSM/I.

4.3. Fram Strait/Baffin Bay and Weddell Sea
The bimonthly mean sea ice motion in Fram Strait and

Baffin Bay are depicted in Figure 13. An increase in the ve­
locity of the sea ice is characteristic of the drift through the
Fram Strait. Over the northeastern continental shelves of
Greenland an anticyclonic feature of sea ice circulation can be
observed. Mean motion north of Ellesmere Island is relatively
small during all four periods. The ice motion west of Spitsber­
gen tends to be southwest and merges with the drift pattern
through the Strait. The motion through the Strait is generally
divergent. The ice motion in Baffin Bay is rather large, and the
drift pattern is along the east coast of Baffin Island and south­
ward toward Davis Strait into the Labrador Sea. On the west
coast of Greenland the motion tends to be northwest but joins
with the southward drift stream in Baffin Bay.

The net motion of sea ice in the Weddell Sea is shown in

Figure 14. The large-scale circulation pattern of sea ice in the
Weddell Sea is not as well-characterized as the drift patterns in
the Arctic Basin. The cyclonic circulation of sea ice, known as
the Weddell Gyre, is a major feature in this region. East of the
Antarctic Peninsula, the net ice drift is to the north along the
peninsula, and the sea ice tends to turn east as it gets entrained
in the Antarctic Circumpolar Current. Because of the persis­
tent motion north and away from the coast the motion is highly
divergent as new and old ice are carried northward.

5. Summary/Discussion
We have demonstrated that ice motion can be obtained not

only from 85-GHz SSM/I data but also from the lower­
resolution 37-GHz data. By comparing 8 months of SSM/I­
derived motions with contemporaneous buoy and SAR ice
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Figure 15. Sample autocovariance functions from the three
regions: (a) Arctic, (b) Fram Strait/Baffin Bay, and (c) Weddell
Sea.

motion observations, we find that the standard deviation of the
sampling error ranges between 5 and 12 km. These errors are
less than the nominal resolutions (12 and 25 km) of the two
radiometer channels. Even though the uncertainties are sub­
stantial compared to daily ice displacements, the patterns and
trajectories of ice drift are represented well in the 8 months of
data that we have examined. If these uncertainties can be
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characterized as unbiased additive Gaussian noise. as sug­
gested by the data here, then averaging would reduce the noise
contribution to the estimates of mean motion; the decrease
being proportional to 1/VN, where N is the number of ob­
servations averaged in the mean displacement. For example. a
weekly average of daily motion fields would reduce the stan­
dard deviation by a factor of 2.6. Our bimonthly averages of
3-day displacements reduce the standard deviation by a factor
of 4.5. An alternate approach is to increase the displacement
signal by lengthening the time interval between observations.
There arc a number of alternatives for tracking ice motion with
the passive microwave data sets; we believe that regionally
subsetting the gridded daily fields of brightness temperature
for motion analysis would yield the best results. This approach
would allow one to select spatial and temporal sampling pa­
rameters to maximize the signal-to-noise ratio based on our
understanding of the ice motion in each region. The currently
available daily gridded SSM/I data sets arc not ideal for ice
motion analysis because the "drop in the bucket" sampling
procedure averages observations over a day and somewhat
smears the spatial resolution. Any ice motion tends to distort
the brightness temperature field and introduces an error that
depends on the magnitude of ice motion giving spatially non­
uniform error statistics. Orbital data would better preserve the
location and time of each observation.
Given the quality of the passive microwave motion esti­

mates, these data sets are best used for the understanding of
the synoptic and longer-term drift patterns rather than the
detailed characteristics of daily motion. The daily fields. with­
out further filtering. arc not well-suited for computing daily
deformation (e.g., divergence, shear. etc.) because the errors
would be intolerable. Averaged fields arc more suitable for
computation of longer-term deformation.

In spite of these limitations the motion fields show spatial
details not previously observable. We sec flows near the coast
that buoys have never provided; in fact. motion fields estimated
from buoy motions and winds tend to overestimate many
coastal flows. The exchange of ice between the Arctic Ocean
and its peripheral seas is newly observable. There arc approx­
imately 20 years of SMMR and SSM/I data. The feasibility of
extracting ice motion from 85- and 37-GHz data offers an
extraordinary opportunity to create an ice motion data record
starting in 1978and continuing through the present and indef­
initely into the future with planned SSM/I and other passive
microwave instruments.
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