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FOREWORD

S. Quegan - Symposium Chairman

Sheffield Centrefor Earth Observation Science, University of Sheffield,
Hicks Building, HounsfieldRd, Sheffield S3 7RH, UK.

Tel: +44 114222 3778 Fax: +44 114222 3809 Email: S.Quegan(cilsheffield.ac.uk

The Third International Symposium on "Retrieval of
Bio- and Geophysical Parameters from SAR Data for
Land Applications" began on September 11. 2001. This
was not the best of days. Towards the end of the
afternoon. news from New York begin to filter into the
meeting. bringing with it questions of reality and
importance. And throughout the week. always close to
the surface. was an awareness of events unfolding in a
bleakened world. The mood of the meeting was.
however. that when intimidation brings normal life to a
halt. mtimidation wins. That rs not acceptable.

In recent vears. interest in SAR data for land
applications has experienced tremendous growth, for a
range of reasons:

• the ready availability of SAR data acquired by
spaceborne sensors (ERS-1/2. SIR-C/X-SAR.
RADARSAT-L JERS):

• the imminence of new space sensors (Envisat.
ALOS-PALSAR):

• new data from airborne sensors (e.g.. the DLR
E-SAR. the TUD EMISAR. CARABAS):

• significant advances in scattering theory:
• the increasing maturity of existing techniques

(e.g.. SAR interferometry):
• the emergence of new techniques (e.g..

polarimetric interferometry).

In addition. important progress has been made over the
three years since the last Symposium in this series. held
in ESTEC. in understanding how to assimilate SAR data
into process modelling. The main purposes of the
Symposium were therefore to provide an overview of
these developments. to crystallise the state-of-the-art in
retrieving biophysical and geophysical parameters using
SAR data. and to show how this enhances our
understanding of land surface processes.

In total. 80 papers were presented in the oral and poster
sessions. The make-up of these presentations tells us a
lot about the main thrusts of recent work: 31% were
concerned with agriculture and land cover. 23% were on
forestry. 20% dealt with soils and hydrology, 13%were
about hazards and DEMs (lumped together because of
the importance of interferometry in many of the papers
for both applications), 7% were on snow and ice and 5%
explicitly considered the use of SAR in process models.
This is probably fairly representative of the distribution

of effort world-wide, despite western European
researchers having the largest presence at the
Symposium (although there were attendees from the
US, Canada, Argentina, Australia, Russia. Japan. Israel
and Thailand). An obvious exception is the lack of
papers on geology and geomorphology. where SAR
certainly has an impact.

By design, the Symposium did not contain papers on
instruments. methodology or satellite programmes.
except where these were seen as central to developing
applications. Nonetheless, the types of sensor and
technique encountered during the Workshop were very
diverse (interferometry, multitemporal analysis.
polarimetry and polarimetric interferometry. multi­
frequency. VHF, combination of sensors. backscatter
modelling. interfacing SAR data with other data sources
and process modelling).

Overall. the Symposium provided a snapshot of where
we currently stand in exploiting SAR data to understand
geophysical and biophysical processes. It identified
important areas for future research. in terms of specific
problems and general trends. Getting so many active
workers together in a focussed but informal atmosphere
allowed easy exchange of ideas and productive
discussion. However. perhaps the most lasting
contribution will be the papers in these Proceedings.
Like those from the ESTEC meeting in 1998 and the
Toulouse meeting in 1995, they provide an invaluable
statement of our current understanding. They also form
a baseline from which to measure our progress when we
meet at the next Symposium in Innsbruck in 2004.
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ON THE RELATIONSHIPS BETWEEN RADAR MEASUREMENTS
AND FOREST STRUCTURE AND BIOMASS

Thuy Le Toan, Ghislain Picard, Jean-Michel Martinez . Pierre Melon and Malcolm Davidson

Centre d'Etudes Spatiales de la Biosphere
CNES~ CNRS; UniversitePaul Sahatier

18Avenue Edouard Belin, Toulouse cedex ./, 31401 France
tel: +33 561 556671/ fax: ++33 561 558500/ email: Thuy.Letoan@ccsbio.cnes.fr

ABSTRACT

This paper examines the information content of SAR
data with respect to the retrieval of two categories of
forest information of interest for which radar data play
a major role compared to ground measurements and
other remote sensing methods. Those are forest vertical
structure and forest biomass.
The physical background will be discussed in terms of
the relationships between the forest parameters and the
SAR measurements at different polarisations - incidence
angles and frequencies (X. C L, P and VHF bands).
This will include results from experiments carried out to
investigate these relations, and the development of
modelling approaches to interpret and extend the
observations.
Illustrations with spaceborne SAR data (ERS. ERS
tandem InSAR. JERS, RADARSAT). and airborne data
(AIRSAR, ESAR, CARABAS, HUTSCAT) will be
presented.

INTRODUCTION

The need for systematic assessment of forest areal
extent. forest structure and forest biomass has become
important at global and regional scales, since the forest
ecosystem status as a net sink or source of carbon needs
to be assessed. e.g. for the purposes of implementing the
Kyoto protocol requirements. For systematic
observations at different scales. remote sensing is
considered as a component of forest monitoring
programmes. The focus to date, however, has mainly
been on the use of optical data. Meanwhile. research
results indicate that Synthetic Aperture Radars (SARs)
has a significant role to play in forest observations.
Satellite SAR data have been continuously available
since 1991. provided by ERS-1 and ERS-2. JERS and
RADARSAT. Planned future systems such as
ENVISAT ASAR (2002). RADARSAT II (2003) and
ALOS-PALSAR (2004) will ensure operational data
provision well into the next decade. Advanced airborne
systems have also been developed to explore new
possibilities for surface parameter retrieval. Before the
operational use of radar data in forest monitoring
programmes. the real extent to which SAR observations
can contribute to the requirements of environmental
science and forest management needs to be assessed.
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FOREST INFORMATION REQUIREMENTS

The interest in using radar remote sensing for
monitoring forest cover raises from the two following
assets of radar data. The first is that radars can provide
information related to the canopy volume. which cannot
be collected by other means. These have been identified
as: above ground biomass . annual increment of stand
biomass. and vertical distribution of biomass. The other
advantage of radars is the possibility to acquire data
over areas with frequent cloud or haze coverage, and the
possibility to acquire data during and rapidly after
events such as fires or storms.
The forest information covers a large range of
requirements in terms of information accuracy and
spatial resolution. Very high resolution and accurate
forest vertical structure arc needed in ccophysiology.
biodiversity or forestry practices. At the other end.
global mapping of coarse classes of biomass is required
in estimates of the carbon budget at a global scale.
This paper will focus on the assessment of the capability
of SAR data to provide information on the canopy
volume. A non exhaustive summary of the relationships
between forest parameters and radar measurements will
be presented. First. the physical background gained
from modelling work is summarised. Secondly. the
relations between radar measurements and forest
vertical structure and forest above ground biomass arc
discussed in the light of the physical background. The
paper will not discuss polarimetric and polarimetric
interferometry. due to the lack of fully validated
physical models.

MODELLING APPROACH

Radar backscatter models of forests arc important to
understand the various influences of forest properties
and environment conditions on the radar backscatter. to
interpret the imagery. to determine basis for robust
methods of mapping of forest covers and retrieving of
forest parameters. and also to investigate the
performance and the use of new sensors and to define
optimum future sensors.
Numerous models have been published in the literature.
The models differ basically in two respects : the
characterisation of forest and the calculation of its
scattering properties.
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Characterisation of theforest:
The question to be addressed in the description of the
forest is how the radar systems see the forest. In the
frequency range from P band to X band, the
wavelengths are of the same order of magnitude as the
dimensions of the forest elements which interact with
the wave.

Frequen- x c L p VHF
cv band
Main Leaves, Leaves Branches Branches Trunk

scatterers Twigs Small & Trunk
branches

Table 1: Tree elements which are the main scatterers at
differentfrequency bands

In a first approach, the tree elements that play a major
role in the scattering and attenuation at different
frequency bands are summarised in table 1. However,
the relative contribution of different components may
change with the tree species and their development
state. Likewise, at a given frequency, the scattering and
attenuation sources can change with the polarisation and
incidence angle.
Since the forest is a very complex medium, in most
models, the characterisation of the forest was simplified
according to the frequency, polarisation and incidence
angle to be addressed and according to the related
assumptions on the importance of the forest elements in
the scattering.
One of the earliest models was the water cloud model.
developed by Attema and Ulaby (l 978). In this model,
the vegetation canopy was treated as a cloud of
spherical droplets, characterised by the total water
content, and the ratio of the droplets' backscattering
cross sections to their attenuation cross section. At high
frequencies it may be appropriate to treat a forest as a
cloud. At lower frequencies, where larger scatterers
which are the trunks and branches become important, it
is necessary to consider their shapes, size and
orientation distributions.
In scattering models, the forest has been described by a
homogeneous horizontal layer over a reflecting surface
(Attema and Ulaby 1978), by multi-layers (Ulaby et al.
1990, Karam et al. 1992), multilayers with gaps (Mc
Donald and Ulaby, 1993) and by a set of geometric
shapes representing the tree crowns (Sun and Ranson
1995)
The parameters which are inputs to the scattering
models have been characterised in different ways.
The first category of forest description models is based
upon allometric equations to characterise geometric
properties. These equations could be found in literature
as well as through direct measurement of the trees in the
study area. Sun and Ranson (1995) and Wang et al.
(1993) have used allometric equations to derive
geometric properties of scatterers but also tree crown
structures described through a simplified geometrical
shapes, such as spherical, ellipsoidal or conical,

depending on tree species. However, it is difficult to
acquire a realistic and accurate forest description, e.g.
for coherent models where scatterer relative positions
are needed. For this purpose, new ways of tree
characterisation such as vectorisation or computation
approaches have been recently used.
The vectorisation method is a fine 3D-tree architecture
reconstruction. based on similarity principles that are
used to rebuild whole branches from the sample
portions. However, the methodology, often derived for a
single tree, needs to be repeated at each growth stage,
which is limiting and sample dependent. Another recent
approach is the use of mathematical models. These
models are used in computer graphics domain, where
algorithms based on: fractals, L-systems or
combinatorial tree already exist. For example, Lin and
Sarabandi (1996) apply L-systems to the development
of the red maple tree with branching structure in order
to feed a coherent model. However, because of the
difficulty to modify the topology of the tree, they lack
botanical meaning and flexibility. A new approach was
developed that exploited existing tree growth models to
derive input parameters for the scattering models. using
the architectural plant model, which relies on both
qualitative and quantitative architectural plant growth
description and leads to realistic 3D computing plants.

Figure]: Examples of Austrian pine simulations at
16,24,32,36,45years old byAMAP (Castel et al., 2000)

The method developed through the AMAP model
(Atelier de Modelisation de I'Architecture des Plantes,
CIRAD, Montpellier, France) is based on architectural
analysis and growth and branching processes modelling.
Architectural analysis consists in morphological
observation and description of individuals of different
ages and growing stages in various environmental
conditions. This is achieved by characterising the
strategy used by the plant to build the different elements
of its structure - belonging to the trunk, branches, twigs,
etc. - including the description of some specific
morphological expressions of shoot growth and
branching processes. All these characters allow defining
the architectural unit of the species. Then, comparisons
of the architecture of the trees at different ages enable to
distinguish main stages of development; each stage is



related to an important event of plant structural
edification. The succession of the different stages
represents the architectural sequence of the species.
Figure 1 shows examples of Austrian pine trees at a
range of ages, simulated by the AMAP tree growth
model. Compared to previous methods , the tree growth
models appear a good method of forest characterisation.
in view of simulations of radar measurements at a large
range of frequency, polarisation and incidence. for
intensity but also for polarimctric and interferometric
data (Castel et al. 2000). However, the tree growth
models and their interface to backscatter modelling,
available for few tree species and validated at few
forests, need to be extended to a large range of species
and forests .

Scattering models :
Various approaches to the backscatter modelling have
been used. relying on the same physical basis, but
differing in the assumptions they include and in their
validity domain.
Exact methods of calculation (Method of Moments and
FDTD) arc in most cases not appropriate to calculate the
scattering from forest, except when the description of
the forest can be simplified, for example at VHF
frequencies, where the trunks and large branches may
be considered as the main scatterers.
The use of approximate models is imperative for such
complex media. Two approaches were considered :
radiative transfer and the distorted Born approximation.
The radiative transfer (RT) theory is based on
arguments requiring that the number of scatterers is
large, and that they arc sparsely and randomly
distributed in space so that the fields add incoherently.
The method is popular in remote sensing of forest.
optical and radar, being simple and not time consuming.
Its drawback is that the theory ignores the phase of the
wave. so the models cannot be used to simulate
interferometric data for example. Also. to simplify the
calculations. only first order iteration is considered in
most models. This can result in underestimation of the
cross polarised signal.
The Water Cloud model is the simplified RT model
with a single category of scatterers. MIMICS (Ulaby ct
al. 1990) is a RT model describing the forest as a
superimposition of layers (crown layer, trunk layer)
containing cylinders (trunk. branches. needles) and
ellipsoids (leaves) scatterers. The MIT/CESBIO model
(Hsu et al. 1994) includes in addition certain structural
effects through the branching model (Yueh ct al., 1992).
MIMJCS2 considers a discontinuous canopy, and the
Santa Barbara model (Sun and Ranson 1995) various
simple shapes of the crowns. The model due to Karam
and Fung (1992) includes second order scattering.

The RT model at CESBIO. as described by Picard et al.
(2001) was improved by a) adding the second order, b)
applying to a n horizontal layers, c) including the
horizontal inhomogeneity within each layer. Such an
improvement is only possible because of the accurate
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description of the layer vertical and horizontal
inhomogeneity, e.g. using the tree growth model.
The Distorted Born approximation (DBA) is a analytical
wave theory. in that it includes information on both the
amplitude and the phase of the scattered waves, thus can
be used to simulate interferometric data or low
frequency data. The Born approximation calculates the
total scattering by adding the complex scattered fields
from all the elements. In addition. the DBA takes into
account attenuation and refraction by replacing the free
space containing the clements by an effective medium.
The model provides identical results to first order
radiative transfer theory for volume scattering with
randomly positioned scatterers. But when the elements
are not randomly distributed , e.g. tree elements in a
forest structure. the DBA. being sensitive to the
positions of the scatterers. can take benefit of a precise
description of the forest. Also. when surface-volume
scattering is included. the coherent nature of this
mechanism can be taken into account (Saatchi and
McDonald. 1997). DBA simulations have been
compared to laboratory measurements of the backscatter
of a tree (Lang ct al. 1995).
In summary. the last few years have seen improvements
in the existing scattering models. together with the
improvements of the forest description. The
improvements were required to interpret SAR data at
various frequencies. polarisations and incidence angles.

FOREST VERTICAL STRUCTURE

Vertical distribution of forest foliar biomass is an
important structural characteristic for quantifying
energy and mass exchange inside forest canopies. A
better characterisation of the foliar biomass distribution
would allow a better modelling of the light
transmittance inside tree canopies. which is an
important regulator of canopy carbon gain. Several
studies have shown that foliar vertical distribution plays
a major role in photosynthetic activity. It has interest for
process-based forest growth models in which canopy
characteristics arc often required. Vegetation
distribution is also an indication of the growth
competition between trees and of the impact of the
sylvicultural practices.
The approach to measure the vertical structure of the
tree consists in using a airborne ranging scatterometcr.
In the following, the results obtained using the
helicopter-borne FM-CW scattcromctcr developed by
the Laboratory of Space Technology at the Helsinki
University of Technology (HUT) arc presented
(Martinez ct al. 2000).
The example is also used as illustration of how
improved modelling and observations can provide more
insight into the interaction mechanisms. In the
experiment performed over the Lozcrc forest in France,
the forest backscattering profiles were calculated along
each measurement transect, with a 0.68 meter vertical
resolution. Profiles were obtained for different tree ages.
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Fig. 2 presents a backscatter profile of HUTSCAT at X
band, 23° of incidence acquired over stand of corsican
pine of 40 years. The measured profiles suggest that a
significant proportion of the backscatter comes from
lower parts of the crown (several metres from the top ),
contrarily to the common knowledge for which the
penetration depth at X band is of the order of a metre. In
the first modelling simulations using the RT model, the
canopy was considered as horizontally infinite
homogeneous layers. The simulation predicted that the
principal backscattering sources are localised in the first
top layers of the trees.

HlITSCAT

.E 10..,
·;:;::c

0..-10 .J.; V> .,lj .10 -15 .•..JO
B:J1.:kM.-:111cringcoefficient (dB)

Figure 2: Comparison between HUTSCAT backscatter
profile at X band, HH, 23° and RT modelling results
applied on a) infinite homogeneous layers, b) layers
from 3D description of theforest.

The disagreement can be interpreted as follows : at low
incidence angle, the external part of the largest branches
at the lower part of the crown can be seen without
attenuation by the upper layers. But when the crown is
considered as infinite homogeneoushorizontal layers, the
contribution of the lower part is attenuated by the
uppermostand thereforeis reduced.
A 3-D Vector Radiative Transfer model (VRT3D) was
developed to take into account the horizontal and
vertical structure. The model presented here is a full
polarimetric RT model coupled with the ray tracing
method (Picard et al. 200l ). At the tree level, the
position, orientation and size of scatterers, and the shape
of the tree are described using the AMAP model. At the
stand level, the tree position are derived from ground
data or simulated using measurements of tree density
and spacing. With respect to the azimuthal symmetry of
the trees, layers are cylinders of diameter equal to
diameter of the crown (Fig. 3).
The model is in better agreement with the data,

indicating that the penetration depth within a canopy is
of several meters, even at X band. The results show that
a precise description of the vertical and horizontal
structure of forest and measurements provided by a
ranging scatterometer can contribute to refine our
understanding of the interaction mechanisms.
Similarity between the vertical distributions of the
backscatter and the foliar biomass suggested the
possibility to retrieve the foliar biomass distribution
from the radar backscatter profiles.

RT RT3D

Scatterers are distributed Scatterers are concentrated
in inlinite layers within cells surrounding the

canopy

Fig.3. Scattering geometry in RT and RT 3D modelling

Fig. 4 presents the comparison between measured and
radar-derived LAI vertical profiles, for the 40- year old
stands (Martinez et al. 2001)

-Ground data
-!Retrieved!

0.25 0.5 0.75
LAI (m2/m2)

Fig 4:Measured and radar derived LAI profiles

10

Such a method of measurement of the vertical structure
of forest can be made operational using an airborne
scatterometer. The performance and cost need to be
assessed and compared to that of other new techniques,
e.g. using airborne lidars.

FOREST BIOMASS

Forests cover 28% of the land surface but contain 46%
of the terrestrial carbon, stored as biomass and soil
organic carbon. In global environment and climate
studies, forest biomass is a key variable in annual and
long term changes in the terrestrial carbon cycle, and
needed in modelling carbon uptake and redistribution



within the ecosystems. The amount and distribution of
biomass over the earth's surface is one of the major
uncertainties that hampers our progress to understand
the global carbon cycle.
Various definitions exist for biomass. Biomass can be
described as the plant material being produced by or
resulting from photosynthesis. In forestry, biomass has
by far less intensively studied as stem volume which
can be estimated by ground measurements. Biomass
cannot be assessed directly but is derived by models.
One approach is to transfer stem volume of individual
trees into biomass by tree species specific conversion
factors. A tree is made up of several biomass
components: foliage, stem, stump, root, bark and
branches. The proportion of these components varies
with tree species and with tree age. While young trees
have a rather high biomass proportions of leaves/
needles and roots, old trees have a high proportion of
stem biomass. Conversion factors. or allometric
equations, do not provide information on biomass
components with accuracy, unless they are validated
for the species, age and site under consideration.

Physical background:
Several studies have demonstrated that approaches
using optical remote sensing data do not work for most
terrestrial biomass densities. With their longer
wavelength, microwaves arc expected to penetrate into
the canopy. to interact with different components of the
tree and to provide biomass estimates.
The conditions for the radar backscatter to provide
biomass information can be summarised as follows: a)
the wave should penetrate into the canopy, and interact
with certain vegetation components (e.g. branches or
leaves etc..), b) the backscatter should be sensitive to
variation of biomass within the penetration layer, c) the
backscatter should be related to the biomass of the
vegetation components involved, and d) the biomass of
the components involved should be related to the
biomass estimates of interest such as above-ground
biomass.
As regard the wave penetration, the previous section
indicates significant penetration depth in the canopy,
even at X band.
The relationship between the backscatter and the
biomass of the vegetation components involved in the
interaction can be discussed as follows.
The sensitivity of the backscatter to vegetation
characteristics is explained by the scattering of the
vegetation elements and /or through attenuation of the
ground return by the vegetation. Basically, the
scattering and the attenuation increase with the
increasing volume of free water contained in tree
components involved in the interaction mechanisms.
When the vegetation scattering is dominant (small
ground contribution), the backscatter intensity increases.
The increasing function depends on the structural
properties of the main scatterers. When the ground
scattering is dominant, the backscatter intensity
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decreases. The decreasing function, caused by
attenuation. depends less on the structural properties of
the scatterers. The backscattering coefficient, being
normalised by the surface, is a function of the volume of
water contained in the involving scatterers per unit
surface. Since there is high correlations between the
water volume and the fresh biomass of the living
vegetation components. the backscattering coefficient
increases (or decreases if the ground is dominant) with
the fresh biomass of these components (leaf or branch
or trunk), expressed e.g. in kg/m2 or tons/ha. For a
given tree species, biomasses of different components,
leaf. branch, trunk, root and above ground biomass are
correlated. The above ground biomass is the biomass
estimate usually related to the backscattering coefficient
because a) it is meaningful in the vegetation process and
b) it can be derived from the measured stem volume. In
summary, it should be understood that the relationship
between radar measurements and above ground biomass
is very indirect.
The main conditions to be required for inversion of such
relationships are: a)a good dynamic range of the radar
measurements with respect to the measurement
uncertainties, b) reduced noise due to external effect
such as ground conditions or topography.
High dynamic range means large difference between the
backscatter at high and low biomass. Backscatter at low
biomass depends first on the relative ground/ vegetation
contribution. When the vegetation scattering is
dominant as for HV polarisation, or HH and VV at high
incidence angles, the backscatter depends on the volume
of the main scatterers. Since the size of the main
scatterers are wavelength dependent, there are smaller
volume of scatterers at low frequency than at high
frequency. This results in lower backscatter at low
biomass for P band compared to L and C band. When
the ground scatter is important as at low incidence
angles for HH or VV, the backscatter at low biomass is
higher than in the case of dominant vegetation scattering
. lowering the overall dynamic range. The backscatter at
high biomass varies as a function of the dielectric and
structural properties of the main scatterers. In a first
approximation, the following assumptions can be
formulated: the forest medium can be considered as a
homogeneous medium containing a large number of
scatterers of a single category, and attenuation is
sufficiently important to make the ground scattering
negligible. In this case attenuation and scattering
compensate each other and the increase of volume of
scatterers (increase in number for a given size or
increase in size for a given number) will not change the
backscatter value. The "saturated" backscatter value
depends mainly on the orientation, size, dielectric
constant distributions of the backscattering and forward
scattering functions of the individual scatterer.
It depends on the wavelength through the scatterer type,
and through the wave number. Observations show that
for most forest, at a given polarisation/ incidence. the
saturated backscatter value is found within a few dB
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range, typically -8 to -11 dB at Hll or VV, and -11 to -
15 at HV, except extreme conditions such as freezing.
The dynamic range is thus primarily determined by the
backscatter at low biomass. It increases with decreasing
frequency, and it is higher at HV polarisation than lil-I
and VV polarisations.
The noise effect caused by the ground variability is
minimised with cross polarisation or with high
incidence angles at HH and VV. Other sources of
uncertainties are caused by the characteristics of the
forests such as species or density. The relationship
between the radar backscatter and above ground
biomass is less noisy if a) a single species is involved
b) a single category of scattering elements is involved.
The other important characteristic of the relationships
between the radar return and biomass is the biomass
level at the signal saturation. The above-ground biomass
saturation level depends on multiple factors such as the
radar frequency, polarisation and incidence, which
determine the category of dominant scatterers. It
depends on the tree species which determine the relation
with above ground biomass through allometric
relationships, it depends also on the ground conditions
(flood. topography) which may change the category of
scatterers involved, and the weather conditions.
However. the most important factor is the SAR
wavelength. Since the size of the dominant scatterers
increases with the wavelength. biomass saturation level
is expected to increase from X to C, L, P and VHF
band. The general saturation level cannot be determined
with accuracy, since it depends on the forest type and
the uncertainties of the biomass estimates. We use
experimental observations over different forests to
determine the range of biomass saturation level.
Experimental studies with AIRSAR and E-SAR over
different types of forests (temperate, boreal and tropical)
(Le Toan et al. 1992, Dobson et al. 1992, Beaudoin et
al. 1994, Hsu et al. 1994, Rignot et al. 1995, Mougin et
al. Mougin et al. 1999, Hoekman et Quinones 2000)
indicate that the backscatter intensity saturates at 30, 50
and 150-200 tons/ha at C, L and P bands respectively.
Note that these saturation values are indicative of a
range and depend also on the radar incidence angle and
polarisation

L-band SAR, C-band InSAR
P-band SAR
VHF SAR

Table 2: Ranges of hiomass sensitivity of SAR data

C-band data:
At C band lil-I or VV. the backscatter from the ground
can be higher or lower than the vegetation saturation
level. depending on ground conditions and the incidence
angle. Several observations indicate higher return from
the ground in temperate forest plantations , and lower
return in boreal forests. Fig. 5 illustrates backscatter
over the Landes forest in France.

The observations show that a) for the 3 incidence
angles, the backscatter saturates at around 10-12 years
(above ground biomass of about 30 tons/ha), b) the
sensitivity to increasing biomass until saturation
decreases with the incidence angle, from 4dB (26°) to 2
dB (46°) . The low and variable sensitivity of the
backscatter to biomass has prevented development of
biomass retrieval algorithms using ERS and Radarsat
intensity data. On the other hand, the temporal stability
of forest versus non forest and low biomass forest has
been used for mapping of forest extent (Quegan et al.
2000).
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Fig. 5. Radarsat backscattering coefficients as a
function of stand age at 26°, 33° and 46° at the Landes
forest.
At cross polarisation (C-HV), an increasing trend due to
vegetation scattering should be observed at all incidence
angles. The dynamic range is, as expected, small at this
frequency ( ~2 or 3 dB). However, the relationship is
less noisy, and should make inversion ofENVISAT HV
into very low biomass class (<30 tons/ha) possible.
C band interferometric coherence acquired at short time
intervals. as in the Tandem ERS missions, shows a
particular use of C-Band SARs. The coherence shows a
decline with increasing biomass, caused by an increased
contribution of the temporally unstable scatterers in the
vegetation canopy as biomass increases.
The decorrelation results from the movements of the
scatterers between two acquisitions. The scatterers at C­
band being needles or leaves, twigs and small branches,
are highly sensitive to wind effects. For different forest
stands, the coherence decreases with an increase in the
number of the leaves. needles. small branches etc.. in
the stands. These means that, indirectly, the coherence
decreases as a function of the biomass or stem volume.
As the biomass increases, the coherence drops and can
reach the noise level. The decreasing function as a
function of biomass can be affected by the backscatter
of the ground surface, which is variable e.g. as a
function of rain induced soil moisture. However, the



relationship is site and time dependent. The variability
can be attributed to differences in interferometric
baselines, meteorological conditions and ground
conditions (fig.6). The site variability needs to be taken
into account in a general inversion algorithms. In the
frame of the SIBERIA project, a consortium of
European institutes have developed methods applied to
the middle part of the Siberian forest using ERS tandem
coherence and JERS data. acquired over a region of
about 1000 km x I 000 km to map forest biomass up to
80 m1/ha (or 50 tons/ha) in central Siberia (Schrnullius
et al. 200 I). The algorithm was applied to all the
available frames to form a mosaic of biomass map of a
large region (113 frames of IOOxI00 km) into 6 classes.

0,9 ,----------------,
0,8 +----------------<

0,7
~.6 I II ~ ll'l ItD

I •x- • ~ J----f0

• v
'tf

04 ;; :;;: ;i:; IIl------

0:3 I • ;
0,2 -l-----------------j
0,1

0
0 4 5 6 72 3

Volume Class

Figure 6 : ERS tandem interferometric coherence as a
function of volume class at various test sites in central
Siberia. Theclasses I to 6 correspond to volumeranges of
0-20, 20-50, 50-80, 80-130, 130-200 and >200 m3/ha ..

Figure 7 : JOOxlOO km map of land use and forest
classes using JERS and ERS interferometric coherence ,
forest site in Siberia. From light to dark green: volume
classes 0-20, 20-50, 50-80, >80 m3/ha, blue; water,
orange: smoothflelds.
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Fig. 7 presents one of the I00 km map sheet. Such a
consistent map can be used to replace the global
biomass map used in global vegetation dynamic
modelling. and used at regional scale to update existing
forest maps for the effect of fire or clearcutting.
The ERS tandem coherence is thus a valuable
measurements to provide biomass information.
Unfortunately, this source of data does not exist
anymore in the foreseen future.

L-band data
At L band. the backscatter results from a more complex
interaction . where the main scatterers arc the primary or
secondary branches.
At low incidence angle. HH or VY return from the
ground can be of the order of the vegetation saturation
level. giving raise to non monotonic relationships
between the radar backscatter and biomass. Figure I0
illustrates the relative importance of the ground
compared to vegetation scattering at 26° HH. The
vegetation scattering increases until a certain age, then
decreases. Physically. at L band. if we calculate the
backscatter of a semi-infinite layer of cydrindric
scatterers of diameters increasing from 0.2 to 2 cm
(branch diameter increasing with age), the backscatter
increases then decreases after a certain size is reached
(Floury 1999).
Meanwhile. the ground return predicted by the RT3D.
being not negligible as the tree density decreases, shows
a reverse trend. The saturation observed in the total
backscatter is a particular compensation in this case
(Fig 8).
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Figure 8 : Scattering mechanisms at l-HH-26°as
predicted bv RT3D model

At high incidence angles, since the bare surface
backscatter at L band is often lower than that of the
canopy backscatter, the signal increases with increasing
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biomass until saturation The increasing trend has been
observed in a majority of cases with JERS-1 (L band,
HH polarisation and 35° of incidence) until saturation at
approximately 50 tons/ha. However, the sensitivity to
biomass is small, of the order of 2-3 dB for the biomass
range up to 50 tons/ha and depends in addition on the
ground conditions. During the lifetime of JERS (1992-
1998), several works have been published on the use of
JERS data for forest mapping, and not many for the
provision of biomass maps.
HV, being governed by the vegetation scattering,
increases with increasing biomass, at low and high
incidence angles (fig 9). The main scatterers were found
to be the secondary branches at low incidence angles,
with increasing contribution of secondary angles at high
incidences (fig.10).
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Fig.9 : L-HV as a function of stand age in the Landes
forest. Data.from SIR-C.

To assess the generality of such relationships, e.g. for
the use of ALOS-PALSAR, data at different test sites
are compared. Fig. 11 shows L-HV acquired by ESAR
versus stern volume over Ruokolahti, a natural boreal
forest in Finland, as compared to data acquired by the
airborne Ramses system in the plantation Landes forest
in France. Despite the possible differences in
calibration of the two airborne systems, and the large
incidence angle range (35°-45°), the general trend is
similar: increase of
The backscatter with biomass until 50 t/ha, dynamic
range of the order of 7, 8 dB. The Ruokolahti curve
appears more noisy than the Landes curve, due to
mixture of species, topography, and horizontal
homogeneity.
L-HV as provided by ALOS PALSAR data can be used
to update biomass maps similar to maps provided in the
SIBERIA project.
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over a boreal forest, and Ramses data over Landes
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P-band SAR data
At P band, previous experimental and modelling works
(Le Toan et al. 1992, Hsu et al. 1994) using AIRSAR at
the Landes forest have indicated that in the range of
incidence of 45-50°, the main scatterers at HV and W
are the primary branches, and the main scattering
mechanisms at HH is the trunk-ground interaction.
Simulation studies showed that only HH was strongly
dependent on the topography, whereas Wand HV are
much less. The backscatter was found increasing up to
150 tons/ha (the maximum biomass value in the Landes)
and the dynamic range is of the order of 12-15 dB.
During the last ten years, several experiments have
been conducted in temperate, boreal and tropical forests
over a diversity of forest types and conditions. In
general, there are an agreement about a) the high
dynamic range of P band compared to L band, b) HV is
more sensitive to biomass than HH and W. Concerning



the biomass saturation, it is more difficult to have
quantitative statement about the exact biomass
saturation values. An example is shown in figs. 12, from
Hockman et al., 2000, where it is clear that L-HV
saturates earlier than P-HV, at possibly 30 t/ha for L
band and 150t/ha for P band. However. the lack of data
in the range of 30-150 t/ha makes it difficult to define
the biomass saturation value. This lack of data is rather
common in reported datasets when the experiments
were conducted in natural forests, often not covering a
good range of biomass, unlike the regularly exploited
plantation forest. The large dynamic range of P band is
particularly adapted to robust algorithms inverting the
backscatter signal into biomass classes e.g. of l0-15
tons/ha interval. There is a need to assess the generality
of inversion methods for both the operational use of
airborne and the definition of spaceborne system. Until
now. P-band spacebome SARs could not be envisaged
mainly because no frequency band is allocated for
remote sensing at P band. At present, the official request
for frequency allocation appears to have a good chance
of success in the next World Radio Conference. With
this condition, it is probable that P band SAR payload
will be defined in the future.
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Fig.12: P-HV and L-HV as function of biomass in the
Colombian forest. The backscatter is expressed in
Gamma (Sigma Olcos(incidencangle)). From Hoekman
and Quinones, 2000.
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VHF SAR data

In recent works, even longer wavelengths have been
studied. The CARABAS-II system developed by the
FOI (Swedish Defence Research Establishment) is an
airborne ultra-wideband and widebeam SAR operating
in the lower VHF band (20-90 MHz). Fig. 13 shows the
backscattering coefficient as a function of biomass at
two forest sites, Landes and Lozere in France. The
measurements indicate that the VHF SAR backscatter is
sensitive to biomass up to very high values (Melon et al.
200l ). The figure indicates no visible saturation until
700-900 m3/ha, and also a species and site effect. The
observations are confirmed by simulations using the
Distorted Born Approximation. The result shows that
the trunk-ground is the main mechanism, but when the
branch dimension becomes non negligible compared to
the trunk, as in deciduous species, the branch
contribution, and thus the species effect. can be
significant (fig. 14). The effect of topography is also
found important and needed to be accounted for.
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Fig 13. Backscattering coefficients measured by VHF
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Mapping of forest biomass , especially at the higher
range of biomass (> 150 t/ha) can be done with VHF
SAR. Because of important ionospheric effects at these
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frequencies, the operations should be conducted using
airborne systems.
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ABSTRACT

Forest stem volume is an important parameter to
retrieve using remote sensing; for global biomass
studies as well as local forestry planning. In this paper,
we use a polarimetric scattering model to discuss the
possibilities of using low frequency SAR to retrieve
stem volume. The benefits of using low frequencies
(low attenuation, Rayleigh scattering and low sensitivity
to terrain slopes) are presented, and we discuss some of
the problems restricting the accuracy of stem volume
retrieval, related to attenuation by the forest canopy, and
the dependence of the backscatter on the ground
properties due to the dominance of the dihedral trunk­
ground scattering. For the essentially HH-polarised
backscatter measured by the CARABAS airborne SAR
system, terrain slopes are a major disturbing factor on
the accuracy of stem volume retrieval, and we present
results of using images from different flight directions
to compensate for this effect.

INTRODUCTION

The potential of remote sensing to aid in forest
management and planning has long been recognised,
due to the ability to obtain information over large areas
that are often sparsely populated. While great progress
has been made in mapping the extent of forest cover,
species and structure, attempts to automate mapping of
one of the most important properties of forests, namely
biomass, have been of limited success. This is an area
where there is a definite need for remote sensing, on
scales rangmg from global to small-scale mapping. In
the former case, total biomass is of interest for global
climate studies, and monitoring of changes within
international agreements, for example the Kyoto
Protocol to the UN Framework Convention on Climate
Change. On the smaller scale, commercial forestry
operations require information on tree species, number
density and, above all, wood volume, to aid sustainable
management of resources, as well as in planning of
logging operations. For the latter, the most important
information is the size of the trunk. In Scandinavia, this
is usually measured in terms of stem volume, i.e.

2Swedish Defence Research Agency (FOI)
Division of Sensor Technology, P. 0. Box 1165

SE-581 I I Linkoping, Sweden
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SE-961 32 Boden, Sweden

average volume of tree trunks within a specified area
(mvba). Trunk dimensions are also important for
mapping of biomass because for most species the trunk
contains a significant fraction of the total biomass.

Many attempts have been made to measure stem volume
using different types of remote sensing data. In most
cases the electromagnetic waves used are scattered from
the tree crowns (leaves, needles, branches), and do not
penetrate to the trunks, hence they provide only an
indirect approach to stem volume retrieval. Often the
measurements have shown good correlation with stem
volume in the early stages of growth, but reached a
saturation level at relatively low stem volumes.

An exception to this is the use of low frequency SAR,
where the long wavelengths allow penetration of the
forest canopy and the scattering from the trunks allows
the stem volume to be estimated directly. CARABAS is
an airborne SAR system [I], using frequencies in the
lower VHF-band (20-90 MHz). The wide bandwidth
gives a high range resolution (~2.5 m), and to achieve
similar resolution in azimuth, a wide aperture angle is
required, with 90° being typical. The transmit and
receive polarisation is essentially horizontal, and the
image formation and calibration procedure is described
in detail in [2], and is estimated to give an absolute
calibration accuracy of ±I dB, over the range of
incidence angles normally used (~45°-70°).

In previous investigations, low frequency scattering
from forests has been studied using scattering models
and measurements [3-7]. The modelling suggests that on
flat terrain the backscatter is directly related to stem
volume through the trunk-ground dihedral scattering.
On sloping terrain this scattering is reduced, however, in
[7] it was shown that the dihedral scattering is still the
most important mechanism for forests on moderate
slopes (up to ~20°), and hence the measurements may
be used for stem volume retrieval.

In this paper we review the reasons for the good results
obtained using lower VHF-band SAR for forest stem
volume retrieval. Based on experience with the second
generation CARABAS SAR (CARABAS-II), and a

Proc. J'd International Symposium, 'Retrieval of Bio- and Geophysical Parameters from SAR Data for Land Applications', Sheffield, UK.
11-14 September 2001 (ESA SP-475. January 2002)
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simple backscattering model, we discuss the advantages
of using SAR in this band, as well as some of the
difficulties encountered, and possible strategies for
overcoming those problems, with the aim of developing
a cost-effective, automatic procedure for mapping of
stem volume [8].

BACKSCATTER MODELLING

Modelling has been used to aid understanding of the
backscatter measurements' dependence on forest and
ground properties. A detailed description of a numerical
scattering model for CARABAS measurements of
coniferous forests is given in [7]. In this paper we will
use a more generalised version of the model, to illustrate
the most fundamental aspects of the scattering from
forests at low frequencies. In this approach, the trunks
and branches are treated as dielectric cylinders located
above a tilted dielectric ground plane. The total
backscatter is calculated as a coherent addition of the
scattering from these cylinders using the distorted Born
approximation. At the low frequencies used by
CARABAS, the ground surface acts as a (lossy) mirror,
and comparison with numerical models using the finite­
difference, time-domain (FDTD) method has shown that
to a first approximation the scattering may be calculated
using image theory [3], where the most important
contributions to the total backscatter are a) direct
backscatter b) trunk-ground and ground-trunk dihedral
scattering and c) ground-trunk-ground scattering. These
different scattering mechanisms add coherently to give
the total backscatter from each scattering element. Thus,
if the scattered electric field, E5, is related to the
incident electric field, E', by

-ikr
Es =-e--SEi

r
(I)

where k is the wavenumber, and the harmonic
variation of the field in time has been suppressed, the
total scattering matrix can be written as the sum of the
four different scattering mechanisms, i.e.

S =St +Sgt +Stg +Sgtg

with st = s 0 (ks ,kj)

(2)

i(t +T ) /,A A ) (A A ) (A A )Sgtg = e I s r\ks ,ksg .s 0 ksg,kgi . r kgi .k. (3)

The directions of the incident and scattered fields are

denoted by ki and ks , while

(4)

is the direction of the incident wave after reflection
from the ground, and similarly ksg is the direction of

the wave scattered from the cylinder to the ground
(ng is a unit vector perpendicular to the ground

surface). S 0 is the scattering matrix for an isolated
scattering element, and r is the reflection matrix for
the ground surface. For backscattering, reciprocity
requires that Sgt = S1g, and we will refer to the sum of

these two terms as dihedral scattering.

For most scattering elements in forests, the generalised
Rayleigh-Gans theory can be applied to calculate the

scattering matrix S 0
, since the branches, and even the

trunks in boreal forests, satisfy the criteria that

k ·a<< 1, and ~ > 20.,Jf; , where h and a represent the
a

length and radius of a dielectric cylinder with relative
permittivity, Er . In the limit of long thin cylinders
(a/h--+O), the scattering from a cylinder with axis
defined by :le, with incident and scattered polarisations

(using the cylinder axis to define vertical) of q and p
respectively, can be expressed [9] as

2
So (k. k·)=vEr -1~
pq s' 1 Er + 1 4rr (5)

[2(p ·q)+ (Er - lXp ·ZcXzc ·<J.)] µ(ks .r.)
where V is the cylinder volume, and the modifying
function, µ, is

µ(k.s,ki)=sin{~(k.s -k.Jzc}

. h . ( ) sin(x)wit smc x =--.
x

Equation (5) shows that the strength of scattering from a
given cylinder depends strongly on the volume of the
cylinder. In typical boreal coniferous forests, this means
that most of the scattering comes from the tree trunks.

(6)

The modifying function, µ, in (5) results in the strongest
scattering being in the specular direction, while the
width of the scattering lobe depends on the length of the
cylinder compared to the wavelength. In reality, the
trunks and branches of trees are not perfect cylinders,
but taper towards the tips, in a form closer to that of a
cone than a cylinder. This results in a widening of the
main scattering lobe, equivalent to scattering from an
"effective" scattering cylinder approximately 2/3 of the
length of the trunk, as well as smoothing the strong
vanations with scattering angle (nulls between
sidelobes), which are due to resonance effects [7].

The ground reflectivity matrix, r , is diagonal on flat
ground, with the reflectivity for horizontal and vertically
polarised waves determined by the Fresnel reflection
coefficients r H and I'v respectively. On sloping terrain,
however, the change in scattering geometry may result



in significant off diagonal terms, indicating a change in
the wave polarisation on reflection.

Finally, to include the effects of wave propagation
through the forest canopy, the optical path lengths '!5

and '!i in (3) must be included. These are of the form
'!s = 2k Zc COS8s, where Zc is the height of the trunk's
phase scattering centre above the ground plane, and k' is
a propagation constant for the mean field in the forest
canopy, which can be calculated using the effective
field approximation (EFA). For an azimuthally isotropic
medium, the characteristic waves correspond to vertical
and horizontal polarisations, and their associated. '
propagation constants, kp, for the direction, k ,

• 2TC \ O (' '))kp =k+- pSPP k,k
k st

where p is the volume number density of scatterers,

and ( )st represents ensemble averaging over the
scatterer properties (permittivity, size, orientation and
number density). For more details, see [10].

(7)

POLARIMETRIC SCATTERING FROM TREE
TRUNKS ON FLAT TERRAIN

As a starting point for the discussion of scattering from
forests in the lower VHF-band, we will first consider the
scattering from a vertical trunk ( Zc = z ), which for the
coniferous forests studied with CARABAS is a
reasonable approximation. In this section we also limit
the discussion to the case of flat ground ( ng = z ). For
young trees, where the "effective" tree height is of the
order of the wavelength, the modifying function results
in a wide mainlobe, and all four of the scattering
mechanisms in (3) contribute to the total scattering.
However, as the tree height increases, the scattering
from the trunk becomes more concentrated in the
specular direction, and dihedral scattering tends to
dominate. An important point to consider is that in a
wideband system, such as CARABAS, the scattering
lobe (and hence the importance of the different
scattering mechanisms) varies considerably with
frequency. Since the scattering amplitude scales with
the square of the frequency, the higher frequencies tend
to dominate the total response. Another factor which
determines the relative strengths of the different
scattering mechanisms, is the polarisation. For HH
scattering (and HV and VH), the second term in the
square brackets in (5) vanishes, and the dihedral
scattering mechanism can be written

£ -1 k2
Sd.hd IHH=-V-r--rH (8)ineorar, £+Ire

r

Thus the dihedral scattering depends on incidence
angle only through the ground reflectivity. Also, since
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e,:-> 1 the backscatter is only weakly dependent on the
trunk permittivity.
For VV backscatter, the situation is complicated by the
presence of the second term in the square brackets of
(5). Since the dielectric constant of the trunk is
relatively high (Er-20), this term can play an important
role in determining the backscatter, except for steep
(small) angles of incidence. For the relatively shallow
incidence angles used by CARABAS, the vertically
polarised scattering from the trunk is large. However, in
the case of the dihedral scattering, the strong scattering
from the trunk is offset by the low ground reflectivity
(resulting from ground reflection close to the Brewster
angle). Hence the total backscatter depends on both the
direct backscatter, and the dihedral scattering, which
add coherently with a phase relationship determined by
the scattering phase centre of the trunk.

The effect of propagation through the forest canopy is
also different for the two polarisations. CARABAS
measurements indicate very low attenuation for
horizontally polarised waves (-2 dB even in dense
forests) [11]. Through modelling based on the EFA, it
has been shown that the attenuation is due in roughly
equal parts to the tree crowns and trunks, and (for
coniferous forests) is relatively independent of stem
volume, as the scattering loss from the trunks is so
small. However, for vertical polarisations the
attenuation is much greater (-10 dB), due principally to
the strong scattering from the trunks at large angles of
incidence. In this case, the attenuation varies
significantly with stem volume, and tends to negate the
increased backscattering, thus weakening the
relationship between measured backscatter and stem
volume.

Considering the complexity of the polarimetric
scattering from a vertical trunk on flat terrain, it appears
that HH-polarisation has significant advantages for stem
volume retrieval. The low attenuation, which appears to
vary only slowly with increasing stem volume, does not
disturb the measurement of the trunk scattering. The
scattering itself is also less sensitive to changes in
incidence angle using HH-pol., which allows the use of
a wider imaging swath. If vertical polarisation is
desired, the model suggests that steeper incidence
angles are more useful, to reduce incidence angle by
reduction of interference between direct backscatter and
the dihedral scattering, as well as avoiding the rapid
changes of ground reflectivity expected close to the
Brewster angle. Steep incidence also reduces the
attenuation.

STEMVOLUME RETRIEVAL WITH CARABAS ON
FLAT TERRAIN

Since CARABAS uses essentially HH-polarisation, we
will consider the relationship between backscatter and
stem volume (for reasonably large trees), as determined
by (8). It can be shown that this gives a radar cross-
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section for a single tree proportional to the square of the
tree's volume. In a forest, consisting of many trees, the
total backscatter is an addition of the scattering from the
individual trees. For older forests, the spacing between
trees is often larger than the spatial resolution of
CARABAS, which opens the possibility of measuring
the radar cross-section (and hence volume) of each tree.
In this case it was suggested in [5] that by averaging the
backscatter amplitude s0 (rather than intensity, o"), a
measure which is linearly related to stem volume, v,
could be obtained, i.e. s0 oc v . This would be preferable
to using backscattered intensity, which due to the non­
linear dependence on stem volume is expected to
depend on the number density of the trees, n, i.e.

2
cr0 ex: ~ When the tree spacing is less than the

n
resolution, coherent interference between the scattered
fields occurs. In most (semi-)natural forests the random
distribution of trunks means that the backscattered
power adds incoherently so that the average intensity
should be used as an unbiased measure of the
backscatter, rather than average amplitude.

In practice we have seen little difference between using
the average backscattered amplitude or the square root
of the average intensity as a measure of stem volume
[12]. This is believed to be due to the fact that stem
volume and tree density are generally correlated, and
hence it is difficult to separate the effects of stem
volume from number density. In addition, modelling
predicts that, for the range of stem volumes within the
forests studied in Scandinavia, the variation of number
density will cause only small differences which can be
obscured by other effects.

Another factor which can reduce the correlation of
CARABAS measurements with forest stem volume is
the dependence of the scattering on the ground
reflectivity. The reflectivity can vary independently of
the forest stem volume, depending on a) soil dielectric
properties (moisture, grain size), b) incidence angle and

c) surface slope. Of these, the effects of soil moisture
and incidence angle are expected to be minor compared
to the effect of the slope, and to-date, only weak
evidence of their influence has been observed in
CARABAS images [12], since in many cases they are
obscured by variations caused by sloping terrain.

INFLUENCE OF SLOPING TERRAIN

The effect of sloping terrain on CARABAS
measurements of forests is principally a result of
changes in the dihedral scattering from the trunk. This is
because of the change in scattering geometry, which
changes both r and s0 in (3). Firstly, r is changed by
the reduction of the diagonal terms (co-polarised
reflectivity) and the introduction of significant off­
diagonal terms (cross-pol.). However, modelling
indicates that for moderate slopes (up to -20°), at the
incidence angles used by CARABAS, this is a minor
change [7]. More important is the change in the trunk
scattering matrix s0, caused by shift of the dihedral
backscattering from the specular direction (i.e. the
changes in kgi and k5g ). This means that the
backscattering is determined mainly by the modifying
function µ, so that the backscattering may be written as

()~lope""cr~atf(k,heff,iig,ks )+ cr~ackground (9)

where cr~at is the backscatter coefficient expected
on flat terrain, and

(k4sinc2(~(cos05g -coseJ}os2(<1>sg -<l>i))

f = (k4)
The angles 8 and <j>are the Euler angles for the
directions, ki and k5g, and heff is an effective tree
height, approximately 2/3 of the true tree height.

cr~ackgroundrepresents a background noise level due to

-180 -90 o, [geg.J 90 180

Fig. 1. Model of variation of radar cross-sectionfor a dielectric cylinder on a sloping plane, for trees with height=JOm,
dbh=35 cm (left), and height=JOm, dbh=JOcm (right). Og denotes the slope, and </Jg the aspect angle relative to
the look direction. The calculations areperformed at 60° incidence.
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Fig. 2. CARABAS image examples for a dense forest area (high backscatter), with forest stand boundaries
superimposed. A comparison of the two images shows that apparent within-stand variations of high and low
backscatter are reversed when imagedfrom a different direction.

image noise and (weak) scattering which does not show
the same dependency on slope as the dihedral response
(i.e. direct backscatter from the trunk, scattering from
branches, ground scattering, etc.). Since the effect of the
slope depends strongly on the system frequency and the
look-direction, the triangular brackets indicate
averaging over the different frequencies, and azimuth
angles used in the image formation process.
To illustrate the effects of sloping terrain on backscatter,
Fig. I shows simulations for two different sized tree
trunks, (adapted from [7]). It can be seen that the
backscatter for a given slope varies significantly with
aspect angle, with the maximum backscatter at angles of
±90° where the slope has no range component. An
example of the variations with look direction can be
seen in Fig. 2, where an area of dense forest has been
imaged from 2 different directions. In this case, the
variations in backscatter (note particularly the areas
marked with arrows), are reversed from one image to
another. This is due to the effects of topography, and the
direction of slope relative to the look direction.

STEM VOLUME RETRIEVAL OVER SLOPING
TERRAIN

The variations in backscatter described above represent
a problem for retrieving stem volume from a single
CARABAS image. Particular problems occur where the
slope is in the range direction, and the dihedral
backscattering may be reduced below the background
scattering. In this situation, the backscatter measurement
is no longer a directly related to stem volume. To
illustrate one technique to avoid this difficulty, we have
used a combination of images acquired from four flight
tracks over the Tonnersjoheden test-site described in
[4,7]. Fig. 3 shows a comparison of the results obtained
by inverting the CARABAS measurements to retrieve
stem volume. The crosses mark an inversion performed
using an empirically derived relationship between
backscatter amplitude measured in one image and stem

volume. The circles, on the other hand, are from a
retrieval performed by selecting data from the four
images to minimise the effects of topography. As
expected, the main difference between the two
techniques is for stands with tall trees (high stem
volume) standing on steep slopes. With a single image
there is significant underestimation of these stands,
whereas the combination of 4 images results in much
better stem volume estimation.

DISCUSSION

This paper reviews the basic physical mechanisms
determining the backscatter from forests, and the
correlation between VHF-band SAR measurements of
backscatter and stem volume. We have shown that the
use of wavelengths which are long compared to the
diameter of the trees has the advantages that a) the
scattering is dominated by the trunk, and b) the
scattering is essentially Rayleigh, and thus proportional
to scatterer volume. The main problem with using low
frequencies is that, since the dihedral scattering
dominates the response, the scattering is also dependent
on the properties of the ground. In particular, terrain
slopes can cause large changes in measured backscatter,
which must be compensated. We have presented one
possible method to achieve this, using images from
multiple look directions. Another possibility is to use
the model described in [7] to correct for topography.
However, in this case the dependence on tree height
complicates the retrieval of stem volume. In this respect,
the use of complementary measurements, such as lidar
or dual frequency InSAR to retrieve tree height and
surface topography may be of interest.

The polarimetric model described in this paper, suggests
that HH-polarisation has advantages for stem volume
retrieval, as it is less sensitive to changes in incidence
angle than VV. This is particularly important when
combining images from different flight directions,
where the incidence angle will vary from one image to
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another. Related to this is the need for good calibration
of the images.

Another possible method for slope estimation and
correction is that suggested in [13], where the shift in
the polarimetric response is used to estimate the azimuth
tilt of the surface. This method is under investigation for
low frequencies, where the strong variation of scattering
with surface slope may be an advantage.

Finally, it is important to note the effect that tree species
may have on the stem volume retrieval. For trees with
significant biomass in large branches, the attenuation of
the forest canopy, and backscatter from the branches
will increase. This will tend to obscure the scattering
from the trunk, particularly on sloping terrain where the
trunk dihedral scattering is reduced. This effect is
strongly frequency dependent, since higher frequencies
result in stronger attenuation of the trunk scattering by
the canopy, a greater sensitivity to surface slopes, and a
generally higher "background" noise due to increased
scattering from branches. In this situation, the total
backscattering may still be correlated with stem volume,
but as a result of the measurement of branch biomass,
not direct measurement of the trunk.
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ABSTRACT

Fully polarimetric C-, L- and P- band data were
collected by NASA's AirSAR system at the Araracuara
test site, a well-surveyed forest reserve in the centre of
the Colombian Amazon. The area is characterised by a
high diversity of forest types, soil types and flooding
conditions. A polarimetric classification technique is
used to assess AirSAR's potential for forest structural
type mapping and, indirectly, forest biophysical
characterisation. Field observations were made at 23 0.1
ha plots to obtain additional quantitative descriptions on
forest structure and ground surface conditions, but also
to assess the suitability of existing map legends for SAR
mapping. It could be shown that a new type of legend
leads to physically better interpretable results. A method
based on iterated conditional modes is introduced and is
shown to yield radar-derived maps with a high level of
agreement with existing maps, as well as with the
ground observations. The following results may indicate
the high level of accuracy obtained: 15 classes can be
differentiated, the average radar map agreement ranges
from 68-94% (depending on the type of map and
approach) and for only a few classes the agreement is
less than 70%. The relation between physical forest
structure and polarimetric signal properties is studied
explicitly using polarimetric decomposition. A new
method is introduced based on the decomposition of
polarimetric coherence, instead of power. It is based on
simple physical descriptions of the wave-object
interaction. The accuracy of the complex coherence
estimation derived from the complex Wishart
distribution. Thus several interesting physical relations
between polarimetric signal and forest structure can be
revealed. The physical limitations of this technique and
its relation with sample size are indicated.

I. INTRODUCTION

The utility of multi-band polarimetric airborne SAR
for tropical forest inventory is evaluated by analysing
experimental data collected by NASA's AirSAR system.
Such a system may fulfil information needs related to
the mapping of forest types and the assessment of
biophysical characteristics at a scale of 1:50,000 or
larger. At the well-surveyed Araracuara test site, a
forest reserve in the Colombian Amazon, it collected

fully polarimetric C-, L- and P- band data in May 1993.
The study was facilitated by detailed inventory and
extensive field observations resulting in a very detailed
landscape ecological unit map [ l].

II. FIELDWORK AND LEGEND

The radar images show a lot of variation, however this
variation is not always reflected well in the variation
shown on the landscape ecological map. Partly this is a
consequence of the aggregation level of the map. For
example, small units (mostly units of rare types) are not
shown and complexes of different forest types are shown
as separate aggregated classes. Within a single mapping
unit, differentiation in the radar image can occur
because of flooding (at the time of image acquisition) or
soil type. The latter, for example, related to the depth of
peat layers. On the other hand, mapping units which are
clearly distinct, floristically or geologically, but are not
distinct in terms of biophysical characterisation, are not
discernible on the radar images. The fieldwork was
designed to capture the variation found in the landscape
ecological map as well as in the radar data. Eventually a
new legend could be developed which appeared to be
suitable for radar image classification and which can be
linked to the existing mapping units. In the legend
proposed here (Table 1) the flooding state is the most
dominant level (Map 1), followed by drainage type
(Map 2), soil type (Map 3) and structural type (Map 6)
(vegetation type). Also the forest type map (8 classes)
(Map 7) can be aggregated from Map 6. A biophysical
characterisation of forest types is given in Table 2.

III. CLASSIFICATION, VALIDATION AND
MAPPING

The creation of a classified image as well as the
evaluation of the classification results, in general, are
not very straightforward tasks. This may be particularly
true for the complex structure of the tropical rain forest.
Some points of consideration are the occurrence of
many rare types of forests, absence of well-defined
boundaries and presence of gradients between forest
types, complexes of forest types and chagras, small
areas of shifting cultivation along the river. It could be
shown that 15 classes can be defined on the basis of
carefully selected training areas.

Proc. J'd International Symposium. "Retrievalof Bio- and Geophysical Parametersfront SAR Data/in· Land Applications'. Sheffield. UK,
11-14 September 2001 (ESA SP-475. January 2002)
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Table 1. Biophysical and structural characteristics of vegetation types. H = high forest; L =low forest; P =palm forest.
Biomass includes only individuals with a dbh 2'.I0 cm (source: [Duivenvoorden and Lips, 1991 ]).

height biomass basal area Density
(m) (tons/ha) (m2/ha) (no. I 0.1 ha)

u1212ercanOQ:i treelets trees 12alms s12ecies
high forests
(H1) 26 340 36 640 71 4 39
(H2) 22 240 26 570 44 3 26
(H3) 20 190 25 650 71 7 32
low forests
(L1) 14 130 27 680 117 7 14
(L3) 8 20 7 1700 40 3 10
palm swamp forests
(P1) 20 250 34 620 92 9 17
(P2) 21 200 29 490 89 27 26
.(fi2 6 50 8 1420 12 9 4

Table 2. Proposed legend for Maps 1, 2, 3, 6 and 7 for classification of AirSAR polarimetric data in the study area, the
number of training areas (N) for each of the classes of Map 6, and the class Code number.

Flooding Drainage Soil Cover type Structural type Landscape Forest type
unit

Map 1 Map2 Map3 Map6 Mapl N Code
2 classes 3 classes Bclasses 15classes B classes
Flooded Permanently Peat Palm forest P2 (peat) Ee, {Eb1 P2 36 11

floodedor {peat) P4 (peat) Tb3, {Eb3) P4 22 12
wet

Lowforest L3 (peat) Tb2, {Eb2) L3 89 13
(peat)

Thinorganic Palm forest P2 Cb1 P2 36 14
deposit
Thinorganic Palm forest P2 Tb1 P2 36 7
deposit and peat
ThickHhorizon Lowforest L3 HP2,Ho3 L3 18 15
Hydrousand thin Palm forest P1 (flooded) Ac P1 10 6
oroanlc deposits (flooded)
Hydrousorganic Palm forest P4 (flooded) Eb3 P4 18 8
deposits (flooded)

Lowforest L3(flooded) Eb2 L3 9 9
{flooded) L2(flooded) Cm2 L2 18 10

Sporadically ThinHhorizon Highforest H3 (flooded) Ce 10 17
flooded (flooded) H2 (flooded) Ac, Ee -

H1,H3 (flooded) Cc 20 16
Non-flooded Never Thin and thickH Primaryhigh H2, (or H1,H3) Ac, Ee H2, (H1,H3) 114 1

flooded horizon forest H3 Ce H3 11 2
H1, (or H3) Hp1,Tp, Dp, H1, (H3) 431 3

Sv

The method of Iterated Conditional Modes (ICM) [2]
appeared very useful. It was shown that a new approach,
combining ICM with several types of prior information,
can yield very good classification results. Fig. 1 shows
how results develop from cycle to cycle for each
individual class. The starting value is the ML-solution
(denoted as cycle 0), with an overall accuracy of 50.5%,
the final value is ICM(30), with an overall accuracy of
88.8% (Table 3). For most classes the results improve
significantly during the first 10-15 cycles. The table also
shows values for other maps, aggregated from Map 6.

These other maps have less classes and, consequently,
higher accuracy.

Table 3. Overall classification results for training areas
and validation areas for Map 6, and for the other maps
after aggregation from Map 6, after application of the
extended ICM method.

Map 1 Map2 Map3 Map6 Map7*
traininoareas 93.6% 93.2% 88.8% 88.8% 89.0%
validationareas 94.1% 92.6% 76.3% 68.9% 73.7%
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Fig. 1. Evolution of the % well-classified pixels of the
training areas for all 30 cycles of the extended ICM
approach. The starting value is the ML-solution
(denoted as cycle 0).

IV. POLARIMETRIC MODELLING

The frequency dependence of the complex coherence
shows some characteristic features which may be related
to forest structure and which may be described well with
existing physical backscatter models. Fig. 2 gives some
examples. For non-flooded high forests, with increasing
wavelength, the coherence decreases and the
polarisation phase difference (PPD) increases from low
values to values typically around 45°. For flooded high
forests the coherence increases again when moving to P­
band and the phase increases to values around 120°.
Other forest types sometimes show a different
behaviour. Such behaviour is not well described in
literature.
In many backscatter models, notably radiative transfer

models, the backscatter is thought of as composed of
three incoherent contributions [3, 4]. These are (l) the
direct backscattering from the vegetation layer, (2) the
direct backscattering from the ground attenuated by the
vegetation cover and (3) the backscattering originating
from the ground-trunk interaction attenuated by the
vegetation cover. These are sometimes referred to as the
diffuse term, the single-bounce term and the double­
bounce term, respectively [5].

Suppose the received electric field can be thought of as
composed of these three incoherent terms. Then, for H­
polarisation:

(l)

and, for example, the estimation of the HY cross­
product follows as:
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(E1zE:) =((E1z,1+E1z,2 +E1z,3)(E:.1 +E:.2 +E:.3~

= ( E1z,iE:.1)+( E1z,2E:.2 )+( E1z,3E:,3) (2)

This leads to the following expression for complex
coherence:

Phhvv = Phhvv,I + Phhvv,2 + Phhvv,3' (3)

.' which is the sum of contributions from the three above­
mentioned scatter mechanisms. The first component can
be written as

where

Phhvv,I (4a)

=the relative strength of the vegetation

ao ao
I /z/z,1 vv,l

layer. Note that f1 =, --0---0-
ahh avv

= the HHVV coherence magnitude of
the vegetation layer

</Ji = the HHVV coherence phase of the
vegetation layer

Similarly
Phhvv,2 =a i: r2 exp(i¢>2)

and

(4b)

(4c)

with a=lalexp(i¢>a),

where lal

¢>a

I:

r:

¢>2

h

r3

= the (effective two-way H x V)

attenuation through the vegetation
layer
=the (effective two-way H x V) phase
shift caused by propagation through
the vegetation layer
= the relative strength of the ground
surface.
= the HHVV coherence magnitude of
the ground surface
= the phase of the HHVV coherence
of the ground surface
= the relative strength of the trunk-
ground interaction component.
= the HHVV coherence magnitude of
the trunk-ground interaction
component
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<h = the phase of the HHVV coherence
of the trunk-ground interaction
component.

It is noted that

(5)

and, therefore, the complex coherence can be regarded
as a addition of three vectors in the complex plane for
which the sum of the three vector magnitudes is :S I. Fig.
3 gives a decomposition example.
Without going into additional elaboration it may be

stated that this model gives insight into the physical
scattering mechanisms of the plots under consideration,
or any other homogeneous area of the scene. The
accuracy of such an interpretation depends on the
accuracy of the coherence estimation, which in turn
depends on the number of independent looks in the
sample. Fig. 4 shows the 50% and 90% confidence
interval for the plot 5 sample shown in Fig. 3. It may be
obvious that a large number of looks is required to
enable a useful interpretation and that working on a
pixel-basis may have too many limitations. Figure 5
illustrates this effect.

Forest Types Araracuara

0.7

0.6 ),(..
o.s ' ~- ."' '8 0.4 ~ I o

~ o.a • •••••• , •••• " ' •
~ 0.2 ::-. ·-. ; - •r

-+--H Flo (21)
--H Non(7)
- " ·P2 Flo (19)
• >< ·P4Flo (5)
-IK ·L2 Flo (2)
-& ·L3 Peat (9)
- ·L3 Flo (12)

-0.1
-0.4 -0.2 0.2

Re[HH-VVCoh]
0.4 0.6

Fig. 2. Multi-frequency complex coherence curves for
high forests, (b) flooded palm forest and low forests.
The curves connect the C-band coherence (in these
examples always the right-most point), with the L-band
and the P-band value (at the other end of the curve).

~
0 04u
>~~
~~
§

01

0

-01
-OA -02 0 02 OA 06

Re[HH-VV Coh]

Fig. 3. Two examples of solutions for the decomposition
of the P-band complex coherence of plot 5. Vegetation
components (solid lines) and double-bounce
components (dashed lines) add to the total (dotted line).
The single-bounce component is ignored.

L@ @C

Fig. 4. Confidence intervals at 50% and 90% for the
three points of plot 5 shown in Fig. 3. The sample
contains 706 independent looks in C- and L-band and
403 independent looks in P-band.

Fig. 5. Confidence intervals for the complex coherence
at 50% and 90% for (left) 14-look and (right) 280-look
samples, for a phase difference of 45°, and IPil values
ofO.l, 0.5 and 0.9.

V. CONCLUSIONS

A mapping approach for tropical rain forests
consisting of three conceptual steps has been presented.
These three steps are: (1) legend development, including
hierarchical aggregation, (2) mapping, including spatial
aggregation and (3) physical interpretation of units
mapped.
It was found that the legend of the existing landscape

ecological map of the Araracuara region, though very
detailed, not seems to describe well the class distinction
radar can make. Partly this is due to the use of
geologically and floristically related parameters, and
partly because of the aggregation of fine-structured
forest complexes into separate legend units. The
proposed radar legend is solely based on biophysical



parameters and has a hierarchical structure based on
flooding conditions, drainage, soil type and vegetation
structure type, respectively. This hierarchy can be
explained in terms of existing physical backscatter
models. It should be noted however that there is no
unique one-to-one correspondence between the existing
legend and the new radar legend. These findings may be
true in general, i.e. for different forests in the world
different and non-compatible legends have been
developed. Physically based 'radar' legends may prove
to have a more general applicability.
At the lowest hierarchical level all 15 classes can be

distinguished well on the basis of their full polarimetric
information content and for homogeneous samples of a
sufficient number of independent looks. Such results
cannot be related easily to image classification results
because of the presence of texture, relief and speckle.
Commonly used image processing techniques to
mitigate or to capitalise on these effects appear to be of
limited use for several reasons. A technique based on
iterated conditional modes appeared to be useful,
especially when extended to incorporate prior
knowledge on texture, relief and class occurrence. The
final overall result is 88.4% agreement between
classified image and existing forest map. It is hard to
give a good judgement on the actual accuracy of the
mapping. For a proper validation the number of 23
fieldwork plots may be insufficient. Moreover, the
existing map is not free of error. Nevertheless, the
general agreement between landscape ecological map,
the radar-derived map and the validation set is very
high. This may be especially true when considering the
fact that some classes, which show substantial
confusion, actually may not differ very much in
biophysical characterisation.
Being able to classify the forest in many structural

hierarchically grouped classes which can be linked to
well-described units enables making a relation with
parameters such as forest height classes or biomass
level classes. A more direct approach would be
beneficial in case mapping of less well-known areas is
pursued. Any supervised or unsupervised classification,
or, when feasible, segmentation, can yield accurate and
unbiased estimations of the complex polarimetric
coherence. In this paper a new approach is proposed to
interpret multi-frequency complex coherence numbers,
how to link it with concepts of scattering mechanisms,
physical backscatter models and number of independent
samples. In principle the larger the samples (or
homogeneous segments) obtained, the larger the
possibilities for physical interpretation. More research
remains to be done to be able to fully exploit this new
physical polarimetric decomposition approach.
However, first results clearly show that different sets of
multi-frequency complex coherence numbers can be
recognised and linked to different structural types. In
some cases, based on physical assumptions made,
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decomposition into vegetation and trunk-ground double
bounce terms may be done well, which may open the
way to, for example, improvement of biomass inversion
algorithms.
Future campaigns would benefit from using an
interferometric mode (such as the TopSAR mode
presently available). A higher resolution would also be
very beneficial enabling forest structure characterisation
by texture or tree-mapping. A new campaign has been
conducted over Indonesian tropical rain forests in the
framework of NASA's PacRim-2 deployment enabling
furthering of mapping approaches along these lines.
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ABSTRACT

Studies on the relationship between biomass and radar
backscatter have relied on field data to construct
empirical relationships with radar backscatter that can
be used for biomass estimations and mapping. In
general. inversion of radar data for biomass
estimations is limited by the variations on backscatter
produced by structural parameters and soil moisture
and limited to a certain maximum biomass level
dependent on the structural class.
In this work we created biomass maps of two study
sites at the Colombian Amazon (Guaviare and
Araracuara) by using results from polarimetric
classification algorithm that combines power, phase
and correlation of C, L and P band of AirSAR data.
Two different approaches were used. For the Guaviare
site, (dry and flat) the biomass classes selected are
related to Land Cover types and an empirical
relationship between biomass and the average
backscatter ((LHV+PRR)/2) is used to create the
biomass map. High consistency with the cover map is
found. For the Araracuara site (hilly and flooded) a
biomass map is created by reclassifying a biophysical
forest structural map with biomass values obtained
from field available data.
Field data is used to validate maps and to study the
behavior of radar polarimetric signatures according to
different forest structures. A new approach of analysis
is based on the description of the polarimetric
coherence according to a physical explanation of the
wave-object interactions. The same type of analysis is
used to study systematically the influence of different
forest structural parameters and soil moisture
conditions on the polarimetric signatures. Simulated
radar data from the UTARTCAN backscatter model is
used.

I. INTRODUCTION

In the last decade scientists and modellers of different
disciplines like ecologist. hydrologist and bio-geo­
chemist are requiring data on the amount and
distribution of biomass over the earth surface. The
study of carbon cycle and its influence in important

processes related to climate change require accurate
biomass quantification. The processes related to
changes in biomass levels are very dynamic i.e.
deforestation, therefore the development of
straightforward (simple) algorithms for biomass
mapping is required. Remote sensing data have proved
to be useful for that purpose but important limitations
have been found for both optical and microwave
systems. Radar remote sensing is one of the more
promising tools for biomass mapping due to its
sensitivity to the amount of scatterers (branches,
leaves and trunks) directly related to the standing
biomass. So far the use of radar for biomass mapping
and estimations have yield two main conclusions: 1)
the biomass dependency on radar backscatter varies
with radar wavelength and polarisation. 2) The
sensitivity of radar return values to biomass changes
saturates at certain biomass levels. In general it can be
said that saturation point increases with wavelength
and that HV polarisation is more sensitive to biomass
changes (8,9,10]. In addition studies have revealed
that forest structure affects radar backscatter grving
constraints for direct biomass estimations. [l].

In this paper we present an approach of four steps of
analysis to study the relation between biomass and
radar return values. The first two steps present two
different methodologies of biomass mapping
depending on the biophysical conditions of the terrain.
The last two step searches deeper into the effect of
forest structure on the radar return values and its effect
on biomass estimations. Radar data from field
measured plots and simulated radar values from
hypothetical forest stands are used.

II. BRIEF DESCRIPTION OF TEST SITES

Both study areas are located at the Colombian
Amazon. Then first is located in the district of
Guaviare (2.5°N, 72.5°W), and is a colonisation area
characterised by a flat and non-flooded terrain.
Biomass values vary according to the vegetation cover
type. The second area is a pristine natural forest
located in the vicinity of Araracuara (0°40'S, 72°

Priu r" lntcrnati onul Svniposium, 'Retrievol of Bio- 1111dGeophvsical P11rw11e1ersf/-0111S!IR /)11111/or f,011d 11pp!ic11tio11s'. Sheffield, UK.
11-1./ September 2001 iESJ\ SP-./75, J1111u1ir1·2002)
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15'W) with complex geomorphology and diverse
flooding conditions. The biophysical description of the
forest types occurring in the area is well reported in
the Landscape ecological map available[2]. Variations
on biomass are related to forest type. (Tablel,
Hoekman and Quinones, this proceedings)[3].

III. DATABASE

In May 1993, the AirSAR (POLSAR mode) collected
fully polarimetric C-, L- and P- band data [4] in both
study areas. The AirSAR images [5] are in 16-look
Stokes matrix format with a pixel spacing of 6.66 min
range and around 8.20 m in azimuth. The incidence
angle ( {)i ) varies from about 20° to 60°. For the
identification and polarimetric description of the land
cover and forest types polygons were digitised over the
images, in areas corresponding to the areas
corresponding to fieldwork plots and field
observations. For the Guaviare site detailed forest
structural data were made for 13 plots of primary
forest, 10 plots of secondary and 5 plots of pasture. For
the Araracuara site measurements were made over 23
plots, additional information was acquired on flooding
conditions. For the estimation of (total aboveground
wet) biomass, for the plots measured at both study
sites, an allometric equation was applied, using trunk
diameter and height to the first living branch.[7].

In addition with the help of the land cover map of
Guaviare and the landscape ecological map of
Araracuara a set of independent polygons were
delineated for the defined classes [6,2]. The training
set samples, consisted of 778 delineated areas for the
Guaviare site and 759 for the Araracuara site.
Polygons were at least of 50 pixels in a 25°-60° range
of incidence angles. The field averaged Stokes
scattering element data of the database is used to
calculate field averaged values for backscatter, phase
differences and correlation. Since each field has at
least 50 pixels, or N=800 independent looks, for
homogeneous fields these averages closely approach
the underlying values and can be regarded free of the
effect of speckle

IV. APPROACH

a) For the Guaviare site an empirical relationship
between the biomass and the radar values is used
for the classification of the image. Saturation
occur at low levels of biomass (100 tons/ha).
Definition of biomass classes can be linked with

the biomass levels of vegetation cover types. The
accuracy of the map was asses by analysing the
percentages of the training polygons labelled with
cover type classes into the expected biomass range
values.

b) For the Araracuara site biomass mapping is done
by classifying structural vegetation types (15
classes) stratified by flooding conditions and
forest structure (Hoekman and Quinones. this
proceedings) [3]. Biomass values are assigned to
each structural type according to field available
data therefore no saturation point exist Accuracy
of the biomass map was calculated by using
confusion values from the confusion matrix of the
forest structural map (Map 6, [3]). Structural
types were rearranged by biomass level. The
number of biomass classes for the biomass map
depends on the number of structural types with
different biomass. Percentages of correct classified
training areas were calculated for each defined
biomass level.

c) Radar data corresponding to the field
measurement areas was extracted from C, L and P
bands, linear polarisation and multi-frecuency
complex coherence signatures are analysed for
forest stands of different structure at the same
biomass levels. The analysis of the signatures give
insights into the relation between structural
parameters, soil moisture and radar values. The
analysis of signatures is based on the model
presented by Hoekman and Quinones, this
proceedings) [3] This data can be used to generate
knowledge for future biomass retrieving
algorithms.

d) A polarimetric scattering model for layered
vegetation (UTARTCAN) was used to generate
simulated radar scattering data of hypothetical
forest stands with controlled structural
characteristics. The systematic change in a
structural variable elucidates its effect over the
radar signatures. The UTARTCAN model is
based on an iterative solution of the radiative
transfer equation up to the second order for
multiple scattering within the canopy and between
the canopy and the ground. It is applicable to C, L
and P band data of the AirSAR system. The
model computes de polarimetric backscatter
coefficients. The vegetation is described as a
layered random medium of discrete scatterers.



Trunks and branches are modelled as cylinders
and leaves as circular discs. Each layer contains a
number of scatters types and for each type a
density, a dielectric constant, dimensions,
orientations and distributions are specified. The
soil is described as a random rough surface and
the backscatter properties are modelled using the
Integrate Equation Method. For the translation of
the field data into input files for the UTARTCAN
model, the Life Form interface model was
developed. The model reads the field data and
creates four three types of outputs. I) The input
file for UTARTCAN model, 2) Forest profiles
drawings and 3) biomass and surface structural
data for each plot. Simulations of the measured
data serve to evaluate the performing of the
Model.

e)
Y.RESULTS

a) Guaviare site: Land cover type classification and
biomass mapping

The potential for biomass class mapping was studied
by evaluating the backscatter for 5 fields of pasture, 10
fields of secondary forest re-growth and 13 fields of
primary forest for which biomass was estimated. For
these fields the above ground fresh biomass was found
to vary over the range of 2.9-10 ton per hectare (1 ton
= 1,000 kg; I ha = 10,000 nr') for pastures, 6-159
ton/ha for secondary forest and 137-297 ton/ha for
primary forest. Since biomass varies over several
orders of magnitude Yi values (in dB) were fitted to
the logarithm of biomass (x) using a log-log functional
relationship of the form Yi [dB]= aexp(bx) + c. The
main results are summarised in table 1. For the C­
band the correlation is not very high. The maximum
value for r2 is 0.66 and was found for the VV­
polarisation. For L-band with HY-polarisation and for
P-band high values are found . However there are
some differences: L-band with HY-polarisation has a
high correlation but the signal tends to saturate at high
biomass levels. For P-band the saturation appears at
higher biomass levels, however the SEE (Standard
Error of Estimate) is higher. The combination of these
bands can be used to improve overall results for the
whole biomass range under study. Averaging
backscatter of P-band with RR-polarisation and L­
band with HY-polarisation, for example, results in a
slightly higher correlation (r2 is 0.94) and a
considerably lower SEE. The ratio of the total range of
backscatter and the SEE for this particular
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combination is high, namely 13.2. This number may
be interpreted as 6.7 times 1.96 standard deviations or,
in other words, at least 6 classes of biomass may be
distinguished at the 95% confidence level. (This
should be interpreted as the confidence level for the
real class being not more than one class away from the
estimated class). Also, since biomass values of the
savannah, beyond the lower end of the range shown
here, and biomass values of higher biomass primary
forest (at other test sites) beyond the higher end of the
range shown here, seem to obey this functional
relationship well, it is believed that up to 8 biomass
classes may be discerned using this particular
combination.
Table 1. Relationship between backscatter, expressed
as Yi [dB], and biomass expressed as loglO of the
above ground fresh biomass in ton/ha, for several
frequency and polarisation combinations. The
correlation coefficient r', the standard error of
estimate (SEE), the total range of y1 of the
experimental data and the ratio of range and SEE are
shown

r' SEE range Range/
fdBI [dB] SEEJdBI

C-llH 0.32 0.41 3.2 80
C-HV 062 033 3.2 9.6
C-VV 066 0.51 48 95
L-IUI 0 81 !07 9.3 8 7
L-HV 0.93 IOS II 6 110
L-VV 0 78 0.83 7.7 9.3
P-HH 0 90 1.39 II I 80
P-HV 0.94 1.70 16.1 9.5
P-VV 0.91 0.82 9.6 116
P-RR 0 93 1.23 13 2 10 7
L-HV+P-RR 094 0.93 12.3 13 2

(L-HV + P-RR)/2
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Fig. l. (PRR+L HY/2)-polarisation average as
function of biomass. The biomass is the fresh weight
above ground biomass (in tons/ha) at the logarithmic
scale (i.e. 1.0 is 10 ton/ha, 1.5 is 31.6 ton/ha, etc.).
Experimental data for primary forest (0), secondary
forest (0) and pasture (*) are fitted to a curve of the
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form ]{dB]= a + b(l-exp(-cx)), where x is the
logarithm of the biomass.

Using the functional relationships between biomass
and the average backscatter of the Lhv and Prr bands a
map of biomass classes can be created. This was done
for eight arbitrarily chosen biomass classes, namely:
(1) :5:3.42,(2) 3.42-4.72, (3) 4.72-6.85, (4) 6.85-10.7,
(5) 10.7-18.5, (6) 18.5-38.1, (7) 38.1-109 and (8) >
109 (in ton/ha). Classes 2 until 7 correspond to
equidistant values of backscatter separated at 1.96
standard deviation intervals as indicated in Fig. 1.

Since the relationship does not hold for the class of
recently cut areas, these areas have been excluded
from the biomass classification. It is difficult to
validate the accuracy of these results since acquiring a
sufficient number of additional biomass values is a
huge task. The consistency between biomass
classification and land cover type classification can be
checked, however. Table 2 shows for each land cover
class (excluding recently cut areas) the distribution of
biomass classes as a percentage of the total area.

Table 2. Percentages of areas corresponding to the
classification of the four main land cover types and the
eight biomass classes. The land cover types are
encoded as: (1) Primary forest, (2) Secondary forest,
(3) recently cut areas, and (4) Pastures.

Biomass classes (ton/ha) 1 2 3 4

Mask£d 0 0 100 0
0-3.42 0 0 0 16

3.42-4.72 0 0 0 18
4.72-6.85 0 l 0 23
6.85-10.7 0 3 0 20
10.7-18.5 l 12 0 12
18.5-38.1 2 28 0 6
38.1-109. 12 40 0 3
>109. 84 14 0 l

The agreement with expected biomass ranges is high
for all three land cover types.

b) Araracuara site: Structural Forest type classification
and Biomass mapping

For The Araracuara site, the relationship between
biomass and the linear polarisation of the C, L and P
band were studied. The relation with gamma co­
polarised data on the three frequencies presented a lot
of deviations for the different forest types and the
flooding conditions. With the L and P band cross­
polarised data the deviations were not significant but

as expected the saturation point is reached at very low
biomass level .[31.6 tons /ha]. Because of the
variations on backscatter due to structural differences
and flooding conditions for the same biomass level,
the same methodology used for the Guaviare site could
not be applied Therefore for biomass mapping at this
site the biophysical structural differences between
forest types should be included in the classification.
For this purpose the biophysical forest type
characterisation of the study area was used. The map
of structural types (15 classes) (table 3 of Hoekman
and Quinones, this proceedings) was reclassified
using the biomass field data corresponding to the
forest type of that particular structural class. In total 8
biomass classes can be mapped (Table 3). The
confusion matrix of the structural map (Map 6) after
the application of the ICM method, ( 95 looks), was
used to assess the accuracy of the biomass estimations
for the training areas. Structural types under the same
biomass level were grouped and the number of right
and wrong classified polygons were added. In that way
the percentages of accuracy between the classes could
be calculated as shown (Figure 3). The calculated
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Figure 2: Scatter plots between the estimated biomass
and the radar return values for LHH (upper) and LHV
(lower) radar backscatter. The biomass is the fresh
weight above ground biomass (in tons/ha) at the
logarithmic scale (i.e. 1.0 is 10 ton/ha, 1.5 is 31.6
ton/ha, etc.). The experimental data for different forest
structural types i.e. High non= High forest-non



overall classification accuracy for the biomass map
was 92%. One advantage of the previous method is
that there is not a saturation effect because the
classification has been based on structural
characteristics, using field biomass available data..

Table 3: Defined biomass classes in Tons/ ha for the
area of Araracuara. The Map 6 (code) and Forest Type
corresponds to the codes presented in Table I & 2 in
Hoekman and Quinones, this proceedings.).

Biomass class Map 6 (code) Forest Type
[Tons/ha)
0-20 13, 9, 15 L3
20-50 12, 8 P4
50-140 10 L2
140-190 17 H2 flooded
190-200 11,14,7 P2
200-240 1 H2 non flooded
240-250 6 Pl
250-340 16,3 HI-HJ
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Figure 3: Accuracy of estimated biomass expressed in
percentages of right and wrong classified training
areas within the same biomass class.

g) Field data analysis

The analysis of the gamma multi-frequency linear
polarisation signature and the complex coherence
signature was made using radar data from field plots
of different structural characteristics in the same
biomass level using a physical model (introduced by
Hoekman and Quinones this proceeding).

Signatures for three different forest structures on high
biomass level (230 tons/ha) (Figure 4.) are presented
The first forest type is high forest in non-flooded
terrain with close canopy and with trees of high DBH
(>30cm). The second type is palm forest with high
palm density (DBH>30 cm) and open canopy over
flooded terrain. The third is a low forest with high
density of small trees (DBH < IO cm.) over flooded
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terrain. The gamma linear polarisation signatures
produced by these forest types are different for the
three bands. For the C band the gamma backscatter
values are higher for the Palm forest on the three
polarisations. For the L and P band the co-polarised
data is higher for the flooded forest types ( 2dB- L
band and 4dB -P band)and the cross-polarized data
does not change with the forest type. The multi­
frequency complex coherence of the high forest shows
an increase in the phase angle and a decrease in the
correlation with the wavelength. This can be
interpreted as an increase of the volume scattering due
to the penetration capabilities of longer wavelengths
and the presence of big scatterers in this forest type.
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Figure 4: Field forest structure profiles and
corresponding multi-frequency, linear polarisations
and complex coherence signatures. Three different
forest structures from left to right: high forest, palm
forest and low forest. Biomass level 230 tons/ha

The attenuation produced by the thick dense canopy
decreases the possibilities of double bounce scattering
For the Palm Forest there is a decrease in the
correlation from C to L band but no significant change
on the phase angles. From L to P band there is an
increase on the phase angle and the correlation That
can be interpreted as an increase on the volume
scattering from C to L band due to the presence of big
leaves and thick palms(< 30 cm DBH). The dense low
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canopy attenuates the L band and little double bounce
occurs. P band on the other hand penetrates the
canopy of medium size scatterers and larger
contribution from the trunk-ground interactions occurs
(i.e. double bounce between the trunks of the palms
and the inundated forest floor). For the Low forest the
phase increases from C to L and P bands and the
correlation is high for the three bands. In this case
there is high single scattering from the C band
meanwhile volume scattering dominates in L band
decreasing in the P band. The absence of big scatterers
(thick trunks and big leaves) can be responsible for the
decrease in the volume scattering on the P band. For
this same reason the penetration of the waves into the
forest floor can be high and an influence from the
flooding condition can be affecting the phase.

f) UTARTCAN Simulation

For each of the hypothetical forest stands the gamma
multi-frequency linear polarisations and complex
coherence values were calculated. This part of the
analysis is still under development and one example is
presented in this paper.

In this example the effect of layering is evaluated by
analysing the signature of a controlled forest stand
compared to the signature produced by forests with
same biomass and density (i.e. same number of
scatters) but different distribution of the vertical
components. In the control plot all the trees have the
same DBH, total height and canopy height; in the
emergent plot trees have the same structural
characteristics as the control plot but 20% of the trees
are located above the canopy simulating an emergent
layer. The sub-canopy plot has the same
characteristics but 20 % of the trees are creating a new
layer under the canopy. The signature of the linear
polarisations was almost the same for the tree plots a
difference of 1 dB was observed for the cross-polarised
data of L and P band. The difference on the complex
coherence signature was more evident. In this case the
phase and correlation of the C band is the same for the
three plots, indicating that for single bounce scattering
mechanisms is dominating. For the L band there are
changes on the phase and the correlation especially for
the emergent plot in which the phase increases and the
correlation decreases, indicating that more volume
scattering is occurring in this plot. For the P band
there is a slight increase on the phase and the
correlation. That can be interpreted as a decrease in
the single and increase in the volume scattering.

VI. CONCUSIONS AND RECOMMENDATIONS

Two algorithms for biomass mapping have been
presented in this paper. The first is a maximum
likelihood classification using and empirical
relationship between biomass and the combination of
channels that gave the best correlation between the
variables and the highest sensitivity. In this case only

118Ton/ha
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--sub-layer
--.-emergent

-o z
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Figure 5: Multi-frequency, linear polarizations and
complex coherence signatures for simulated forest
stands. Forest profiles from left to right: control, sub
canopy layer and emergent layer.

two ( PRR and LHV) radar polarizations were used.
The use of empirical relationships is constrained by
the effect of radar saturation at a certain biomass level,
affecting the number of biomass mapping classes, in
this case 8 biomass classes could be mapped. Biomass
classes were related to the land cover classes mapped
in the area and the agreement between this two could
be used to asses the biomass map accuracy The
resultant biomass map showed high consistency with
the land cover map created for the area.

The second algorithm includes the prior biophysical
forest type classification by using multi-frequency
polarimetric data. Biomass data was then associated to



each structural class overcoming the saturation effect
and allowing the definition of classes beyond the
saturation level.

It should be noted that both biomass maps show broad
biomass classes over several orders of magnitude and,
thus, is useful for assessment of spatial patterns
associated with land and forest degradation and
secondary re-growth processes. It does not show
accurate biomass value estimations and, thus, is of
limited value for, say, foresters who want to assess
parameters such as timber volume.

At this stage of the research field forest structural data
and biomass field data are needed for both biophysical
characterisation and biomass mapping. Deeper
analysis of field data as presented on the steps 3 and 4
of the analysis will allow to define some specific
effects of structure and biomass levels over the radar
signatures. Ongoing research includes the analysis of
the signatures in relation to specific structural
characteristics ( DBH distribution, layering, life form
composition, height and density) and to conditions of
the terrain (soil moisture and soil roughens). In the
future it is expected that biophysical forest
characteristics and soil conditions can be extracted
from the polarimetric analysis of the images without
prior field knowledge.

The biomass mapping will benefit from additional
information given by interferometric systems.
Topographic mapping and possible forest height
estimations will increase accuracy in biophysical
characterisations.

By the study of the polarimetric signatures of different
structural types in other study sites (forest types)
around the word a knowledge based classification
system could be designed in order to generate
vegetation structural maps without field information.
Extension of the actual data base of tropical forest
including areas in, South-east Asia, Africa or
Australia will be of great help in understanding the
variations of radar values with structure and biomass.
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ABSTRACT

This paper presents the first results from a study of
JERS repeat pass coherence. The goal of the study is to
find out if JERS repeat pass coherence can be used for
observation of Siberian forests and to compare it with
results for ERS tandem coherence. Two forest
territories in Siberia are used as test sites. These two
territories, Bolshe-Murtinsky and Chunsky, are chosen
for their good availability of satellite and ground data.
The test sites were also studied in the EC-financed
SIBERIA project (SAR Imaging for Boreal Ecology
and Radar Interferometry Applications), but a detailed
study of the JERS coherence has previously not been
done for these regions. The data analysis show that
JERS coherence in combination with JERS backscatter
intensity can be used for forest/non-forest monitoring.

INTRODUCTION

The ERS coherence has already proved to provide
valuable information for forest studies (Askne et al.
1997, Fransson et al. 2001, Santoro et al. 2000, Wagner
et al. 2000), but after the loss of ERS-1 it is not likely
that C-band coherence with only I-day acquisition
difference will be available in the near future. This
makes it important to study the possibilities for L-band
repeat pass coherence, in preparation for the upcoming
Japanese satellite ALOS and its L-band SAR,
PALSAR.
The interferometric coherence is affected by several

factors. One of the most important for forests is the
temporal decorrelation, caused by changes in the
scattering between the two image acquisitions. These
changes are caused by natural motion of the scatterers,
but also by changed conditions like snow melting and
soil moisture differences, or bigger changes like forest
fire, clear cutting or thinning of the forest. The 44-day
repeat cycle for JERS allows more changes to happen
than the I-day repeat cycle for the ERS tandem
mission. Some of the effects can be reduced by
selecting image pairs from the winter season when
conditions are more stable, but in our case JERS
coherence was only available for the summer. Motion

of the scatterers also affects coherence from JERS and
ERS differently. Due to its higher operating frequency,
ERS is more sensitive to motions of smaller structures
like twigs and small branches that are less stable over
time. Conclusively, the temporal decorrelation from
motion of scatterers is smaller for JERS coherence, but
due to longer temporal baselines it is more affected by
meteorological and antropogenic effects.

FIELD DATA

The two selected test territories, Bolshe-Murtinsky
and Chunsky, are located near the rivers Yenisey and
Angara in Krasnoyarsk Kray in central Siberia. These
are two of the 13 test territories that were used in the
SIBERIA project (Figure I). In each test territory there
is a certain number of smaller test areas for which an
extensive GIS based forest database is available. The
Bolshe-Murtinsky territory include 4 test areas, and
Chunsky 5. In addition, information about temperatures
and precipitation was available from WMO weather
stations in the vicinity of the test areas.

_,._,.
%
50N

Figure 1. The 13 test regions that were used in the
SIBERIA project.

Proc. 3'" International Sr111posi11111, 'Rrtnevul ofBin- and Geophvsical Parametrrstrom SAR Datafi1r Land Applications'. Sheffield. UK.
l l-l-t September 2001 (ES!\ SP-./75. }111111111-y2002)
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SAR DATA

In this study, JERS data recorded hy the mobile
receiving station of DLR during the summer 1998 have
heen used. Table 1 shows the tracks which cover the
Bolshe-Murtinsky and Chunsky test territories. For the
comparison with ERS coherence the tandem pairs
listed in Tahlc 2 have hcen used.

Table I. JERS tracks covering the Bolshe-Murtinsky
and Chunsky test territories.
RSP-numhcr Date 1 Date 2
141 Missing 980725
142 980612 980726
144 980614 980728
146 980616 980730
148 980618 980801
149 Missing 980802
151 980621 980804
152 980622 980805

Table 2. ERS tandem pairs covering the Bolshe­
Murtinsky and Chunsky test territories.
Track Frame Orhit Date
348 2457 32400 970925

12727 970926
305 2439+2457 32357 970922

12684 970923
33 2439 32586 971008

12913 971009
491 2439 32543 971005

12870 971006
448 2439 32500 971002

12827 971003

PROCESSING

The JERS data were synchronized by DLR and the
orhit information was added hy NASDA. The resulting
level 0 data were processed track by track by Gamma
Remote Sensing within the SIBERIA project
(Wiesmann et al. 2000).
Figure 2 shows the JERS data processing chain. For

many tracks repeat pass data were available with a
temporal baseline of 44 days and a spatial baseline of
less than 2 km. These tracks were all processed
interferometrically.
The processing was carried out on the JERS-1 raw

data using the Gamma SAR interferometry processing
system which includes a calibrated range/Doppler
processor. Data were filtered for radio frequency
interference (RFI). The radiometric calibration
accounts for JERS sensitivity gain control (STC), and
automatic gain control (AGC). In addition it corrects
for the JERS range antenna pattern.

1 JERS raw data

I
SAR Processing (MSP)
~~Y
f''"), . Estimation of multilook
~1l$~I backscattering coefficients
• JZ•. r and texture.

I
In~rferometric SAR Processing (ISP)

Coherence estimation

Ter1rain corrected geocoding•
Backscatter, coherence, and texture
images in UTM geometry

Figure 2: JERS data processing chain.

The corresponding SLC data are registered to
common slant range geometry. The quality of the
coherence estimate depends on the coregistration
accuracy. Therefore emphasis is given on this task. An
automated approach based on the coregistration of
many image chips is used (Wcgmiiller et al., 2001 ).
The standard deviation of the SLC registration in range
and azimuth is of the order of 1/20 pixel depending on
image content. Common hand filtering is applied.
As a compromise between accurate estimation and

high spatial resolution the coherence estimation is done
with adaptive window size. The size of the estimation
window is determined by the coherence values from a
rough first estimation with fixed window size
(Wcgmullcr and Werner. 19%). The used window
sizes vary between 3x3 and 9x9 pixels.
Gcocoding is used for the registration of the JERS

with the ERS images and the available in-situ data. The
global DEM "gtopo30" was used as geometric
reference. Quadratic spline interpolation algorithms
were used for the data interpolation necessary in the
single rcsampling step. The pixel spacing is 50 rn in
northing and casting. The effective number of looks,
determined with the method of moments, is about 25.
An error of 200m in height in the "gtopo K)" DEM
results in an error of 220m (far range) to 270m (near
range) in localization. An additional fine registration
with the ERS image is done to improve the data for
analysis. The processing and geocoding of the ERS
data was done by DLR-DFD (Roth 1998, 1999).

COMPARISON OF ERS AND JERS COHERENCE

Already from a simple visual comparison between
the JERS repeat pass coherence and the ERS tandem
coherence it is possible to see that many of the features
that can he seen in the ERS images arc also visible in
the JERS images. An example from test area 2 in the



Bolshe-Murtinsky test territory is showed in Figure 3.
However, it is also obvious that clear-cuts and other
open areas do not reach the same high coherence
values as in the ERS images. This is clearly illustrated
by the missing second peak in the histogram for the
JERS image. For this reason boarders between open
areas and low density forest is not as marked as for
ERS. This indicates that it will be difficult to use only
JERS coherence for forest/non forest mapping.
Another outstanding difference between the two

images is the clearly marked network of rivers and
streams in the JERS coherence that are hardly visible in
the ERS coherence. This is an effect of the long
temporal baseline between the JERS acquisitions, and
is probably caused by big differences in the water
levels and moisture in the river beds between the two
dates (June 22 and Aug. 5). This indicates that L-band
repeat pass coherence could be an interesting tool for
mapping of river catchments, and since the
composition of the forest often is dependent on the
vicinity to water, this can also tell something about the
distribution of tree species. It is likely that this change
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in vegetation is causing the brighter bands that can be
seen along the rivers in the ERS coherence image.
In the SIBERIA project, the ERS coherence and the

JERS backscatter intensity were found to be the best
information sources for the growing stock volume
classification that was performed (Wagner et al., 2000).
Two-dimensional histograms plotting the ERS
coherence against the JERS intensity clearly show how
water, forest and open areas are separated into clusters
when these two data sources are combined. Examples
of these histograms are displayed for two ERS frames
in Figure 4 a) and c). Areas with low backscatter and
low coherence are classified as water, low backscatter
and high coherence as smooth open areas, and high
backscatter and low to medium coherence as forest. In
general low coherence correspond to dense forest,
medium coherence to sparse or young forest, and high
coherence to rough open surfaces with little vegetation.
The properties of JERS were not analysed in the
SIBERIA project, since it was not foreseen that this
type of data would be available.

Figure 3. Comparison of coherence images from JERS (left) and ERS (right) for test area 2 in the Bolshe-Murtinsky
test territory. The images are scaled between the same coherence values to make them visually comparable. Values on
the x-axes of the input histograms should be divided with 255 to give the correct coherence values.
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In Figure 4 b) and d), the same type of two­
dimensional histograms as for the ERS coherence are
showed for JERS coherence. The area for which the
histogram in b) is created is the same as in a), and in
the same way d) correspond to the same area as in c).
Comparing the histograms for the ERS and JERS
coherence, a number of remarks can be done:

• Apart from a shift of about 0.1 towards lower
coherence in the JERS histogram, the water
cluster seems to remain almost unchanged.

• The forest clusters loose some of their
dynamic range for the JERS coherence. This
indicates that the decorrelating effects over 44
day during summer are bigger for very sparse
or young forest than for dense forest. It is also
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interesting to observe that for b) the peak of
the forest cluster remains at the same place,
while in d) it is shifted from 0.4 to 0.1.

• The most dramatic changes occur for smooth
open areas. Here the decorrelating effects are
so big that the whole cluster moves down
from coherence values around 0.8 for ERS to
0.3 for JERS. However, by including the
JERS backscatter intensity in the analysis it is
still possible to differentiate open areas from
forest.

• For JERS coherence, values exist all the way
down to 0, while for ERS only very few
values are below 0.1.

b) JERS RSP 151 and 152
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Figure 4. Two-dimensional histograms showing the distributions of the coherence values for ERS and JERS together
with the JERS backscatter coefficient for two frames. The JERS tracks in b) are coregistered to the ERS data,
mosaicked together, and cut to cover the same area as the ERS scene giving the histogram in a). In the same way the
histogram ind) correspond to the same area as the histogram inc).



DAT ABASE ANALYSIS

In the SIBERIA project, methods and programs were
developed to coregister the field data with the satellite
data, to create database files for each test area, and to
plot the interesting parameters against each other. To
find a way to determine the growing stock volumes
was one of the main goals, and the ERS coherence
showed to be the best satellite parameter for this
purpose. In Figure 5 a) and c) database plots showing
the relationship between the ERS coherence and the
growing stock volume are displayed for two test areas.
Due to time constraints database plots for the JERS
coherence were only created for a few test areas,
including one in the Bolshe-Murtinsky and Chunsky
test territories, and no analysis of the results were
performed. In this study this work has been continued,
and Figure 4 b) and d) show new database plots for the
JERS coherence from the same test areas as in a) and
c).
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These database plots show the same general trends
for the coherence as have been pointed out in Figure 4.
Open areas (growing stock volume = 0) are moved
down from coherence values between 0.6 and 0.8 for
ERS to between 0.3 and 0.5 for JERS. Forest with
growing stock volumes below 50 m3/ha also show a
relatively large shift towards lower coherence, while
the shift for growing stock volumes above 50 m3/ha is
much more moderate.
One thing that is more clearly visible in these

database plots than in the two-dimensional histograms
is that for a certain growing stock volume the standard
deviations are larger for the JERS coherence than for
the ERS coherence. This makes it more difficult to use
JERS repeat pass coherence for estimations of the
growing stock volume in the same way as was done
with the ERS tandem coherence.
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CONCLUSIONS

Due to the long repeat cycle of the JERS satellite,
agricultural fields, clear cuts, and other types of non­
forested areas often get as low coherence as forest
during summer when harvest and other changes occur
between the image acquisitions. This makes it difficult
to use JERS repeat pass coherence for forest/non-forest
classification. hut the ambiguity can he resolved by
adding the JERS backscatter intensity to the analysis.
When this is done, JERS gives results comparable to
those for ERS coherence. The first analysis of the
JERS coherence together with forest data from the
database also show that the lower dynamic range and
higher standard deviations of the coherence values
reduce the possibilities to use JERS repeat pass
coherence for estimations of growing stock volume.
Further studies will show if it is possible to increase the
accuracy when the JERS backscatter intensity is added
to the analysis.
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ABSTRACT

Multi-temporal InSAR data from a boreal forest area in
Sweden is analyzed in order to estimate stem volume
using coherence and backscatter. A model-based
regression is performed using 21 forest stands and tested
on another 21 forest stands, 2 to 14 ha in size, from an
area with accurate in situ stem volume data varying
from 8 to 335 mi/ha. The model approach is discussed
and compared with other approaches found in the
literature. Results from the different pairs are combined
to give a best stem volume estimate. The accuracy in
tcnns of RMSE for standwise estimated stem volume
corrected for sampling errors is l0 m3/ha. Evaluation at
plot level (20m diameter - 21(1plots) showed an RMSE
of 55 mi/ha. The best pairs arc characterized by below
zero temperature and snow on the ground, For the large
area (4325 km") 166 Swedish National Forest Inventory
(NF!), plots were used as reference resulting in an
RMSE of 71 m3/11ai.e. 30'X,worse than the reference
area located up to 50 km away. The plot based accuracy
estimates illustrate effects of the limited resolution of
the coherence estimate and the variability of the forest
and stresses the need for evaluations over forest stands.
By averaging 0\ er larger areas we obtain an accuracy of

1 - '::; 30 m /ha for areas ;:> l ){) knr We conclude that
InSAR can for areas abox c 2 ha provide forest stem
volume estimates of similar order of accuracy as ground
data.

INTRODUCTION

There is a need for forest information related to
environmental aspects (c.g. the Kyoto protocol) as well
as related to forest managing aspects. In the latter case
high resolution and high accuracy is normally needed
and costs effectiveness is a less limiting factor
compared to the first case when large areas far away
from society have to be covered. In Olis case satellite
observations can be particularly useful since an
internationally acceptable method is needed.

This study reports investigations of boreal forest
using interferometric synthetic aperture radar (lnSAR).
Accurate field observations in a 5.5 km2 area have been
used for training and testing a model and then the results
have been used to extend the retrieval to a 4325 km2

large area for which the Swedish National Forest
Inventory has a number of reference plots. The data will
first be described, the model for the model-based
estimation will be summarized, and finally the results
and conclusions presented.

AREA STUDIED AND DATA SETSUSED

Areas studied and in situ data

The reference areas used for this investigation are
located near Kattbole (5.5 krrr', 60°N 17°E) together
with a large area (4325 knr'), including the Kattbole
site, in the regions of Sala and Uppsala, northwest of
Stockholm, Sweden. The areas are dominated by typical
boreal coniferous species, Scots pine (Pinus sylvestris)
and Norway spruce (Picea abies), but some broad-leaf
trees are also present, the commonest being birch
(Betula pendula). The topography is relatively flat
varying between 75 and 110 m above sea level for
Kattbole and 30 and 154 above sea level for the large
area. The mean stem volume for the large area is 164
m3/ha and the standard deviation is 124m3/ha.

In 1995 an inventory was made in Kattbole and
accurate estimates of forest stem volume (18%), type of
trees, etc were made (Fransson et al., 2001). 42 stands
with stem volumes varying between 8 and 335 m3/ha
and 2 to 14 ha in size are used in this paper. For the
large area the Swedish National Forest Inventory, NFI,
information has been used for comparison with the
InSAR data. The NFI is conducted as an annual
systematic field sample of circular plots with plot radius
of 10 or 7 m for permanent and temporary plots.
clustered in squares of 0.3 and 1.8 km side respectively.
By averaging the values from the plots good estimates
of the mean forest properties are obtained for areas of
the order of counties (5000 krrr'), The NFI plots are too
small to be used for training or verification since the
resolution of the measurements is approximately 1 ha.
For this reason NFI plots located at forest boundaries
were excluded, and for the area studied by InSAR we
had 166remaining NFI plots.

ERS-1/2 SAR scenes

We have used nine ERS-l/2 tandem pairs from 1995
and 1996, which means all the tandem pairs available
over the studied area. The scenes cover approximately a

Proc. J'd International Symposium. 'Retrieval ojBio- and Geophysical PurumetersIrom SAR Datafor L1111dApplications ',Sheffield, UK,
I l-l-l September 2001 (ESA"SP-./75. Januarv 2002)
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full year. and include two pairs from March and April
1996. Radar backscatter and coherence values for the 42
forest stands in the reference area are illustrated in
Figure 1 for the acquisition in March 12 and 13, 1996.
The backscatter observations are not well correlated
with stem volume and there are clear changes between
the two days. (The rms. difference between the
backscatter values from 12 and 13 March is 0.6 dB with
a higher mean on 12 March than 13 March.) In spite of
this difference the coherence for this SAR pair is well
correlated with stem volume. Although this is the best
pair to illustrate that coherence is much better than
backscatter to characterize stem volume, the conclusion
is true for all the pairs.
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Figure 1. Observations from ERS-1 and ERS-2 on 12
~nd 13March 1996 of ./2 forest stands in Kattbole, a)
backscatter (crosses for 12 March and boxes for 13
March), and b) coherence as.function of stem volume.

Meteorological data

Meteorological data in the form of temperature, wind
speed, and precipitation are obtained from nine
meteorological stations scattered over the large area.
From the meteorological data we may divide the ERS-
1/2 scenes in two groups: stable weather conditions -

both March 96 pairs, August 95, 2ndpair of April 96,
and changing weather conditions - June, July,
September 95 (all affected by rain), October 95 and 1'1
pair of April 96 (affected by temperatures oscillating
around 0°C).

DATA ANALYSIS

The coherence is estimated by

(1)

where g1,i and g2,i are the pixel values representing the
amplitude of the scattering backscatter in the two
images, and rp,is the phase difference between image 1
and 2. The window size was set to 5x25 pixels in range
and azimuth of the original SLC scenes, or
approximately 1 ha. For further details on the InSAR
processing, see (Santoro et al., 2000).

The complex coherence can be divided in a
number of different contributions of which some can
either be neglected or corrected for (Askne et al., 1997).
One of these effects is the baseline decorrelation. It is
important to identify the parts related to the vegetation
in order to characterise the forest influence and to
compare different observations. The effect of volume
decorrelation and temporal decorrelation is defined by
(Askne et al., 1997)

h h

r r -f a0 (z')e-JKz'dz'!f a0 (z')dz' (2)volume temporal - ve v
0 0

where K = 47d3,/(ARtan()) and a~ denotes the
volumetric backscattering coefficient for the two passes
(assumed to be equal). u~, is the volumetric
backscattering coefficient from stable scatterers from
the two passes. We could express CJ~. as r v (z' )a~(z')
where r v (z') represents the percentage of stable
scatterers. In the following we will simply denote
expression (2) by Y.for·

A model-based regression has the advantage
over methods not based on models that the model
parameters can yield information on details in the
scattering process. For radar backscatter from a
vegetation layer a simple model in line with the Water
Cloud Model (Attema and Ulaby, 1978) is given by
(Pulliainen et al., 1994) based on helicopter borne
scatterometer measurements

0 - 0 -pv 0 (1 -pv)(}for -Clgre +CJveg -e

The contribution from ground,
(3)

CJgr ' and the
contribution from the vegetation layer, CJveg ' could be
separated and a transmissivity coefficient, ~V, was
identified proportional to the stem volume, V, of the
boreal forest. This ground transmissivity is interpreted
in (Askne et al., 1995; Askne et al., 1997) as caused not
only by radiation going back and forth through a canopy



layer. but also from radiation going through gaps of the
canopy. The "area fill". TJ. was introduced. describing to
what extent the canopy fills the resolution cell. and l-n,
to what extent the resolution cell is described by gaps in
the canopv. The two-way attenuation through the
canopy layer (height h) is determined by cxp(-cx.h). As
an alternative to Eq. (3) we can then describe crro, by
means of

O [ O · ,J, 0 (l ah )] (l ) 0CJfor=l/CJwe +CJ,,,g -e + -1/Clgr (4)

as long as
I - e in = 17(1- e '"') (5)

The forest transmissivity, cxpr-]! V). is then understood
as caused by two contributions. the gaps and the canopy
transmissix itv, i.e. we have introduced one parameter
for the horizontal and one for the vertical variations of
the forest. In the case of C-band observations we believe
that the canopy transmissivitv is small and that the main
scattering is coming from the tree tops. and we have
used <X = 2 dB/m. This means that [:l is mainly
determined by the gaps in the vegetation. This was
illustrated by photographic observations of canopy gaps.
sec (Santoro ct al.. accepted).

The factor exp(-jK/) complicates Eq. (2), and we
will first neglect this factor. assuming zero height of the
forest or zero baseline. As we have two (independent)
types of scatterers associated with the ground surface
within the resolution cell. the coherence would then be
determined by the normalized value for the stable parts
of each scatterer weighted by its radar backscatter. i.e.
(assuming equal backscatter at the two acquisitions)

(6)- 0r for - CJfor

where r~rand y,,,~ represent the temporal coherence for
ground and vegetation (or percentage of stable
scatterers).

However. some of the scattering from the forest is
corning from the different height levels of the canopy
and associated with a phase shift as first neglected.
Assuming that the stability is constant with height and
the variation of the scattering is detcnnincd by a single
parameter. the penetration depth. i.e. CJv (z) oc e-a(h-z).

we obtain
;!: (h-1._)

:::::;e a
a e ,i:1, -e -oh

Yvotume(/1,,. h.a) = --.~. --
a -11'. 1-e

where the last part is approximately correct if a. is large.
Yvohunc is dependent on the actual scattering and then
dependent on a. and not f:l. These assumptions arc of
course simplifications compared to the true variation of
the scattering. as measured e.g. in (Castel ct al., 200 l)
and an assumed varving stability with height. However,
in (Floury ct al. 1996) it was indicated that the
interferometric effective height seemed to be
determined by the actual height corrected by the
penetration depth. i.c. as given in (7). Of course. Yvo111me

tends to I if either 13,,or h. tends to zero. The expression

(7)
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for the coherence in the case we have scattering canopy
layers above the ground reference level is then given by

r CJ0 e-f!V +r CJ0 (1 e-f!V )y= gr gr veg veg - volume (8)r for 0
CJfor

where the volume decorrelation tcnn is related to the
vegetation part. This expression was in principle derived
in (Askne et al., 1995: Askne et al., 1997), where
special height variations of the scattering and the
stability were assumed. Any model to be used for
inversion is a compromise between a small number of
parameters describing the most essential phenomena
and a large number of parameters describing the
phenomena more in detail. This means that some
parameters are "effective" parameters representing
complex phenomena. We will also use an empirical
relation between height and stem volume for the boreal
forest, which has been found to apply for all our
investigated boreal forest areas

h = h(V) = (2.44 ·V)0 46 (9)

Besides Eq. (8) some other expressions for Yror have
been used in the literature. If we neglect the volume
decorrelation effect we would obtain the expression (6),
which was recently proposed in (Koskinen et al .. 2001)
by means of regression technique. If Clfor also had been
constant with stem volume we would obtain an
exponential variation of the coherence as function of V.
Such an expression was recently proposed in (Wagner et
al.. 2000). None of these forms give the possibility to
correct for baseline effects or for the effect of the forest
height. As regression expressions any of these two
expressions may be equally good due to the typical
noisiness of the data. but Yveg is then to be considered as
a regression coefficient with no physical meaning. As
an example to be studied below we will see that the case
illustrated in Figure I with B11=2 l 8 m will result in non­
physical negative values of the vegetation decorrelation
if we neglect the volume decorrelation tenn. The so
called Interferometric Water Cloud Model, Eq. (8). was
introduced in order to use a minimum number of
parameters for inversion purpose, but still base the
expression on physical models and system properties.
Further developments of interferometric model aspects
can be developed starting from tree growth models in
combination with scattering theories, see e.g. (Floury et
al, 1999, Castel et al, 200 I, Luo et al, 2000)

RESULTS FOR MODEL PARAMETERS

The model parameters for each interferometric pair are
determined by minimizing the quadratic difference

between the expressions for CJ~0,. Eq. (3), and y for. Eq.
(8), and the observed values using all the 42 Kattbole
forest stands. The nine pairs cover almost a full year.
but arc too few to draw conclusions regarding seasonal
variations. The temperature interval is -4.5 °C to 19.5
0C, the wind speed interval is 0 mis to 4 mis. We find
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significant correlation only between Yw and Yveg, Yw and

~, Yveg and wind, and er ~eg and temperature. The
correlation between CTveg and temperature was found to
be 0.86. see Figure 2. This may be related to an
increased respiration and water content of the main
scatterers at higher temperatures. To explain the
correlation between Yveg and wind we assume that

r =e-<2k3.=l'12with k=2n!A. and 8 is the rrnsveg nns ·

variability of the scatterers (Askne et al., 1997). We find
a correlation of 0.71 between 8nns and the maximum
wind speed at the two acquisitions of the tandem pair,
see Figure 2. This is in line with the assumption that
wind is causing the decorrelation of the vegetation
layer, and the results would indicate complete
decorrelation of the vegetation layer at approximately 4
mis.
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Figure 2. Relation between CTveg and temperature (top),
and relation between rms. variation of scatterer
location, in mm, relative wind speed, in mis.

RETRIEVAL OF FOREST STEM VOLUME

To describe the results of retrievals the root mean
square error, RMSE, corrected for the sampling errors
due to the field inventory design. is used. This statistical
measure was also used for a multi-temporal
combination of all the image pairs, where each pair was
weighted by the RMSE. after eliminating outliers in the
different pairs. For details in the retrieval, see (Santoro

et al., 1999; Santoro et al., 2000; Santoro et al,
accepted).

Kattbole area

The forest stands in the Kattbole area are divided in two
groups, one data set for training and one for testing. The
results from the test dataset are presented in Figure 3. In
practice only the four best image pairs contribute to the
multi-temporal result. In this case the RMSE, corrected
for sampling errors is 10 nr'/ha. Note that the retrieval is
based on training using 21 stands and evaluation of 21
other forest stands, all with sizes varying between 2 and
14 ha. If we instead would use the individual 216 forest
plots in the testing dataset we would obtain an RMSE of
55 m3/ha. This illustrates the importance of averaging
over forest stands due to the resolution of the coherence
estimates and the variability of the forest.
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Figure 3. Stem volume retrieval accuracyfrom each one
of the nine InSAR pairs and from the mu/ti-temporal
retrieval.

NFI plotswithin large area

All the forest stands in the Kanbole area are used to
determine the model parameters. To verify the accuracy
of the retrieval in the large area we need accurate in situ
observations of forest stands within the area.
Unfortunately, such observations for forest stands are
not available and expensive to collect, and instead we
have used NFI data, which are the standard procedure to
estimate large area (county level) forest stem volume.

To obtain as accurate model parameters as
possible we used all the 42 stands in Kattbole, which is
located more or less in the middle of the large area.
Since our model parameters are depending on
meteorological parameters we would expect that the
parameters might be less representative with increasing
distance from the training area. One test of the data sets
we can perform is to check the consistency of stem
volume values derived from different pairs.
Inconsistencies can then be attributed to variations of
coherence due to changing meteorological properties



and only those pairs showing consistent values should
be used Examples arc illustrated in Figure 4. Of the
four best pairs as illustrated in Figure 3, the first pair
acquired in March and the second in April were selected
to be used for the large area. We find an RMSE error of
71 m3/ha on plot basis as compared to 55 rrr'zha for
Kattbolc. The degradation is believed to be caused by
variable conditions over the 4325 km2 large area.

Areas of varying size were randomly distributed
within the large area and averages of the InSAR multi­
temporal coherence based stem volume estimate were
compared to the mean value of the NF! plots available
within the same area. In the multi-temporal retrieval
coherence outliers in each pair were first eliminated.
Results arc illustrated in Figure 5, and we see that the
RMSE error decreases with window size reaching a
value of 30 nr'zha for areas larger than 150 krrr'. (Only
plots with stem volumcs s, 350 m3/ha were used, as this
was the maximum for the training set.)
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Figure ./. Illustrating that the consistency between stem
volume values derived 12113March and 21121April is
acceptable but not that for 17118March and 16117
April.

CONCLUSIONS AND DISCUSSIONS

We have evaluated lnSAR forest inventory for an area
from which we have a highly accurate field.
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Figure 5. Mean stem volume and standard deviation
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window (top), RMSE between NF! and InSAR
values(bottom). A window size of 1000 corresponds to
25 km.

measurements. We think this is one crucial aspect for
verification of InSAR data, which is not very often
available due to the cost of such inventory.

The area studied is typical for forest areas in the
central part of Sweden and the results probably apply
also for northern areas. We believe that the forest
structure is important for the results and that the gaps in
the forest play an essential role. For this reason the
results cannot easily be extended to non-boreal forests.

The results depend on meteorological conditions and
the best results are obtained for stable conditions with
the ground covered by non-melting snow. We have
earlier investigated another similar area in Tuusula,
Finland, (Santoro et al., 1999), and obtained worse
results since the winter scenes were obtained when the
snow was partly melting. Earlier we have also studied
an area further north in Sweden using 3-day repeat-pass
orbit data (Askne and Smith, 1996). The forest stands
are only eleven but the results seem to be with similar
accuracy as in Kattbole. Due to the limited number of
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forest stands this should be verified using cross­
validation technique.

We find that InSAR in the studied case can be as
accurate as in situ data collected for forest stands larger
than 2 ha. The accuracy for a multi-temporal retrieval
can be of the order of 10 rrr'/ha.

Comparison with NFI data shows an RMSE of s; 30
m3/ha and a relative RMSE of s 20% for areas larger
than 150km".

Optical remote sensing is used for regional mapping.
SPOT (Fransson et al.. 200l ), and Landsat (Fazakas et
al., 1999) have been analyzed for the Kattbole area. The
analysis is based on training and testing data sets. In
both cases the reported accuracy is somewhat less than
the one reported here.

Finally. it can be concluded that in order to use
satellite data for forest inventory it may be considered to
change the present NFI method to include forest stands
for training data sets.
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ABSTRACT

The aim of this paper is to illustrate the state of
the art in SAR data use for agricultural applications,
discuss the main problems and give suggestions for
future work.

The paper is introduced with some short historical
notes about the evolution of ground based, airborne
and spaceborne radar observations, as well as about
the advances in scattering modeling.

Then, the paper considers three aspects of the re­
trieval problem, corresponding to three fundamental
steps: i) identification of a convenient radar config­
uration; ii) development of reliable relationships be­
tween backscatter coefficient and agricultural vari­
ables (direct problem); iii) retrieval in the strict sense
(inverse problem). For each of the three topics, the
important recent advances are summarized and the
author's point of view about the state of the art is
given.

1. INTRODUCTIOK

The objective of this paper is to illustrate and discuss
the state of the art in SAR data use for agricultural
applications. This topic has been the object of many
investigations, in the last decades.

A first extensive experimental data base was pro­
vided by several ground-based measurements carried
out in the 70's and early 80's, mainly in the US,
using calibrated scatterometers. Single fields of var­
ious crop types, e.g corn, soybeans, alfalfa, wheat,
grass, etc., were monitored during their growth cy­
cle. Observations over vegetated fields were mainly
carried out in a frequency range between 4 and 18
GHz and in a linear copolar configuration (i.e. at
VV and HH polarizations). Extensive results were
published in several papers, e.g. Ulaby (1980), and
summarized in important books (Ulaby et al., 1986;
Ulaby & Dobson, 1989). In general, experimental re­
sults indicated that the radar backscatter coefficient
0"0 is sensitive to vegetation parameters. Over some

specific fields, a very nice correlation versus impor­
tant vegetation variables was observed, e.g. in Figure
21.53 of Ulaby et al. (1986) This first activity gave a
fundamental stimulus to microwave remote sensing
for agricultural applications.

In the late 80's, some airborne campaigns made radar
signatures available to a wide community of users
(Hoekman, 1992; Churchill & Attema, 1992). The
instruments, in this case, observed large agricultural
areas including several fields. In order to moni­
tor fields developments, the areas were observed 3-4
times during the Summer season. However, the tem­
poral extension of the observations was more lim­
ited than in the case of ground based observations.
The correlation between 0"0 and ground parameters
was investigated considering several fields observed
simultaneously during limited time intervals. In gen­
eral, correlations versus vegetation variables were not
as good as with multitemporal single-field ground
based observations. Soil properties and plant struc­
ture were different among the various fields. There­
fore, o" was not simply correlated to a single vari­
able, but was influenced by complex interactions
among soil scattering, vegetation attenuation and
vegetation scattering, as well as differences in ge­
ometry and permittivity of vegetation components
(stem, leaf, petiole, car, etc.). Moreover, the cal­
ibration problems were not yet completely solved,
especially for airborne observations.

In the late 80's and in the 90's important advances
were achieved, opening prospects of a full future uti­
lization of SAR data for agricultural applications.
First of all, significant improvements in calibration
techniques were obtained using corner reflectors, ex­
tended targets and active calibrators (Van Zyl, 1990;
Zebker & Lou, 1990; Freeman et al., 1990). More­
over, fully polarimetric instruments were realized. A
lot of sites worldwide were overflown by AIRSAR
(Held ct al., 1988) and SIR-C (Stofan et al., 1995),
thus allowing several scientists to get an insight into
the problem of interaction between waves and natu­
ral media. Important activities were also carried out
by means of EMISAR (Christensen et al., 1998). The
launches ofERS-1, ERS-2, JERS-1 and RADARSAT
made spaccborne multitemporal signatures available
to many users for the first time. Finally, in par-
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allel with the quantitative and qualitative improve­
ments of experimental data bases, very important
progresses were achieved in modeling, leading to a
significant expansion of our capabilities in interpret­
ing radar signatures. A simple "cloud" model gave a
first key to understand o" dependence on main soil
and vegetation variables (Ulaby & Attema, 1978).
Important studies led to simulate o" using a discrete
Radiative Transfer (RT) model, with vegetation el­
ements represented as discs and cylinders (Eom &
Fung, 1984), (Karam & Fung, 1988). Further stud­
ies, aimed at refining the models in order to in­
clude leaf curvature and/or coherent effects, are in
progress.

To summarize, tremendous efforts have been carried
out, leading both to a significant expansion of ex­
perimental data bases available to us and to an im­
portant improvement of our capability to interpret
the data. From the application point of view, the
main objective is the retrieval of important agricul­
tural variables such as Water Content (WC, kg/m2)

and Leaf Area Index (LAI, m2 /m2). The work aimed
at solving this problem may be subdived into three
main steps. The first step consists in identifying a
convenient radar configuration, i.e. one or more com­
binations of frequency, incidence angle and polariza­
tion for which a" is sensitive to the variable to be
retrieved. As a second step, a relationship between
o" and all soil and vegetation variables by which it
is influenced has to be established. The relationship
must be reliable, in the sense that must be valid in
different sites and under different operational condi­
tions. Finding this relationship, which is constituted
by a model, solves the direct problem. Finally, the
inverse problem has to be solved, i.e. retrieving the
variables of interest using data collected in a con­
venient radar configuration and with the aid of a
reliable direct model.

The three steps will be the objects of Sections 2, 3
and 4, respectively. For each of them, some impor­
tant recent advances will be summarized and the au­
thor's point of view about the state of the art and the
main present problems will be illustrated. Sugges­
tions about future research directions will be given.

2. STUDIES ON RADAR SENSITIVITY

In order to retrieve a variable, the remote sensing
system must be sensitive to the variable itself. In
case of agricultural crops, since we are generally in­
terested on variables associated to crop growing and
crop senescence (i.e. WC and LAI), we need to iden­
tify combinations of frequency, incidence angle and
polarization for which the a" value is significantly
influenced by the crop cycle. This is ensured by a
high a" dynamic range between full growth and early
stage and a gradual transition between the extreme
values. Since the various crop types show different
geometries, the convenient radar configuration is not
the same for all crops, but must be considered for
any specific type, as it will be evident in Section 2.2.

2.1. Recent advances

As stated in the Introduction, the problem of radar
sensitivity to vegetation variables has been inves­
tigated since the 70's using experimental data and
models of various complexity. Some important pa­
pers, published during the last three years, are
shortly summarized below.

Skriver et al. (1999) have illustrated polarimetric
multitemporal signatures collected by EMISAR at
L and C band over several crop types in Denmark.
Main features have been discussed in comparison
with previous works.

Saich & Borgeaud (2000) have analyzed ERS SAR
signatures collected at Flevoland (NL) site in 93,
94, 95 and 96 over potato, sugarbeet, wheat, barley
and grass fields. Crop typical temporal patterns and
year-to-year variabilities have been analyzed, also us­
ing a second order RT model.

Macelloni et al. (2001) have investigated the different
relationships between a" and biomass of narrow and
broad leaf crops. Critical comparisons with previous
works have been shown. Radar signatures collected
by various airborne and spaceborne instruments, as
well as a first order RT model, have been used.

De Roo et al. (2001) have investigated the radar sen­
sitivity to soil moisture and vegetation water content
of soybeans fields. L and C band signatures and a
semiempirical model have been used.

Important advances have been achieved in studies
on rice cycle monitoring. Ribbes & Le Toan (1999)
have investigated the performance of RADARSAT
SAR, also in comparison with ERS SAR. Rosenquist
(1999) has studied the temporal and spatial charac­
teristics of JERS-1 SAR signatures.

2.2. Survey

Considerations about convenient radar configura­
tions, based on studies carried out till now, are shown
in this Section. For sake of concreteness, a set of 7
crop types, i.e. potato, corn, sugarbeet, rape, wheat,
barley and rice, has been selected. This set is lim­
ited, but statistically significant, in that covers a high
fraction of world crop area. For each of the seven
crop types, diagrams or references to the literature
are used to identify convenient radar configurations,
on the basis of multitemporal trends or comparisons
vs. o" 's of bare soils and other crops. Most of the
diagrams are plotted using a" data made available
in the framework of the ERA-ORA Project, founded
by ECC. Results are interpreted by means of electro­
magnetic considerations.



2.2.l. Potato crop

At L band, HV polarization, higher angles, o" 's of
developed potato fields are dearly higher than a" 's
of other crops and bare soils. This configuration ap­
pears to be convenient since produces a high dynamic
range. Figure 1 shows results, obtained by AIRSAR
over Flevoland site in 1991, made available by Uni­
versity of Wageningen. Signatures collected in other
experiments, shown by Ferrazzoli ct al. (1998) and
by Skriver et al. (1999), are in agreement with data
of Figure l. Stern density of potato is low (HJ-15
rn-2). Crop structure is ramified with large twigs
(diameter > 4 mm). The feature of Fig. 1 may be
explained by the crosspolar scattering of twigs.
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Figure 1. Muliitemporal siqnatures collected at
Flevoland in 1991. L band, HV polarization. Com­
parison between potato and other· crops

2.2.2. Corn crop

At L (S) band, HV polarization, high angles, an ap­
preciable a" increase is observed in corn fields during
the time interval of plant growth. This property is
observed in Figure 2, showing again L band AIRSAR
data collected at Flcvoland in 1991. Results shown
by Ferrazzoli et al. (1997) and Macclloui et al. (2001)
confirm this increasing trend. Experimental data col­
lected by the RASA.\1 multifrequcncy scatterornet.er
at the Central Plain site in Switzerland (Wcgmiillcr,
1993) show a similar trend also at S band. Stern
density of corn is low ( 7-10 m :"). The crop shows
broad leaves with large ribs and petioles. The fea­
ture of Fig. 2 may be explained by the «rosspolar
scattering of ribs and petioles.

2.2.3. Sugarbect crop

For sugarbcet , a clearly convenient configuration is
not easy to be identified. A good contrast with re­
spect to bare soil is generally achieved at HV polar­
ization, high angles. Moreover, a0 increase vs. fre­
quency is more evident than in other crops or in bare
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Figure 2. Multitemporol sumaiures collected at
Fleuolomd in 1991. L band, HV polarization. Com­
parison between corn and other crops

soils. These properties may be observed in Figure 3,
showing crop averaged a0's measured by RASAM
and made available by GAMMA. Sterns are sparse
(7-10 rn-2) and low. Scattering is dominated by the
wide and thick leaves, particularly at the higher fre­
quencies.
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Figure S. Multifrequency signatures collected by
RASAM at Central Plain. HV polarization. Com­
parison between suqarbeei, bare soil and other crops

2.2.4. Rape crop

At C band, HV polarization, high angles, o" 's of de­
veloped rape crops are clearly higher than o" 's of
other crops and bare soils. Therefore, this radar
configuration is convenient for rape. Figure 4 com­
pares C hand HV signatures collected by AIRSAR at
Flcvoland. The high rape backscatter before harvest
is evident Signatures collected in Italy (Ferrazzoli
ct al., 1997) and in Denmark (Skriver ct al., 1999)
agrPe with these statements. Stern density of rape is
typically 70-80 m -2. Plants are ramified, with sev­
eral small twigs (< 2 mm diameter) and pods. The
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feature of Fig. 4 finds explanation in the crosspolar
scattering of twigs and pods.
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Figure 4. Multitemporal signatures collected at
Flevoland in 1991. C band, HV polarization. Com­
parison between rape and other crops

2.2.5. Wheat crop

At C, VV polarization, low angles (20°-30°) wheat
a0's show and evident lowering during crop growth.
This is clearly observed in Figure 5, where multi­
temporal ERS SAR o" 's of wheat fields are com­
pared against the ones of potato, corn and sugarbeet
fields. Data were collected at the Flevoland site in a
4-years period, from 93 to 96, and have been made
available by ESA/ESTEC. This wheat behavior is
observed and discussed also by Saich & Borgeaud
(2000), Cookmartin et al. (2000) and Macelloni et
al. (2001). The ERS SAR configuration appears to
be convenient for cycle monitoring. According with
the results published by Del Frate et al. (2001), VV
polarization contains useful information also at S and
X band. Wheat stems are thin and dense (500-1000
m-2) with narrow leaves. Ears are present on top in
the mature stage. The feature of Fig. 5 finds expla­
nation in the increasing attenuation suffered by VV
soil backscattering due to growth of vertical stems
and ears.

At HV polarization, wheat a" is mostly related to ear
bending; therefore, this polarization does not appear
to be reliable for crop monitoring. As far as L band
is concerned, useful information could be added by
its availability, in that the sensitivity to crop density
is improved. However, L band signatures are heavily
influence by azimuth orientation, as demonstrated by
Stiles et al. (2000).

2.2.6. Barley crop

The general behavior of barley signatures is sirru­
lar to the one observed for wheat. This may be ex-
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Figure 5. Multitemporal ERS signatures collected
at Flevoland. Comparison between wheat and other
crops

plained by the general similarity between the two
crop structures. Figure 6 compares multitemporal
ERS signatures of barley with the ones measured
over potato and sugarbeet. Considerations similar
to the ones of Fig. 5 may be applied. In the ma­
ture stage, barley ear bending is more enhanced than
wheat ear bending. Therefore, the use of HV polar­
ization for growth monitoring is not appropriate, and
may be even misleading.
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Figure 6. Multitemporal ERS signatures collected
at Flevoland. Comparison between barley and other
crops

2.2.7. Rice crop

Rice crop backscatter has been the object of sev­
eral experimental and modeling studies, in the re­
cent years. Measurements carried out over various
sites indicate ERS SAR configuration to be conve­
nient. An evident o" increase is observed during crop



growth, with limited variability. Model simulations
give a theoretical basis to this result (Le Toan et al.,
1997). Rice stem density is relatively high (~ 200
m :"). Stems are grouped in bounches. The soil is
flooded during the growing phase. At early stage CJ0

is low, since the flooded soil is smooth. Crop growth
is associated with a soil/stern double bounce effect,
producing a gradual CJ0 increase. The direct vegeta­
tion backscatter dominates in full growth.

Also RADARSAT and JERS-1 rice signatures have
been analyzed. The CJ0 contrast between full growth
and early stage is lower in RADARSAT than in ERS
signatures. This is explained by the lower interaction
of stern with HH polarization, with respect to VV
polarization (Ribbes & Le Toan, 1999). Investiga­
tions carried out by Rosenquist (1999) indicate that,
for manual planting, also L band signatures (JERS-1
configuration) are well correlated with crop growth.
The situation is more complex in case of mechanical
planting, since a significant dependence on azimuth
angle is observed, due to coherent interactions.

Studies about rice are at an advanced stage. Some
applications, such as classification and crop moni­
toring, are preoperational (Ribbes & Le Toan, 1999).
Unfortunately, few data in HV polarization are avail­
able.

2.3. Considerations about coherence

The considerations of Section 2.2 are relevant to CJ0

amplitude. In the recent years, the application po­
tential of interferometric coherence data collected
by using SAR tandem overpasses has been investi­
gated. This research has been stimulated by the
availability of tandem images obtained by ERS-1 and
ERS-2 with 1 day time delay. Some works indicate
that the coherence contains useful information about
vegetation type and vegetation status (Wegrniiller
& Werber, 1997). In order to get an insight into
this problem, some coherence data made available by
GAMMA have been analyzed. Figure 7 shows some
multitemporal trends, obtained over the Flevoland
site in 1995, relevant to wheat, potato and sugar­
beet fields. For most of potato and sugarbect fields,
coherence is low in full growth and increases during
drying. However, there are some anomalous samples
of difficult interpretation. Coherence of wheat fields
is high: this property could be due to a more ad­
vanced drying, with respect to other crops, or to the
differences in geometrical characteristics. According
to the data of Fig. 7, coherence confirms to have a
good potential for agricultural applications, but its
dependence on canopy and soil properties needs fur­
ther investigations.

2.4. Summarizing considerations

The analysis of section 2.2 indicates that general con­
clusions, valid for all crop types, cannot be drawn,
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Figure 7. Multitemporol coherence data collected at
Fleuolosul by ERS tandem overpasses. Comparison
between potato, suqarbeet and wheat

since the radar sensitivity is affected by single crop
properties. However, two observations of general va­
lidity may be done.

• An increase in stem density, generally associ­
ated to a decrease in stem diameter, leads to
an increase of the convenient frequency. For
wheat, barley, rice, rape (higher stem density,
lower stern diameter) a high interaction with C
(X) band waves is observed, making high fre­
quencies interesting for monitoring. For corn
and potato (higher stern diameter, lower stem
density) lower frequencies (L and S band) ap­
pear to be more convenient.

• HV polarization is particularly useful when
crops are well ramified, i.e. the relative weight
of twigs, pods, petioles and leafribs becomes im­
portant. It is the case of potato, corn and rape.
For crops dominated by vertical structures, such
as wheat and barley, the most significant infor­
mation is contained in the attenuation and/ or
double bounce effects produced at VV polariza­
tion.

It must be remembered that L band, HV polariza­
tion, has proved to be a convenient configuration also
for sunflower (Ferrazzoli ct al., 1997) and soybeans
(De Roo ct al., 2001).

The above considerations arc valid when scattering
is dominated by cylindrical elements. Their applica­
bility to sugarbect, characterized by large leaves and
very low sterns, is not straightforward.

From a system point of view, the forthcoming con­
siderations apply.

• The configurations of present spaceborne SAR's,
particularly ERS SAR, are interesting for some
crops, such as rice, wheat and barley.
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• ENVISAT ASAR signatures, provided ground
resolution will be sufficient, will produce a sig­
nificant improvement in monitoring, in that may
contain HV polarization.

• A general good potential in monitoring of the
main crops could be achieved in the future by
simultaneous availability of L and C band ob­
servations.

The analysis has been limited to linear polarizations.
However, previous studies indicate that the availabil­
ity of fully polarimetric data is very useful for classi­
fication (Ferrazzoli et al., 1998; Skriver et al., 1999)
and, to a lesser extent, for crop monitoring (Ferraz­
zoli et al., 1997; Skriver et al., 1999).

3. MODELING

It is well recognized that o" of crops depends on sev­
eral soil and vegetation variables. The latter may
show simultaneous variations. As an example, crop
growth and soil drying processes, both influencing
o"; generally occur simultaneously in springtime and
early summertime. In order to correctly describe
the scattering process, it is necessary to single out
vegetation effects from soil effects and to distinguish
among the influences of the various vegetation vari­
ables. To this aim, a model is required. A model is a
relationship linking o" to the observation parameters
(i.e. frequency, incidence angle, polarization) and to
N surface variables:

where f is the frequency, () is the incidence angle
'I/Jr and Xr are the rotation and ellipticity angles in
reception, 7/Jt and Xt are the rotation and elliptic­
ity angles in transmission (Ulaby & Elachi, 1990).
The N variables (a1, a2, ... aN) include the objectives
of the observation, useful for applications, as well
as other variables less useful for applications but in­
fluencing a" anyhow. The complexity of the model
ranges from a simple empirical relationship, linking
o" with few general vegetation and soil variables, to
complex physical models taking the canopy geome­
try and the complex interactions among scatterers
into account.

3.1. Recent advances

A fully phase-coherent model has been proposed, in­
cluding coherent interactions among single plant el­
ements and among different plants (Stiles & Sara­
bandi, 2000; Stiles et al., 2000). Leaf and stem cur­
vature effects have been also considered. The model
has been tested over scatterometer data collected
over a wheat canopy. It has been found that L band
signatures are severely affected by coherent effects,
depending on azimuth direction and radar resolution.

At C band, single scatterer geometry is important.
Soil direct backscatter is low.

Chauhan & Lang (1999) have modeled alfalfa
canopies as conical clumps of stems that are clus­
tered with leaflets. Coherent effects are considered
within each clump. The model is able to explain
some high o" values measured over alfalfa canopies
at L band.

Chiu & Sarabandi (2000) have developed a coherent
model and tested it against experimental soybeans
signatures, collected at L and C band. Coherent ef­
fects result to be appreciable at L band.

Cookmartin et al. (2000) have tested a second order
RT model against multitemporal ERS signatures col­
lected over wheat fields. The agreement is good in
the growing season, but crop attenuation is overesti­
mated in the drying season. Laboratory studies are
in progress to investigate the problem (Brown et al.,
2001)

3.2. The state of the art

A lot ofmodels have been proposed till now to repre­
sent a" 's of agricultural fields. Models may be clas­
sified in increasing order of complexity, as indicated
below.

• The simples approach may consist in an empiri­
cal formula relating o" to soil moisture and crop
WC (or LAI) with 2 regression coefficients. The
latter may be computed by fitting over a statis­
tically significant amount of experimental data
at a given frequency, angle and polarization.

• The "Water Cloud" approach (Ulaby & Attema,
1978) is physically based, in that considers soil
scattering, vegetation attenuation and vegeta­
tion scattering. For each frequency, angle and
polarization a" is related to WC (or LAI) and
soil moisture by 4 coefficients to be computed
by statistical fitting over experimental data.

• A significant progress in physical representation
is achieved using discrete RT models, represent­
ing soil as a homogeneous half-space with rough
interfaces, and vegetation elements, i.e. stem,
leaf, twig, ear, etc. as lossy dielectric scatter­
ers. In general, stems, twigs, ears, etc. are
represented as cylinders, while leaves are repre­
sented as circular or elliptic discs (Eom & Fung,
1984; Karam & Fung, 1988). The various scat­
tering contributions may be combined by a sim­
ple single scattering model or by a more complex
multiple scattering model. The number of vari­
ables is higher than in the case of empirical and
semiempirical models. As a minimum, the fol­
lowing inputs are requested: soil permittivity;
soil hstd. and correlation length; permittivity
of stem, ear and leaf; height and diameter of
stem and ear; length, width and thickness of



leaf; distribution of Eulerian angles describing
leaf orientation.

• Refinements of RT models include near field
interactions among scatterers (Fung et al.,
1987) and/or leaf curvature (Stiles & Sarabandi,
2000). New input variables arc required: the av­
erage distance among scatterers in the first case,
curvature parameters (typically 3) in the second
case.

• The models indicated above are based on an in­
coherent approach, i.e. the contributions of the
different scattering sources are summed incoher­
ently within each pixel. Of course, this is an
approximation. As pointed out in Section 3.1,
several works are in progress, aimed at consid­
ering coherent interactions. In coherent models
the number of variables is even larger, since ge­
ometrical locations of several kinds of scatterers
must be correctly characterized.

In order to be useful for remote sensing applications,
models must be reliable, i.e. must save their va­
lidity under different operational and environmental
contexts. From this point of view, empirical mod­
els suffer the disadvantage of depending on coeffi­
cients fitted over limited data sets. Physical mod­
els have an intrinsic more general validity. More­
over, they allow us to understand scattering pro­
cesses more deeply and compute scattering effects
more accurately. However, while increasing model
complexity, the input variables characterization b<'­
comes more and more critical. In fact, the influence
on r:J0 played by some variables (e.g. scatterer ori­
entation and/ or location) is smoothed by something
like an averaging process in simple models, while is
explicitly considered in physical models. Therefore,
the latter lead to a real accuracy improvement only
if the input variables characterization is accurate as
well.

Model reliability is ensured by comparisons with cal­
ibrated experimental data. This leads to: "fitting"
for (semi)empirical models, "validation" for physical
models. In the reality, some parameters arc some­
times defined as "equivalent" and "fitted" also in
physical models.

In spite of the important progresses recently
achieved, some discrepancies with experimental data
are observed and recognized in some papers, see e.g.
(Cookrnartin et al., 2000; Del Frate et al., 2001). Dis­
crepancies may be due to various reasons, as indi­
c:ated below.

• Interactions among scatterers are not correctly
considered by incoherent models. Coherent
models may be more accurate with this respect,
provided vegetation clements locations are de­
scribed with high precision.

• The vegetation canopy is often subdivided into
various layers. Some unavoidable arbitrary de­
cisions are taken in this process.
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• The single scatterer characterization is not yet
a solved problem. Leaves are neither plane nor
regularly bent. Stems are hollow cylinders. Ears
are not homogeneous cylinders, but have a com­
plex internal geometry and arc partially empty.
Moreover, presently used permittivity models
have not received so many new validations, in
the recent years.

Studies aimed at solving the above mentioned prob­
lems arc recommended. Moreover, if the physical
model has to be used to train a retrieval algorithm
(see next Section) it could be appropriate to define
some variables as equivalent and fit their values over
experimental data, provided the model represents
well the basic physics of the scattering process and
fitting is carried out over rnutifrcquency and mul­
titemporal data sets, and over various fields of the
same crop type.

4. RETRIEVAL

As observed in Section 3, modeling studies arc still
in progress and refinements are under way. Never­
theless, what has been learned till now by experi­
mental and modeling investigations may be used to
develop preliminary retrieval algorithms. Future re­
finements in the direct problem will produce parallel
refinements in the retrieval techniques as well.

4.1. Recent advances

Wigneron et al. (1999) have retrieved crop biomass
of a soybeans field using a multitcmporal set of <J0
data, collected by a C band scat.terornctcr, using a
simple "cloud" model calibrated by a discrete RT
model.

Prevot et al. (2001) have retrieved the temporal evo­
lution of wheat variables using the STICS crop model
in addition to RT models. An assimilation technique
has been adopted. Results obtained using only opti­
cal data have been compared with the ones obtained
by using both optical and SAR data.

Bouman ct al. (1999) have tested a composite model
including crop growth (SUCROS), water balance
(SAHEL) and radar backscatter (CLOUD). ERS sig­
natures collected at Flevoland site over potato, sug­
arbeet and wheat fields have been used. The paper
contains information useful to develop retrieval algo­
rithms.

4.2. State of the art

Among the several variables influencing r:J0, WC and
LAI are considered particularly important for appli­
cations, and studies are mainly aimed at retrieving
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them. A list of possible approaches to the problem
is given below.

• Direct inversion of simple empirical models.
This is a straightforward method. However, em­
pirical relationships are validated over restricted
data sets and do not prove to be accurate when
used in different operational or environmental
contexts.

• Inverting simple models after calibration by
physical models. This approach shows a more
general validity with respect to the previous one.
However, also this procedure has been tested
over limited data sets, till now. Therefore, fur­
ther checks are required.

• Multi-variable inversion of physical models. As
stated in Section 3, physical models represent
a scattering process in which a" is dependent
on several soil and vegetation variables. From a
purely mathematical point of view, the inverse
problem may be solved, provided the site is ob­
served in several radar configurations, in such
a way as to achieve a number of a" data at
least equal to the number of unknowns. The
mathematical complexity of the problem could
be overcome, due to the tremendous advances
recently achieved in computational systems and
in retrieval techniques (e. g. neural networks).
However, even limited inaccuracies of the direct
model may produce severe effects.

• Using multitemporal radar data, eventually as­
sociated with optical data, and assimilation of
a-priori information provided by crop models.
This technique appears to be promising, al­
though requires further work.

In the author's opinion, due to the high number of
variables influencing o"; a feasible and reliable al­
gorithm should take the maximum benefit from: i)
multitemporal observations, ii) available a-priori in­
formation. The vegetation variables are not inde­
pendent from each other, but evolve following some
rules, for a given crop type and crop variety. More­
over, the temporal evolution is different from field to
field, but shows some common aspects which may be
assumed as a-priori known.

In order to clarify these concepts, the temporal evo­
lutions of WC measured at different sites have been
compared. Ground measurements were carried out
over wheat fields at Avignon (F) in 93 and 96 and
at Central Plain (CH) in 88 and 89. Central Plain
data have been provided by GAMMA in the frame­
work of ERA-ORA Project, while Avignon data have
been made available by INRA. The various trends are
shown in Figure 8.

All trends show a typical "bell" shape, but there are
large differences in maximum WC value (full growth
value) as well as in temporal location and temporal
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Figure 8. Examples of multitemporal WC trends of
wheat fields

duration of the cycles. By applying a simple normal­
ization as:

WCn(t) = K ·WC( at+ b)

(where tis the time) and optimizing the a, band K
parameters for each cycle, the trends of Figure 9 are
obtained. The latter appear to be well close to each
other.
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Figure 9. Multitemporal WC trends of wheat fields
after normalization

Therefore, a possible retrieval technique could as­
sume a reference "bell" function as a priori known
and use remote sensing data to find the a, b and K
parameters, which are specific of the observed field.
This could be done using: i) a crop model and a sim­
ple model relating a" to WC with coefficients fitted
over data collected in previous experiments, possi­
bly over fields of the same variety and in the same
environment; ii) multitemporal ground truth previ­
ously collected over fields of the same crop type and
a physical model. An attempt to retrieve the cycle
of a wheat field using the second approach is shown



by Del Frate et al. (2001). The inaccuracy of the
results is mainly due to the direct model, while the
algorithm works well. Figure 2 of the same paper in­
dicates that, for 3 fields of the same site, geometrical
variables are different from field to field, but evolve
following similar trends.

5. CONCLCSIONS

In the work aimed at retrieving crop variables, three
main phases have been considered: i) identification
of a convenient radar configuration, ii) modeling and
iii) solution of the inverse problem. According with
the results obtained till now, a future satellite radar
system, operating at L and C band, at linear co­
and cross-polarization and at an intermediate e range
(30° - 40°), should acquire most of the potential in­
formation for crop monitoring. Advances in mod­
eling have been important, but further refinements
are needed to correctly describe single scatterers and
understand the importance of coherent interactions.
Retrieval techniques based on multitemporal data
and assimilation of crop models appear to be promis­
ing.
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ABSTRACT

Polarimetric X and C band measurements by the
University of Sheffield GB-SAR indoor system provide
three-dimensional images of the scattering processes in
wheat canopies, at resolutions of around a wavelength
(3-6 cm). The scattering shows a pronounced layered
structure, with strong returns from the soil and the flag
leaves, and in some cases a second leaf layer.
Differential attenuation at H and V polarisation, due to
the predominantly vertical structure of the wheat stems
and flag leaves, gives rise to marked effects. Direct
return from the canopy exceeds the soil return at larger
incidence angles at VY and for both frequencies, but is
comparable to or less than the soil return in all other
cases. At HY, the apparent ground return is probably
due to a double bounce mechanism, and volume
scattering is never the dominant term. Direct sensing of
the crop canopy is most effective at X band, VY and
large incidence angles, under which conditions the
return is dominated by the flag leaf layer. Field
measurements with the outdoor GB-SAR system
suggest however, that for sensitivity to biomass and
reduced susceptibility to disturbances by rainfall, a two
channel C band system operating at a medium range of
incidence angles is preferred.

I. INTRODUCTION

Many experimental studies, using scatterometers (Le
Toan et al., 1984; Ulaby and Bush, 1976; Bouman,
1991; Bouman and van Kasteren., 1990; Toure et al.,
1994), airborne (Bouman and Hoekman, 1993;
Ferrazzoli et al., 1997, 1999) and spaceborne
(Cookmartin et al., 2000; Saich and Borgeaud, 2000)
radars have demonstrated that the backscatter from
wheat (and other agricultural crops) is significantly
affected by the state of the crop canopy. Here we report
on the use of multi-parameter radar to recover two
particularly important agronomical wheat parameters,
biomass and Green Area Index (GAi), that are hard to

measure by other means. The study is based on two
multi-temporal measurement campaigns carried out
during 1999 and 2000.

The main contribution of the 1999 indoor campaign was
to provide, for the first time, three-dimensional
measurements with sufficient resolution to localise the
scattering processes within a wheat canopy. In the past,
radar measurements have typically used much coarser
resolutions than the scattering elements in the crop.
Hence their interpretation has relied on progressively
more sophisticated models (Toure et al., 1994;
Cookmartin et al., 2000; Attema and Ulaby, 1978;
Bracaglia et al., 1995). However, these employ very
simplified representations of how the radar wave
interacts with a canopy. Since wheat canopies contain a
complex mixture of components (stems, leaves, ears)
with strong vertical structure in the stems and ears, it is
not clear that the models adequately capture the overall
behaviour of scattering and attenuation involved in the
radar response. The 1999 indoor campaign was
specifically designed to test the assumptions and
calculations involved in radiative transfer models.

While the indoor campaign aimed at understanding the
radar response from a canopy, the 2000 outdoor
campaign was more concerned with elucidating the
relation between the radar return and biomass (and
GAi). To this end, multi-temporal measurements of
wheat canopies under a range of field conditions were
gathered across the growing season.

II. INDOOR EXPERIMENTS

The GB-SAR indoor microwave facility (Morrison et
al., 2001) is housed in a 6m x 4m x 3m chamber
internally covered with radar absorbing material. It
contains a roof-mounted rectangular planar scanning
frame holding four closely spaced horn antennas, with
one transmit and one receive antenna for both vertical
(V) and horizontal (H) polarisations. A vector network
analyser provides swept frequency signals at each

' Now at BAE Systems Advanced Technology Centres, West Hanningficld Rd, Great Baddow, Chelmsford, Essex CM2 8HN, UK
Te1:01245 242611 Fax: 01245 242103 Email: sarah.brown@baesystems.com
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position during two-dimensional scans of the antenna
cluster. The stored returns are used to reconstruct three­
dimensional, polarimetric imagery of targets imported
into the chamber on a computer controlled trolley. The
imaging geometry is shown in Fig. 1. The imaging
algorithm (Bennett and Morrison, 1996) allows very
high resolutions to be achieved: the images described
below have resolutions of around a wavelength in each
dimension.

Scanning Aperture

Reconstruction Origin

Fig. I. Geometry of the indoor measurements.

Calibration to radar cross-section (RCS) is based on
measurements of a sphere and a depolarising target, as
described in Sarabandi et al. (1990). Note that RCS is
the most appropriate measure at the very high resolution
of the data. The system has a minimum detectable RCS
better than -75 dBm-2at C band.

Wheat samples (spring wheat, variety Chablis) were
hand-sown in plastic containers measuring 58 x 39 x
25cm in March 1999, and were then exposed to normal

outdoor growing conditions in the UK. The soil in the
boxes was Kettering loam, composed of 41% sand, 37%
silt and 22% clay. At regular intervals throughout the
growing season, batches of containers were delivered to
the University of Sheffield. After removing the rims
from the containers, they were packed tightly together
on the trolley to form a wheat canopy l .53m by l .69m
in size. Spaces around and between the containers were
filled with spare soil to ensure there were no visible
gaps or large irregularities in the soil surface. The
trolley was then moved into the anechoic chamber in
order to make microwave measurements.

Agronomic and architectural parameters were collected
from the wheat and soil for each canopy. The agronomic
data comprised measurements of green area index
(using a Licor plant canopy analyser) and shoot number.
The architectural data consisted of information about
the dimensions, orientations and moisture contents of
the individual canopy components, such as ears and
leaves, as well as soil roughness and moisture. These
data were sufficiently detailed to drive a radiative
transfer model, but the modelling results are not
discussed here.
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Although the pulse synthesis technique allows great
flexibility in choice of frequency, the radar
measurements presented here are restricted to C and X
bands, at VY, HH and VH polarisations, and cover
incidence angles from 20° to 50°.

Fig. 2 displays images generated from measurements
made on l 81h June, just after ear emergence. The canopy
was green, 58 cm tall, and with canopy moisture

-0.1

Fig. 2. Images of wheat canopy RCS, averaged in azimuth at constant height and incidence angle, for C and X
bands at VV,HH and VHpolarisations.



varying between 71% and 80%. It had a shoot density of
441 shoots m-2 and a GAI of 2.88. The soil had an rms
height of 1 cm, and soil moisture values were less than
10%during the measurements.

Incidence angle and height above the soil are shown on
the horizontal and vertical axes, respectively, and the
grey scale indicates RCS (in dB). Because the array is
close to the canopy, incidence angle varies with height,
so that the imaged region does not appear rectangular.
Note that these images are not individual slices through
the three-dimensional data set, but have been averaged
in azimuth, at a given height and incidence angle, to
bring out the overall scattering pattern more clearly.

Obvious in Fig. 2 (and much more obvious in a colour
display) is the layered structure of the data. The lower
layer corresponds to the attenuated soil return. (Note
that soil returns on the extreme left have not passed
through a complete canopy, since the scanning array is
above and to the left of the canopy in each image.) The
marked scattering layer at a height of -40 cm
corresponds to the location of the flag leaf ligules. Data
gathered in July (not shown) exhibit a second weaker
layer at -20 cm, corresponding to a lower layer of
leaves.

In the C band images, the soil return dominates the
backscatter at HH polarisation for all incidence angles,
but at VV is dominant only for angles less than 35°.
This difference is explained by strong attenuation of the
vertically polarised wave by the vertically oriented
wheat stems on both the forward and return propagation
paths (Lopes and Le Toan, 1985). Soil returns are also
dominant at VH polarisation for all but the largest
angles. Since the direct cross-polarised backscatter from
the soil is expected to be small, this probably indicates
stem-soil double scattering. The important point for
parameter recovery is that the cross-polarised return is
not dominated by volume scattering in the vegetation
but is strongly affected by the soil.
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At all polarisations, the soil return decreases with
increasing incidence angle, as a result of the incidence
angle dependence of surface scattering and increasing
attenuation as the path through the canopy gets longer.
In contrast, direct canopy backscatter increases with
increasing incidence angle. This is especially noticeable
at VV polarisation for angles greater than 40°, where the
backscatter is generated by the flag leaves and/or ears.

The higher resolution in the X band images of Fig. 2
allows more detailed visualisation of the scattering, but
the behaviour is broadly similar to that at C band. One
quantitative difference arises from the higher
attenuation at X band. This limits penetration into the
canopy, causing the ground return to dominate the
backscatter only for angles less than 35° at all
polarisations. As at C band, ground scatter dominates
out to higher incidence angles at HH than at VV. The
VH return shows strong ground returns out to 35°, after
which scattering appears to be distributed through the
canopy, with the strongest returns from the flag leaf/ear
layer. Direct canopy backscatter increases with
increasing incidence angle.

A useful way to synthesise the overall behaviour in Fig.
2 is by evaluating the integrated power from different
parts of the canopy. This aids comparison both with
calculations by scattering models, most of which adopt
a layered medium approach, and with data from
airborne and spaceborne sensors. Three layers are
considered: an upper layer (for heights greater than
35cm) containing mostly flag leaves and ears, a lower
layer containing the stems and remaining leaves with
heights up to 35cm, and a soil layer. The powers from
these layers for the data of Fig. 2 are shown in Fig. 3.

At C band, soil scatter is the dominant term for HH and
VH for all incidence angles. For VV, the upper canopy
dominates for angles exceeding 37°. The power from
the soil declines steadily with incidence angle at VV,
falling by about 10 dB across the swath. At HH, after an
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initial decline of about 4 dB, the ground return remains
fairly constant. The X band measurements show the
upper canopy becoming dominant at VV for angles
greater than 28°. For HH and VH, soil dominates out to
35°, after which the contributions from all three layers
become comparable. Surprisingly, the soil return does
not show monotonic behaviour, but declines then
increases for both HH and VV. The sharper decline at
VV is the principal reason why the upper canopy
becomes dominant at this polarisation. The increase in
the soil return is almost certainly due to a canopy-soil
interaction, which cannot be separated from the direct
ground return in these images.

Summarising the results from the indoor measurements,
we find that:

1. The radar sees the wheat crop essentially as a 2 or 3
layer medium.

2. The soil return decreases relative to the canopy as
incidence angle increases.

3. For VV polarisation, the canopy dominates the soil
at significantly smaller incidence angles than for
HH.

4. The canopy is dominant over a greater range of
incidence angles for X band than for C band.

5. The HV return is not dominated by volume
scattering, but contains a very significant soil return.

Hence, for direct sensing of the vegetation, we should
use X band (or higher frequencies), VV polarisation and
large incidence angles. However, as we show below,
these conclusions may not apply if our concern is the
recovery of crop information.

Before leaving the indoor measurements, we note some
important results from an experiment performed on l 81h
June, when 21 litres of water (equivalent to Smm of
rain) were sprayed over the canopy, using a watering
can fitted with a rose to simulate the effect of rain. Fig.
4 compares the integrated C band backscatter from the
wet and dry canopies. Wetting caues increases of 3-5 dB
for all polarisations and incidence angles, except for
reduced differences in VV at the higher incidence
angles. Detailed analysis reveals that most of the wet­
dry variation occurs in the lower canopy and soil

regions. The VV signal at large incidence angles is less
sensitive to wetting because here the scattering comes
mainly from the upper canopy (see Figs. 2 and 3).

III. OUTDOORMEASUREMENTS

The GB-SAR facility includes a portable outdoor radar
system mounted on a trailer-borne hydraulic lift. This
operates on the same principles as the indoor system,
but with only a 4 m linear scanner, so it cannot perform
3-D imaging. This sensor can provide fully polarimetric
measurements covering the frequency range from K to
L band, over an area of typically 1,000m2•

During the 2000 growing season, trial plots of winter
wheat (variety Claire) were provided by ADAS
Consulting Ltd on an experimental farm near
Cambridge, UK. By managing the plots in different
ways, a wide range of shoot number, biomass and GAI
conditions were generated. The different management
regimes included use of two drilling dates, two seed
rates and three different levels of applied nitrogen
fertiliser. Identical levels of fungicides and herbicides,
consistent with a normal commercial crop, were applied
to each of the plots.

Accompanying the radar measurements were agronomic
data (shoot number, fresh biomass, GAI and growth
stage) and architectural data, consisting of detailed
information on the dimensions, orientations and
moisture contents of all the components within the
wheat canopy, i.e. leaves, stems and ears. Soil
roughness and moisture were also measured, along with
crop height. These architectural data were sufficient to
drive a radiative transfer model, but these calculations
are not described here.

The most complete dataset was at C band, for which
nine sets of measurements were collected on three trial
plots on different dates. Issues connected with the
antenna patterns meant that comparable coverage for all
nine datasets was only possible at around 40° incidence
angle. Fig. 5a shows the mean radar backscatter derived
from these data against fresh biomass, for VV, HH and
VH polarisations. Backscatter decreases with increasing
biomass for both VV and VH polarisations, but HH
polarisation exhibits little variation, except for one bare
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soil value early in the season. Similar trends were
observed in comparisons between backscatter and GAi.

Based on the indoor measurements discussed in section
II, but bearing in mind the wetter soils in the outdoor
measurements, it is likely that the measured backscatter
consists largely of an attenuated soil contribution.
Consequently, biomass is being expressed through its
effect on extinction, rather than by its contribution to
direct canopy backscatter. Since soil attenuation is a
measure through the whole canopy, it in a sense
integrates the overall canopy biomass. The VV and VH
returns are much more strongly affected by attenuation
than HH, hence their greater sensitivity to biomass.

A problem in using single channel backscatter as a
biomass indicator is implicit in Fig. 4: rainfall causes
large changes in the radar return, rendering the
inversion unreliable. However, Fig. 4 also shows that
the different channels exhibit very similar responses to
wetting. This suggests that the difference particularly
between the VV and HH backscatter might be a useful
indicator of biomass. This relation is shown in Fig. Sb.
Not surprisingly, given the results shown in Fig. Sa, the
HH-VV difference increases sharply with biomass.
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IV. CONCLUSIONS

The argument in Section III identifies differential
attenuation of the soil return by the HH and VV
channels as the key biomass indicator. Inter-channel
differences are preferred because they are less prone to
disturbances from rainfall than single channels. The
HH-VH difference could also be used, but suffers from
greater sensitivity to noise (in the cross-polarised
channel) and possible bad behaviour under conditions of
bare soil (or low biomass) due to very low values in the
VH return. This argument, if its general validity can be
demonstrated, has strong implications for the design of
a system to be used for measuring biomass. The central
requirement is that both the HH and VV returns are
dominated by attenuated scattering from the soil. This
requirement is more easily met at C band than at X
band. Also, the difference between the HH and VV soil
returns increases with incidence angle, because the path
through the canopy gets longer, implying use of larger
incidence angles. However, at some point the VV return
will switch over to being dominated by the upper
canopy (see Figs. 3 and 4), at which point the
relationship between biomass and the HH-VV
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Fig. 5 Mean C band backscatter and HH-VV difference at 40° incidence angle vs biomass.

An unfortunate feature of Fig. S is the large gap in
biomass values between 0.7S and 2 kg m", caused by
poor weather conditions in April. This is the period of
most rapid growth and increasing biomass. Also, the
measurements stop in early June, due to a combination
of bad weather and staffing difficulties after this time.
Hence all the measurements occur during the declining
phase of the wheat growth curve, i.e., the plot of the
wheat backscattering coefficient against time, and they
do not continue into the increasing phase which
normally follows (Le Toan et al., 1984; Saich -and
Borgeaud, 2000). This means that neither the overall
shape of the plot of biomass against the HH-VV
difference nor the limits of its sensitivity can be inferred
from this dataset.

difference will break down. The results in this paper
suggest a transition point around incidence angles of 3S0

to 40°, dependent on soil moisture conditions.

It can be seen that these conclusions are not the same as
those in Sect. II, where the indoor measurements
seemed to suggest X band, VV and larger incidence
angles as the preferred sensor characteristics for wheat
sensing. However, this configuration principally
measures a specific aspect of the canopy, namely the
flag leaf layer, which may be only weakly related to
more interesting agronomic properties. In contrast, the
argument in Sect. III suggests that a two channel C band
sensor operating at moderate incidence angles is most
fitted to the task of biomass measurement. Hence
Envisat is likely to be a better sensor for this purpose



62

than, for example, the X band sensor mooted for
TerraSAR.

The inferences above must be treated with some care, as
there are significant weaknesses in the dataset on which
they are based:

1. Only a small number of canopies were measured;
2. There were no measurements during the period of

most rapid growth;
3. Insufficient X band data were gathered to allow

comparison with C band;
4. Only a single wheat variety was considered in each

of the campaigns.

Scatterometer measurements indicate the importance of
point (4). For example, in Le Toan et al. (1984),
significant differences were found between two
different varieties of wheat. In particular, although both
showed an approximately linear relationship between
LAI and backscattering coefficient, the slope of this
relation was quite different for the two varieties.

It is clear that more measurements are needed to address
these defects in the data, but the work reported here
provides a better insight into which are the key
questions. It should be added that attempts to reproduce
the observed results using a sophisticated radiative
transfer model (which is described in Cookmartin et al.,
2000) were not very successful, indicating that an
improved theoretical treatment is needed, in parallel
with the experimental programme.
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ABSTRACT

Within the framework of the ERA-ORA (European
Radar-Optical Research Assemblage) project
funded by the EC. an extensive database including
both remote sensing data and coincident ground
data. collected by several institutes in Europe, has
been assembled and organized. The remote sensing
data consists of radar data acquired mainly by ERS
and airborne SARs at different sites across Europe.

Overall, this compilation of data from different sites
represents an opportunity to examine the generality
and robustness of remote sensing methods and
algorithms. In the past much of the literature
published on retrieval algorithms has been based on
observations over a single site. The extension of
these results to larger areas and different sites thus
represents and important step in the development
and validation of generalized retrieval algorithms
applicable to a variety of situations.

INTRODUCTION

In this paper, we will analyze and interpret part of
the database collected at different European
agricultural sites to address several questions related
to crop classification. keeping in mind that the
launch of ENVISAT in the next few months will
open new perspectives for radar satellite
applications. In particular, this work addresses the
following questions related to the classification of
crops:

a) Can multitemporal ERS data be used to
discriminate crop types based on their temporal
backscatter signal?

b) With the known limitations of current systems,
can ENVISA TIASAR with its different
polarisations and incidence angles be used to

discriminate crop types at a given time with
fewer temporal acquisitions.

c) What are the relative contributions of
polarimetry at C. L and P bands to the overall
crop classification results?

d) What is the role of synergy between optical and
radar sensors (e.g. ASAR and MERIS) for large
agriculture fields'?

MUL Tl-SITE DAT ABASE

Study Areas

This work has been focused on the following study
areas (Fig. l ):

Flevoland (The Netherlands):

This area is located in Zuid Flevoland (centered at 52.4°
North and 5.4° East) in the Netherlands, approximately
30 Kilometers east of Amsterdam. The Zuid Flevoland
polder was reclaimed from lake Ijsselmeer in 1966 and
its topography is almost perfectly flat, the general
altitude of the area being three meters below the mean
sea level. The reclaimed polder is used mainly for
agriculture and forestry, the main cultivated crops are
sugar beet, potato and winter wheat [ 1].

Barrax (Spain):

This area is located in Castilla-La Mancha, Spain (with
coordinates 39° 3' North and 2° 6' West) and it has been
used for several previous experiments: EFEDA (Field
Experiment in Desertification-threatened Areas),
STAAARTE (Scientific Training and Access to Aircraft
for Atmospheric Research Throughout Europe). MAC
(Multisensor Aircraft Campaign). DAISEX (Digital
Airborne Imaging Experiment) among others. Its flat
topography is of great advantage for remotely sensed
data corrections and its interpretation. In Barrax, there
are large uniform crop fields both irrigated and non

Proc. 3"1 lnternational S_1·111posi11111. 'Retricval ojBio- and Geophvsual Parcnnetersfrom SAR Datafor Land Applications', Shettield. UK.
11-1./ September 2001 (ESA SP-./75. Januarv 2002)
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irrigated mostly consisting of barley, com, sugar beet,
wheat, as well as bare soils areas.

Barrax

G.o·
Figure 1.- Location of the study areas

ERS-SAR time series

ERS-SAR temporal series from Flevoland over the
period 1993 to 1996 have been used to assess crop
separability and annual variations in crop radar
signatures.

Polarimetric data

We have used JPL-AIRSAR data (C. L and P band)
from the Flevoland site that were acquired in two
different experiments, MAESTR0-89 and MAC-Europe
1991. The data collection was conducted from August
16. 1989 to July 28. 1991 (there are a total of five
acquisition dates: 89-08-16. 91-06-15. 91-07-03, 91-07-
12. 91-07-28). The crop signatures were averaged in
every field. The incidence angle for both years falls in
the 26 to 65 degrees range.

Optical-radar synergy

In addition. we have used hyperspectral optical data to
investigate the radar-optical synergy from the
ESA/DAISEX-1999 EFEDA campaigns that took place
at Barrax. The airborne hyperspectral scanner HyMap
[2] has 128 channels covering the 0.4-2.5 µm spectral
range. HyMap images from the DAISEX-1999
campaign were compared with the ERS-SAR images.
The JPL-A VIRIS [3] airborne sensor images (224
bands along the 0.4-2.5 µm range) acquired during the
EFEDA campaign were used in combination with
AIRSAR data.

Ground measurements:

Detailed crop maps for each year were available for the
Flevoland and for the Barrax area as well. For some of

the fields, several agronomic parameters such as
biomass, crop height, canopy water content and soil
moisture status were measured.

RESULTS
Temporal series:

We have selected two complete ERS-SAR annual series
data from the Flevoland area, corresponding to the years
1993 and 1995. Figure 2 shows those temporal series for
four crops (barley, wheat, sugarbeet and potato). The
curves were obtained by averaging all the crops of the
same kind. Standard deviation is shown as error bars.

For one particular year it is possible to distinguish
between two main groups (cereals and broad leaves
crops) in the period that follows the maximum cereals
development: for 1995 near day 180 (beginning of July)
and for 1993 near day 150 (end of May). It is important
to notice that even for the same site there are shifts of
one month in crops phenology. Bigger shifts are
expected when comparing temporal curves from
different sites.
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Figure 2.- Radar signatures of the dominant crops in
the region of Flevoland a) Year 1995. b) Ycar 1993.



AIRSAR data:

Using more than one polarisation channel, higher levels
of separation between crops can be achieved. even if the
information comes from only one frequency. Among the
available Flevoland AIRSAR data we have selected
field averaged C band signatures with incident angle
between 45 and 55 degrees. The reason to choose this
angular interval was that it included the biggest amount
of fields. A total number of 450 signatures were
available (88 of sugarbeet, 134 of wheat, 129 of potato,
51 of barley and 48 of grass) corresponding to 4 dates
from the same year. Table I contains these details.

Date Sugar- Wheat Potato Barley Grass
beet

91/06/ 15 15 30 28 16 IO
91/07/03 19 32 26 12 17
91/07/12 25 35 34 13 11
91/07/28 29 37 41 IO JO

Table I.- Number of crops per date used for the analysis
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Figure 3.- Minimum error achieved in the classification

of 5 crop types using the maximum likehood
algorithm.

Figure 3 shows the minimum error in the classification
of five types of crops (sugar beet, potato, barley, wheat
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and grass) using the algorithm of maximum likelihood
[4]. A case has been considered in which only one day
and two discriminating variables were utilized (Figure
3.a) as well as the case in which all the dates or
combinations of the three dates are utilized (Figure 3.b).
For all the combinations of different polarisations (HH­
VV, HY-VY, HH-HV, VV-HV/VV, HH-HV/VV) we
have found that date I, which corresponds to June 15
has the largest errors. Date 2, corresponding to July 3,
is the optimum date due to the separation between crops
which is maximum utilising HH and HY polarisations.
We have seen that including more than one date in the
analysis does not improve the error of the classification
but worsens it as it is seen in Figure 3.

Optical-radar synergy:

The error of the separability among the 5 classes in our
dataset was never lower than I0% even when using
polarisation information. For some combinations of
dates, errors were higher than 40%. In these cases, other
sources of information, such as optical data, may help to
overcome the limitations of radar data.

For exploring the optical-radar synergy we have done a
pixel by pixel comparison of two pairs of images from
the Barrax site:

a) ERS-SAR (211d of June, 1999) I HyMap (3'ct of
June, 1999)

b) AJRSAR (19th of June, 1991)/ AVIRIS (291h of
June, 199 I)

In order to make possible a pixel by pixel comparison of
the images we need first to superpose them. After geo­
rectification of the optical images and slant-to-ground
range correction of the radar images, these have been
registered over optical images by means of ground
control points. The final resolution is that of the optical
images (5 meters for HyMap and 20 meters for
AVIRIS). HyMap image was geometrically and
atmospherically corrected at DLR [5]. Due to the flat
topography of the Barrax site the topographic effects are
not critical.

In Figure 4, we have compared a near infrared band,
where the vegetation response is very high, with radar
backscattering. The grey scale represents the density of
points. If the same information were contained in both
optical and radar data, a high correlation between the
two quantities would be found. However, Figure 4
shows a very low correlation. Points are grouped into
two clouds, corresponding to the optical signal of soils
(low reflectance) and to green vegetation (high
reflectance). Radar signal was not able to distinguish
these two classes. For each surface type, the variability
in radar images was due to roughness and moisture
changes. Higher levels of noise were present in the
ERS-SAR image as opposed to the HyMap image.
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Figure 6 shows very clearly the complementarity of
optical and radar data. The CHV/LHV ratio obtained
from the AIRSAR (radar) image has been represented
against two indexes derived from the AVIRIS (optical)
image. These two indexes are: a chlorophyll index (Fig
6a) and a plant water index (Fig 6b ). In Fig 6a there is
an imaginary line parallel to the x-axis illustrating how
bare soils (very low index) and vegetation (higher
index) have the same radar backscatter value. However,
in the region of bare soils all the sensitivity comes from
the radar signal. Although a low level of correlation
between both kinds of data is justified by the fact that
radar signal is insensitive to chlorophyll, the comparison
between the water in the plant (Fig 6b) shows how
information coming from the two different sources
(optical and radar) is not redundant.

I

I
Figure 4.- ERS (radar) CYY backscattering versus
HyMap (optical) 868 nm band reflectance in %*100

DRAWBACKS

In the classification of crops with radar data two main
drawbacks are present:

a) Angular Variability
b) Temporal Variability

Airborne radar systems have a wide range of incident
angles. In Figure 5, the angular variability (in some
cases it can be of more than 6 dB for the same crop
type) is higher than the variation from one crop to
another, thus there is confusion among classes.
To obtain better results in the classification it is
necessary to restrict the incident angle range.

Classification results are strongly dependent on the time
sequence because of the differences in the phenological
state of the crops. Development of crops occurs very
quickly in a short period of time, which is different for
every crop and changes from one site to another. So
depending on the overlapping of the phenological cycles
of every kind of crop, there will be an optimal date or an
optimal combination of dates that ensure the highest
crop separability. With the current satellite systems with
time resolutions of 35 days (ERS case) it is not possible
to guarantee an image acquisition in those optimal dates
for an particular area.
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Figure 5.- C band HY/VY ratio versus HH-YY
correlation for two different dates at Flevoland
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Figure 6.- CHV/LHV ratio from the AIRSAR (radar) image versus to two indexes from AVIRIS

(optical) image. a) chlorophyll index and b) plant water index.



·f
~ o.oJO

0.016

f
~ 0 010

o.IJO~

300

~ 250
E
~ 200-.c.!21 '60
a.>
J: 1)0c:•..
0o 50

0
l\106/91 31'07/91 tl/09/91

Date
08/11'91

b)

67

f ::::
E

Q,16

0.16

a.oJO

0 025

f
-"' 0.020

0.015

a)

14
.•...
I/) 12

";"
E

10::t
"!
E 8u
~ 6E
Q) 4oc:
.!!! 2'C

"'et::

: .. - - -29th of June
15th of July 1

0
300 800 1300 1800 2300

Wavelength (nm)

C)
Figure 7.- Ideal case for the optical-microwave synergistic study.
a) In these figures the averaged radar backscattering intensity for a corn pivot in the area of Barrax has been plotted for all the possible
polarisation states of the transmission and received co-polarised waves. We can observe that for longer wavelengths the response is more
sensitive to the surface structure. b) This figure shows a considerable increase in the height and biomass of com from June I9th through July
14'h. c) AVIRIS hypcspcctral signatures of the same corn pivot.



68

FUTURE PERSPECTIVES

In the frame of the points we deal with in this paper
ENVISAT satellite opens two new perspectives:

a) Use ofpolarimetric information

ASAR sensor on board ENVISA T operating in C band,
is technologically more advanced than ERS and will
acquire images in VY (as ERS), HH and cross
polarisations allowing for the first time the use of
polarimetric information from satellite.
Although homogeneous surface have a characteristic
polarisation signatures (see Fig. 7), at satellite
resolutions polarimetric information may be difficult to
interpret for non homogeneous surfaces.

b) Radar/optical synergy

Radar/optical synergy is not a well explored field of
study, partly due to the sparse availability of
radar/optical data for the same study area. This lack of
data comes from two different causes: I) For the time
being, there are no satellites equipped with both kinds of
sensors. Referring to airborne remote sensing, there
have been few campaigns in which radar data together
with optical data were acquired. 2) In regions where the
probability of having clouds is high, available optical
data are not always useful.

The launch of ENVISAT will allow for the first time to
have radar and optical images systematically acquired
for the same study area by means of the ASAR and
MERIS sensors. The MERIS optical sensor will provide
high spectral resolution images (bandwidth in nm) that
will allow new applications, not possible with broad
band sensors (LANDSAT, SPOT). Although its spatial
resolution (300x300 m) is much coarser than the spatial
resolution of SPOT (20x20 m), radar/optical synergy for
areas with extensive crops, such as Barrax, would still
be possible (see Figure 8).

CONCLUSIONS

• Temporal evolution is confirmed as the dominant
effect in crop discrimination for single band (CVV)
imagery.
• The potential of polarimetric information in crop
discrimination cannot be demonstrated by means of
airborne polarimetric systems with a wide range of
incidence angles. Spaceborne polarimetric systems can
be more effective with a limited range of incidence
angles for the same area coverage.
• ENVISAT/ASAR opens new perspectives, but radar­
optical synergy is still necessary to discriminate
between soil and vegetation scattering with C band.

Figure 8.- RGB composition in a Barrax 1-lyMapimage
showing MERIS pixel size. One of the channels has
been degradated to 300x300m resolution.
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ABSTRACT

Presented below are a number of observations that came
out of a study performed within the framework of the
DAISEX project (Digital Airborne Spectrometer
Experiment). The study assesses the potential of
spaceborne SAR to compliment hyperspectral data in
the measurement of surface characteristics, providing
important indicators of geophysical variables related to
biogenic processes.

For an agricultural test site located at Barrax in
Southeast Spain, a series of six ERS SLCI SAR images
covering the growing season of 1999 have been
acquired. Amongst them is a tandem pair that coincides
with the airborne campaign and synchronous ground
survey constituting the core of the DAISEX dataset. thus
enabling direct comparison and synergistic assessment.
Evaluation is based on the ability to identify crop types,
to isolate variations in SAR data that are not apparent in
other imagery and to attribute these to geophysical
variations. The standard ERS Interferometric Land Use
product (ILU) proved to be the most useful SAR
derivative for analysis.

Whilst resolution and clarity compare unfavourably with
airborne optical data. spaceborne radar demonstrates
advantages of texture and moisture sensitivity sufficient
to distinguish crops and identify within-field variation.
The multi-temporal capacity of ERS, particularly during
the tandem mission. is its greatest asset. enabling
observation of dynamic change, particularly related to
irrigation practices.

INTRODUCTION

For three consecutive years, the European Space Agency
has conducted scientific campaigns to investigate the
feasibility of quantitatively retrieving geo- and
biophysical variables as the requisite inputs for process
models of the biosphere and geosphere. As such, the
Digital Airborne Spectrometer EXperiments (DAISEX-
98, -99, -00) utilised a variety of airborne sensors,
including DAIS 7915, HyMap. ROSIS. POLDER and
LEANDRE. Investigators from Universities in Spain,
France. Germany, Switzerland and Italy were involved
in the project, working at three European test sites.

The main scientific objective of DAISEX-99 was "to
demonstrate the retrieval of geophysical variables from
imaging spectrometer data." Target variables included
surface temperature. canopy parameters related to
biomass, structure (including LAI) and water content
and soil properties such as moisture. Their
quantification will allow greater understanding of
biogenic processes such as productivity,
evapotranspiration and nutrient cycles. Airborne
measurements acquired from two simultaneously
operated hyperspectral instruments focused on key
surface characteristics including albedo, fPAR and
temperature, which relate to such geophysical variables.
These and other indicators were also measured directly
on the ground to enable a full programme of
intercomparison (ESA Scientific Campaign Unit, 1999).

This paper is concerned with the potential of spaceborne
synthetic aperture radar (SAR) to compliment
hyperspectral data in the analysis of some of these
indicators. The nature of radar makes it sensitive to
surface texture, moisture and the structure of volume
scatterers. and thus well suited to this application.

Proc. 3"1 International Symposium, 'Retrieval of Bio- and Geophysical Parameters from SAR Data for Land Applications'. Sheffield, UK,
11-14 September 2001 (ESA SP-475, January 2002)
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INTERFEROMETRIC LAND USE PRODUCT

ILU is a standard ERS product processed from a tandem
pair of single-look complex data (SLCI). It exploits the
capability of interferometric coherence for bio- and geo­
physical parameter retrieval in the context of land
applications (Walker et al., 1998). In its most familiar
form, the product is a false colour composite comprising
the following channels:

Red = interferometric coherence
Green = average backscatter intensity
Blue = intensity difference

or magnitude of intensity change

The resultant display (stretched to fill the 24-bit colour
cube) discriminates heavily vegetated surfaces, bare
land, cropped agricultural fields and urban centres.

DATA AND TEST SITE

This study is focused on one of the DAISEX test sites,
located near Barrax in Southeast Spain (inset, figure I).
The area is very flat and characterised by pivot-irrigated
agriculture. An intensive campaign of measurement took
place during the first week of June 1999, including
ground survey and airborne observation using the
HyMap and DAIS sensors. An ERS Tandem overpass
on 2 and 3 June 1999 coincided perfectly with these
acquisitions.

In total, six ERS SAR SLCI images of the test site
during the growing season of 1999 were available for
processing, including a second tandem pair acquired in
September. These are summarised in table 1. Note that
most scenes were acquired on ascending orbits that pass
over the test site at approximately 2225hrs. Whilst the
period of the first tandem pair brackets the airborne
mission (which took place at 1400hrs on 3 June), it is
important to consider that individual acquisitions do not
coincide exactly. Also, some geophysical measurements
taken during the daytime would vary significantly after
dark.

Date Satellite Orbit

June 2 ERS1 ascending (track 144; frame 765-783)
June 3 ERS2 ascending perpendicular baseline = 72m

June 29 ERS2 descending (track 8; frame 2817)

July 8 ERS2 ascending

Sept15 ERS1 ascending
Sept16 ERS2 ascending perpendicular baseline = 233m

Table l: ERS SAR data set for the Barrax test site.

Calibrated intensity images (backscatter coefficient, 0°

in dB) and coherence products were generated using the
ERS SAR Toolbox and subsequently converted to

ground range and georeferenced to the Spanish digital
cadastre.

DISCRIMINATING LAND COVER

Comparison of the ILU product generated from data
acquired on the 2 and 3 June (figure I) with
hyperspectral imagery from the HYMAP airborne
sensor, flown on 3 June, (figure 2) at once demonstrates
their complimentarity. The textural and spectral
variations across the scenes expose quite different
patterns; the remainder of this paper investigates
whether the patterns in the ILU are of any significance.

Given an understanding of radar and interferometric
principles, a logical interpretation of the ILU product
can be made based on the additive colour system. For
example, bare soil would be expected to have high
coherence over 24 hours (red gun), a moderate
backscatter coefficient (dependent on roughness) (green
gun) and little backscatter change (blue gun), giving an
orange signature. Lush vegetation would have low
coherence and moderate to high backscatter with
random change, giving a blue-green signature.

The crops growing in individual fields were recorded at
the time of the ground survey. Preliminary qualitative
assessment of dominant ILU signatures over entire fields
reveals that there is overall consistency within crop
types, particularly barley, wheat and alfalfa, as seen in
figure I. This is encouraging, since areas of the same
crop are assumed to be texturally uniform. It provides a
backdrop against which within-field variation can be
analysed.

Figure 3 shows the location in feature space of selected
crops. Green, leafy crops (alfalfa and beet) are separated
from thin-stemmed cereals and bare soil along the
coherence axis. This is a reflection of the density of
vegetation cover and the proportion of radar energy
allowed to penetrate to the soil surface. The cereal crops
merge on both axes because of their similar physical
appearance.

The ILU product exposes a number of interesting
within-field features that are not apparent in the
hyperspectral data but which may be a result of
geophysical variations. In particular, the corn fields
exhibit variation between bluey-pink and yellow-orange
hues (see figure I). Although the variation is marked in
the image (particularly in field SV3, emboldened in
figure I), it is disappointing that no trend was found in
any of the ground data (plant
weightJmoisture/dry matter, LAI, soil weightJmoisture or
chlorophyll levels) to account for it.
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Figure 1: ILU product of the Barrax test site on 2-3 June 1999 overlaid with digital cadastre and crop type information.
There is considerable colour variation indicating high information content. Despite the speckle. some individual fields
are clearly discernable by virtue of their dominant tones and distinct edges. Note that fields of barley (2 distinct groups),
wheat and alfalfa have unique but consistent hues.

Figure 2: Colour composite of HYMAP data (bands 3. 9 and 19 in RGB) for comparison with figure I. There is a
significant improvement in resolution (inevitable in a comparison of air- and spaceborne data). However, it is
immediately clear that variation between and within fields that is not seen in this image can be observed in the ILU and
vice versa.
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Figure 3: Feature space plot of interferometric
coherence between 2 and 3 June against calibrated
backscatter intensity on 3 June for the Barrax test site.
Hue denotes point density; ellipses indicate typical crop
signature means. The data is well spread throughout
feature space in this plane, but note that coherence does
not exceed 0.809 anywhere in the scene, probably due to
thermal and spatial losses.

OBSERVINGDYNAMICCHANGE

So far, only the coherence and backscatter elements of
the ILU (red and green channels) have been considered.
The blue channel is coded with backscatter difference.
calculated between the same two images used to
compute coherence. There are two ways to derive this
indicator:

() () 0

a diff = a faller - a former

0 I,.., 0 0 Ia change = iv faller - a former

The first (backscatter difference, dB) shows stable areas
( a"d•ff = 0) as mid greys with positive and negative
changes between the dates as bright and dark tones
respectively. The second (backscatter change, dB)
returns the magnitude of change such that stable areas
( a"c1""''" = 0) are dark and the greatest changes, positive
or negative, appear bright. Selection depends on the
objectives of the study.

Closer inspection of the individual components of the
June ILU reveal that within-field variation noted earlier
is exclusively present in the blue channel. This implies
some sort of physical change in surface characteristics
between the night of 2 June and the night of 3 June,

Figure 4: ILU product of 15-16 September 1999 overlaid with digital cadastre and crop type information (June 1999).
There is much less variation between fields because many crops have reached a similar state of dryness or been
harvested to leave bare soil. It is only possible to identify corn (no within-field variation now) and alfalfa as growing
crops.
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Figure 5: Backscatter difference between 2 and 3 June. The highlighted fields (both containing corn, cf. figure I) exhibit
dark features that indicate a reduction in backscatter. Homogeneous grey regions represent areas that are saturated in
both images and therefore exhibit no change (OdB).

which could be man-induced or caused by a
meteorological effect.

It is most probable that such a change is related to the
dielectric constant, which varies with soil moisture in
the soil and plant cover. Because of the Mediterranean
climate, irrigation takes place mainly at night for greater
efficiency. An area that is wet from recent irrigation will
have higher backscatter than surrounding dry areas with
the same cover and, therefore, appear brighter in a radar
image. Assuming the land has dried by the following
night and no more irrigation takes place, a reduction in
backscatter would be observed. Similarly, an area
irrigated on the second night would have increased
backscatter. Both features highlighted in Figure 5 have a
radial pattern focused on the field centre. This would be
consistent with the operation of a pivot irrigation
system. Furthermore, in the larger field, a bright spoke
may represent the irrigation boom itself on the 3 June.

Consultation of irrigation records kept for the duration
of the growing season confirms that the smaller corn
field was indeed irrigated on 2 June, as were several
other fields where reduced backscatter is observed. Over
the rest of the scene, outside the area for which records
are available, many other fields contain dark or light
toned areas that are likely to correspond to similar
irrigation activity shortly before 2225hrs on one of the
nights in question.

CONCLUSIONS

Whilst resolution and clarity compare unfavourably with
airborne optical data, spaceborne radar demonstrates
advantages of texture and moisture sensitivity sufficient
to highlight within-field variation. The standard ILU
product generated from ERS SAR data emphasises
vegetation properties to discriminate certain crop types,
primarily on the basis of crop structure, but in this case
there is insufficient correlation between satellite-derived
data and ground-based measurements to suggest links
with specific geophysical variables.

The multi-temporal capacity of ERS, particularly during
the tandem mission, is its greatest asset, enabling
observation of dynamic change within the scene over the
period of the acquisition. In an area characterised by
pivot irrigation, changes in backscatter are most likely to
reflect the artificially fluctuating soil moisture in this
otherwise semi-arid environment.

ERS SAR provides a worthwhile addition to the
DAISEX-99 dataset, complementing the information
content of hyperspectral imagery and broadening the
range of remotely retrieved indicators. In addition, these
observations demonstrate the potential of frequent­
repeat SAR imagery for wider irrigation monitoring.
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ABSTRACT

We present the results of combined modelling of optical
and radar signatures of cereal canopies. An optical
model based on Monte Carlo ray tracing simulations of
scattering behaviour in the vegetation canopy is used to
simulate spectral reflectance, and a coherent microwave
scattering model is used to simulate multi-frequency
polarimetric microwave signatures. These use similar
descriptions of the vegetation structure, and therefore
provide a link between the two regimes. During the
"SAR-Hyperspectral Airborne Campaign" (SHAC),
conducted in the UK during summer 2000, datasets
were acquired using the E-SAR and Hymap. Coincident
with the E-SAR overflights, a ground measurement
campaign was conducted, to characterise the moisture
status of the vegetation, soil and the leaf area index
(LAI). as well as more detailed measurements of the
vegetation properties. We discuss the comparison
between model simulations and the observed signatures,
and highlight aspects of the link provided by the
structural vegetation canopy model.

INTRODUCTION

Recent attempts at retrieving vegetation canopy
characteristics from remote sensing data have focussed
on the development of physically-based algorithms.
Historically, however, the optical and microwave
communities have tackled these problems separately. In
this paper, we describe our first attempts at the parallel
simulation of optical reflectance and microwave
backscattering signatures of cereal canopies. The optical
model is based on Monte Carlo simulations of ray­
tracing in the vegetation canopy. The microwave model
is based on a coherent summation of scattering from the
vegetation elements (leaves and stems) in a simulation
cell. Whilst these models are independent, they are both
intended to make use of the same description of the
vegetation architecture. We are therefore able to show
how changes in the state of the vegetation canopy
impact on both optical and microwave measurements,
and how to combine such measurements more
effective Iy.

In the following sections we discuss the various datasets
and present preliminary analysis of optical and

microwave scattering behaviour of the canopy. We
describe a model for the three-dimensional structure of
wheat, and then present the microwave and optical
modelling techniques. The microwave model uses a
degraded representation of the wheat canopy, and we
highlight the importance of improving this description
by comparing model simulations with the experimental
data. We then show the comparisons of modelled
optical reflectance and the observed data.

DATASETS

Airborne remote sensing data were acquired during
summer 2000 at Barton Bendish, UK, as part of the
"SAR-Hyperspectral Airborne Campaign" (SHAC).
Barton Bendish is an agricultural site that is currently
being used as a core validation site for EOS MODIS.
During SHAC, the DLR E-SAR imaged the site on 2
June, acquiring data in X- (HH and VV), C- (VV and
VH) and L- (HH, VV and HV) bands with a range of
polarisation combinations. The 4-look products have a
spatial resolution of approximately 4m x 2.5m (range x
azimuth) and the site is imaged at a range of incident
angles between ~40°-60°. For the analysis shown here,
field-averaged backscattering coefficients are used. An
example of the image data is shown in Figure I.

On 17th June, images were also acquired with the
Hymap. An example is shown in Figure 2. The
measured reflectance data comprise 126 bands (437-
2486 nm) of spectral reflectance derived as field
averages of 4m resolution data. Five Hymap images
were used, flown as slightly overlapping flightlines in a
North-South direction. As each image has a cross-track
view zenith angle variation of+/- 30°, some fields at the
site are sampled at multple view angles. The Solar
angles at the time of the overflights were around 60°
elevation, 171° azimuth, varying slightly for each
flightline. Geometric correction of the data was carried
out using flightpath information provided with the data
to a high degree of accuracy. Atmospheric correction
was performed using ATREM. Masks were generated
for each of the 50 field samples in the data and viewing
angle and reflectance data statistics extracted.

Coincident with the E-SAR overflights, a ground
measurement campaign was conducted, to characterise

Proc. 3"1International Sv111posi11111.'Retrieval ojBio- and Geophvsical Purameterstrom SAR Datafor La11dApplications ·. Sheffield, UK.
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Figure 1: E-SAR

the moisture status of the vegetation, soil and the leaf
area index (LAI), as well as detailed measurements of
the vegetation properties (such as crop height, stem and
leaf size, and stem and leaf density, etc).

VEGETATION MODEL

A 'mean' geometric model of a wheat plant was
generated within the Botanical Plant Modelling System
(Lewis, 1999), based on field measurements of leaf
length, leaf numbers and plant height. Additional
information on leaf angles and intemode distances was
inferred from field photographs. Tiller number was
inferred from stem density and measured plant densities.

Figure 3(a): Side view

Figure 1: Hymap

Statistics were generated on mean and standard
deviation of the geometric parameters, and a set of five
distinct plants generated by randomising over these
distributions. Soil reflectance was simulated using the
basis functions of Price (1990), with leafreflectance and
transmittance derived from the PROSPECT-REDUX
model of Jaquemoud et al. (1996) using estimated
chlorophyll content, leaf structure and water content
parameters (40 ug/cm2, 2, and 0.035 cm, respectively).
Stem reflectance was assumed equal to leaf reflectance.
Head reflectrance was estimated using the same
PROSPECT-REDUX model parameters as for the stem,
but with a structural parameter of 10, representing an
optically thick scattering medium.

Figure 3(b): Top view Figure 3(c): Field photograph



MICROW AVE SCATTERING

Most approaches for modelling microwave signatures
are based upon radiative transfer (Toure et al 1994,
Cookmartin et al 2000, Saich and Borgeaud 2000,
Macelloni et al 200 I). Here we use a coherent scattering
model called CASM which is similar to that described
by Lin and Sarabandi ( 1999). The model adds up the
complex scattering amplitudes of the elements within a
simulation cell, weighting each by a term relating to the
phase change for the propagation paths. For example,
direct backscattering from the canopy, requires

F = I.,,r(+p)?p)r(-p)
p=I

(I)

where f is the complex scattering amplitude (for either
finite length cylinders or thin elliptical plane discs), Tis
the matrix of complex propagation terms, and the
summation is over all N particles in the cell. To
calculate backscattering coefficients, we average the
intensity over a number of independent cells

4n - -
uaflro=-<F.F*>. (2)

A

where A is the area of the cell. The indices on the
backscattering coefficient reflect the polarimetric nature
of the total scattering matrix F in (I). As the model
works with electric field rather than intensity, it also
allows for prediction of interferometric signatures
(though we do not show these here). As well as direct
scattering from the vegetation canopy, the propagation
paths in these simulations include double-bounce
scattering events between vegetation and the ground.
The underlying ground surface is treated as a smooth
reflecting surface and direct backscattering is not
included (in part because the datasets shown here
always have incident angle greater than -40°). The
calculation of the phase change on each propagation
path exploits the idea of an effective medium (and uses
the Foldy approximation to calculate the propagation
constant as a function of depth in the medium). As such,
the model is based on horizontal layering of the
vegetation canopy only insofar as the extinction is
concerned. In the simulations shown here, the structure
of the vegetation is degraded somewhat from the
detailed model described above. The canopy is
considered to consist of approximately vertical stems (to
within 20°), each of which has a wheat head attached to
the end of the stem, an associated flag leaf, and a set of
thin elliptical discs representing other leaves. The leaves
are assumed to have random orientations with the disc
axis in the range 30°-90°; the flag leaves are principally
vertical (normal axis in the range 60°-90°). We return to
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the importance of having degraded the detailed 3-d
model in the discussion.

In Figures 4(a)-(c) we show the simulation results at L-,
C- and X-bands, for the coherent solution generated by
the model described above. The model input data re
those that were measured for one of the wheat fields
(and these are assumed representative of all of the
fields). Each of the simulations assumes a Im x Im cell
with appropriate numbers of stems and leaves to match
the in-situ data. In the figures, we also show the field­
averaged backscattering coefficients for wheat fields in
the image data. The error bars on the predictions are one
standard deviation, and represent uncertamties
associated with variations in the model input parameters
for the vegetation (derived from the in-situ
measurements). It is worth pointing out that the error
bars have been derived from the incoherent (radiative
transfer) solutions - the coherent solution also has
superimposed on it an additional variation (with a
standard deviation in intensity - mean) originating from
the coherent addition.

It is clear that whilst some cases match the experimental
data, other model predictions are rather poor. Principal
amongst these are (i) cross-polarisation overestimation
at L-band, (ii) underestimation of both VV and cross­
polarisation at C-band. Though we do not show the
contributions to the signatures here, the VV powers in
C- and X-bands are strongly dominated by the
vegetation canopy (even more so than the cross­
polarisation at C-band). The origin of this is not that the
canopy is a strong scatterer for C-VV (because it
underestimates the observed data) but rather that the
vertically-oriented stems and heads are strong
attenuators. Interestingly, the model predictions fit the
observed data much more closely if we 'artificially
lower' the extinction caused by the heads. This is shown
in Figures 5(a)-(c). The latter two of these show that
when the heads are excluded or when we reduce their
size (both of which lower the extinction) the C- and X­
VV powers are increased. Their extinction properties
are the dominating effect and it is possible that these are
being over-estimated. There is evidence from ground­
based experiments (RADWHEA T 200 I) that this also
applies to the cylindrical stems from C-band
measurements, though it is not clear from these datasets.

OPTICAL REFLECTANCE

Canopy spectral reflectance was simulated for the five
plants described, for the viewing and illumination
angles of the HYMAP wheat field samples. A field of
plants was simulated at the required plant density and
row spacing by 'cloning' (creating virtual copies) of the
five different wheat plants. A random azimuthal
rotation was applied to each cloned plant. The
radiometric simulation was conducted using a modified



78

0

ED
-0~ -10c
"'·o
~
0
0 -20en
c
·c
2
(ii
&l -30-"'~
.0

-40
30

HH-­
VV - - -
HV --------
HHvv
HV

40 50 60

incident angle (deg)

Figure 4(a): Simulation results compared with
measured L-band (HH, VV and HV) data

0

ED~ -10c
tJl
(5

~
0

-200
en
c·c
tJl

~
&l -30-"'s
.0

-40
30

70

40 50 60
incident angle (deg)

Figure 4(b): Simulation results compared with
measured C-band (VV and HV) data

0

ED~ -10c
tJl:?~
'm
0

-200
enc·c
tJl
'lil
&l -30
~
.D

-40
30

70

HH-­
VV - - -
HV --------
HH
rV

t--1--

40 50 60
incident angle (deg)

Figure 4(c): Simulation results compared with
measured X-band (HH and VV)data

70

0 ~~~--~---~---~---~-~
heads --

heads (half radius) - - -
no heads --------

-30 '----'----'-----'-----'-----'---'
30 40 50 60

inoident angle (deg)

Figure 5(a): Simulation resultsfor L-VVwith
different upper canopy structures

70

0 ~---------~--~~--~-~
heads --

heads (half radius) - - -
no heads --------ED~

c
·~ -10

~
0
0
en
c·c
2
(ii -20

~
.0

-30 '--~---~---'----~---~~
30 40 6050

incident angle (deg)

Figure 5(b): Simulation resultsfor C-VVwith
different upper canopy structures

0 -------------------~ heads --
heads (hall radius) - - -

no heads ·---- --·

- ,._.,. --- --- .•--•.-..•..•-- --- __ ,,--- - ----- -.•., ,,..,..

-30 '----''------'-----'-----'------'---'
30 50 6040

incident angle (deg)

Figure 5(c): Simulation resultsfor X-VV with
different upper canopy structures

70

70



modifications to ARARAT, which differentiate it from
the original model described in Lewis ( 1999) is that
only single 'ray paths' (Markov chains) are sampled for
diffuse sampling for each primary ray of the simulation,
allowing much more rapid calculation of multiple
scattering. The original model used a branching
sampling scheme for multiple diffuse scattering,
sampling both reflectance and transmittance fields for
each object intersected. The illumination field was
simulated using the sky radiance model of Zibordi and
Voss ( 1989) using standard mid-latidude atmospheric
parameters.

Three versions of each canopy were simulated for each
viewing/illumination angle scenario to investigate the
role of scattering from the seed heads. These were: the
'full' canopy model described above; a representation
with totally absorbing ('black') seed heads; and a
geometric representation with the seed heads removed.

Figure 6 shows a typical example of the measured and
simulated spectral reflectance data, for field 319. The
overall shape of the reflectance spectrum is similar for
all simulations and follows the main feaatures of the
measured data. This is a reflection of the plant element
scattering properties shown in figure 3. Spectral features
in low reflectance regions such as at visible wavelengths
and after 1400 nm match the plant element scattering

0.5
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features directly. Features in the higher scattering region
of the near infrared become more exaggerated, due to
multiple scattering effects. Whilst the spectral features
of the simulation seem good, the magnitude of the 'full'
simulation (with seed heads) is only around 60% of the
measured spectrum.

Comparing Figures 3(b) and 3(c) suggests a possible
reason for this lack of correspondence: even though the
seed heads have a high reflectance assigned to them
(figure 3(b )), they appear 'darker' than the leaves in
figure 3(a), whereas figure 3(c) shows them to be
brighter than the leaves, at least at visible wavelengths.
The reason for this is the Lambertian shading of the
geometric objects used to represent the seed heads (a
cylinder capped by two spheres): a Lambertian cylinder
viewed with an illumination angle at 90° to the viewing
azimuth direction has a very low reflectance. In
addition, around 50% of the viewed cylinder will be in
cast shadow. For the simulations conducted here,
around 8% of the area directly viewed by the sensor is
'sunlit' seed heads, with a similar or greater amount
being shadowed seed head. A typical value for the
leaves is 20-30% sunlit leaf, 40-50% shadowed leaf.
The total projected proportions for the geometric model
therefore seem reasonable, and the seed head reflectance
is high, so the problem lies in the Lambertian
assumption for scattering from the seed head cylinder.
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This is further demonstrated in figure 6, which shows
the results of simulations using a canopy with no seed
heads and one for which the seed heads are totally
absorbing. The simulated reflectance for this latter case
is only marginally lower than the case for a very bright
seed head reflectance function, demonstrating the very
low scattering phase function value for a Lambertian
cylinder at this angular configuration.

DISCUSSION

We have shown that there can be a close relationship
between the descriptions of vegetation canopies used by
theoretical microwave and optical models, and seen
explicitly that a detailed architectural model for wheat
can easily be used to drive an optical reflectance model.
Whilst the structural information from the vegetation
model can be exploited, problems remain in the
determination of appropriate phase functions (for
example, for the cereal heads). In the microwave
context, both aspects require further work. On the one
hand it is important to improve the spatial description of
the vegetation, in particular to use a correct
representation of leaf curvature. Whilst such models
exist (Stiles and Sarabandi 2000), they need to be
validated in more general conditions (particularly under
different incident angles, polarisations and wavelengths)
and in view of the difficulty of gaining adequate air- and
spacebome datasets, such validation is likely to come
through lab-based experiments. In addition, the possible
overestimation of extinction properties of cylinders in
these canopies, especially where they are in the near­
field of one another and are oriented in similar
directions, requires further investigation.
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ABSTRACT

In this paper we suggest a remote sensing methodology
for herbaceous Areal Aboveground Biomass (AAB)
estimations in the heterogeneous Mediterranean system.
The methodology developed is based on a modification
of the water-cloud model to the conditions of mixed
environments including shrub, dwarf shrub and herb
formations. The use of the Green leaf biomass
Volumetric Density (GVD) as a canopy descriptor and
the use of soil and vegetation fractions from Landsat
TM data facilitated improvements in the application of
the water-cloud model to the study area and enabled
successful reproduction of the backscatter from the
Mediterranean vegetation formations and the derivation
of AAB values of herbaceous vegetation. The model
was applied to the entire image domain and the AAB
layers achieved prove capable of representing spatio­
temporal patterns of changing AAB. Based on these
results, the methodology provided in this paper lays a
basis for the derivation of important and more advanced
ecological and range management parameters, such as
primary production, carrying capacity and dominance in
the areal domain. The use of satellite images for
quantitative mapping of these parameters may
contribute significantly to our understanding of
Mediterranean to semi-arid ecosystems and could
provide an efficient tool for rangeland planners and
decision makers.

INTRODUCTION

AAB of herbaceous vegetation represents one of the
prime factors in determining functions of the ecosystem
in semi-arid and Mediterranean regions. It constitutes a
natural resource that influences substantially the
sustainability of rural and nomadic societies of the
desert fringe. Mapping of herbaceous vegetation AAB
in heterogeneous environments has attracted
considerable attention within the scientific community;
but neither remote sensing methodology nor field
techniques have succeeded in doing so fully. The aim of
this paper is to suggest a remote sensing methodology
for herbaceous AAB estimations in the heterogeneous
Mediterranean environment.

STUDY AREA

The study area is a semi-arid phyto-gcographical zone
along a rainfall gradient with annual average between
450 mm and 250 mm. located in the central of Israel
along the eastern coast of the Mediterranean basin. The
dominant rock formation is mostly chalk with patches of
Calcrete and the dominant soil is Brown Rcndzina
(Haploxerolls). Vegetation in this area varies from
shrublands and gariguc (dominated by Quercus
calliprinos and Phillyrea latifolia ), through dwarf
shrubs (dominated by Sarcopoterium spinosum) to open
areas with diverse grasslands vegetation (dominated by
Gramineae). The spatial patterns represent wide range
of transitional stages between areas of high
homogeneity of mainly tall shrubs and grasslands with
different composiuons of the three vegetation
formations. This diversity of patterns is a result of a
long history (since the late bronze, approximately 5500
years ago) of human activity. Land use in this area is
composed of agricultural crops in the wadi's and
rangelands with controlled grazing pressures. The study
area is characterized by wide range of "regeneration and
degradation patterns" of patches representing various
soil-vegetation relationships which will allow
generalization of the methods to wider areas of
transition between Mediterranean and arid regions.

METHODOLOGY

The methodology developed here is based on a
modification of the well-known water-cloud
backscattering model (Attema & Ulaby 1978) for its
adaptation to the heterogeneous conditions of semi-arid
and Mediterranean regions. A general form of the
water-cloud model is expressed in equation 1:

(1)
0

CT =
Acos 8(1-exp(-2BL/cos fl))+(C+ D*VSM)
exp(-2BL/cos 8)

where 8 represents radar radiation incidence angle;
VSM is the volumetric soil moisture: L is some kind of

Proc. r" lnternutionul Sr111posi11111.'Retrieval ofBio- and Geophvsical Pnnnnetcrsjront SAR Datutor Land Applications', Sheffield. UK.
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a canopy descriptor; and A, B, C and D are empirically
derived coefficients. Vegetation coefficients (A and B)
were determined using non-linear regression code and
the soil coefficients (C and D) were determined from
the generalised empirical VSM-backscatter model
presented in Shoshany et al. (2000). In order to utilise
the power units system, the coefficients of the VSM­
backscatter model were converted to power units using
a first order approximation (as described in Xu et al.
1996). The adaptation of the generic form of the water­
cloud model to our region is proposed through the use
of relative cover fraction and a disintegration of d'vcg

into the components that compose the vegetation layer:
shrubs; dwarf shrubs and herbs.
Equation 2 represents this approach in details:

(2)
a"=
A,f,cos 8(1-exp(-2B,GV05/cos 8)) +
~f<lcos 8(1-exp(-2BdGVDd/cos 8)) +
Ahfhcos 8(1-exp(-BhGVDh/cos 8)) +
fh(C+ Dm5)exp(-2BhGVDh/cos 8)

where different A's and B's are the empirical
coefficients of the vegetation formations; different f's
are the relative cover fractions that were derived from
the outcome of a phonological unmixing model based
on the use of multi-temporal Landsat TM data
(Shoshany and Svoray 2001 ). The canopy descriptor
chosen - GVD - plays an important role in this
application of the water-cloud model and it is further
discussed in the next paragraphs.
Evidence of the low penetration depth of C-band SAR
systems into forest canopies (Gabriel et al. 1999;
Dobson et al. 1992) and the dominance of green leaf
biomass in the upper part of woody Mediterranean
canopies (Sternberg and Shoshany 2000) leads to an
hypothesis that ERS-2 SAR backscatter of the woody
formations is highly determined by the green leaf
biomass, rather than the total AAB. Since this study is
aimed at the estimation of herbaceous AAB in areas
mixed with woody formations, another biophysical
property than the AAB is suggested to correlate with the
ERS-2 SAR backscatter. This biophysical property
should be related to the green and wet leaves rather than
the total biomass that includes the trunk, branches and
dry leaves, which may not be participate in the
backscatter of woody formations at C-band. In a
previous study (Svoray et al. 2001) an index is
suggested that represents the volumetric density of the
green leaves within the canopy.
To begin with the study assumes that an initial
approximation of the green leaf biomass density of the
upper part of the canopy could be defined by equation 3:

(3)

GVD= Gb
h

where Gb is the green leaf biomass and h is the mean
vegetation height. Such a formulation assumes that the
leaves are uniformly distributed over the canopy. In this
index, herbaceous vegetation, which consists primarily
of green leaf biomass, may form an upper layer of high
volumetric density despite its relatively low AAB. In
contrast, the aboveground and green leaf biomass of
trees are spread over much larger areas, and thereby
form an upper layer of relatively low volumetric leaf
density.
A similar correlation to that was found here between
GVD and the ERS-2 SAR backscatter has been drawn
by Prevot et al. (1993). This study proposed a canopy
water content descriptor in which the water content
within each cubic meter of the canopy was multiplied
by the canopy height, yielding the areal water content in
kg m". However, Prevot et al. docs not distinguish
between the canopy components, mainly since they
were studying agricultural crops. In the present study,
the volumetric density of the green leaves is suggested
as a common attribute that could determine the ERS-2
SAR backscatter from the different canopies.
An assessment of the relationship between GVD and
backscatter for the same ERS-2 SAR image regions
showed that GVD values of herbaceous vegetation
increased from low values in February to high values in
April, while their backscatter deceased between the two
dates. All three woody formations exhibited relatively
low GVD values with relatively high backscattering and
limited seasonal variation. The following linear
equation (4) describes the generalised relationship
between GVD of all vegetation formations and their
backscatter:

(4)

a0 = -7.607*GVD - 8.5827

A significant (p<0.001) coefficient of determination
(r2=0.85) was obtained for the relationships between
backscatter and GVD. A parallel assessment of the
relationship between LAI estimates derived from the
literature available of the different vegetation
formations and ERS-2 SAR backscattering for the
image regions previously employed, indicated almost no
correlation (r2 of 0.14 with p>0.05) between the two
data sets (Fig. 1).
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Fig. 1. Relationship between FRS-2 SAR backscatter and both GVD
and LAI of Mediterranean vegetation formations

A careful look at the curve of the LAI-backscatter
relationships proves also that an inversion exists
between the LAI-backscatter relationship on the lower
level of the range to that on the upper level of the range.
This inversion clearly does not exist in the case of
GVD. The main drawback of the GVD is the basic
assumption that the leaves are uniformly distributed
within the entire canopy volume. In order to avoid the
approximation suggested by equation 3, the GVD of the
upper part of the canopy was calculated, as a substitute
to the GVD of the entire canopy.
This would make the assumption of uniformity more
reliable. To determine the height of the upper part of the
canopy. the part that is most responsive to the ERS-2
SAR backscatter within the vegetation canopies of the
study area was determined based on the empirical study
by Sternberg and Shoshany (2000), who have detailed
the leaf distribution of several Mediterranean canopies
in the current study area. This study was based on real
measurements of the leaf biomass and water content of
the vegetation formations, along branch segments of 20
centimeters from trunk to canopy surface. The results
show that the first segment - from canopy surface to
trunk (the upper 20 centimeters) provides a
particularly high foliage/wood biomass ratio. This
implies that only in the first segment is the biomass of
leaves considerably higher than the woody parts. It can
be concluded here that this part of the canopy has the
highest density of leaves and may prevent penetration
(in C-band) of lower layers. Consequently. this layer
may be considered most responsive to ERS-2 SAR
backscatter.
Considering the results of Sternberg and Shoshanys
study, a calculation of the GVD along the top 20
centimeters of the canopy is proposed here, thereby
avoiding the perhaps groundless assumption of
uniformly distributed leaves. This process may
strengthen the relationship between ERS-2 SAR
backscatter and green leaf volumetric density and
provide a better representation of the total backscatter
within the modified water cloud model. Thus, GVD
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values of the woody formations are averaged from the
study of Sternberg and Shoshany (2000) (which was
applied to representative woody formations of the study
area), thus assuring appropriate values. The GVD of
herbaceous vegetation was calculated for the entire
canopy as its structure enables total penetration. Actual
results were derived from field measurements.
Fig. 2 shows that the use of GVD from the top 20
centimeters only docs not improve substantially the
relationship between the GVD and the ERS-2 SAR
backscatter. The coefficient of determination r'
improved only sli~htly, from 0.85 to 0.86. Despite the
small change in r it is believed that this result better
represents the physical rational of the relationship.
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Fig. 2. The relationship between the FRS-2 SAR backscatter and
GVD - calculated from part or the canopy (in the case or woody
formations) and from the entire canopy (in the case of herbaceous
formations).

The application of the models provided here to the
entire image domain was utilized through the use of
three ERS-2 SAR images that were radiomctrically
calibrated based on the Laur ct al. 1997 method
(equation 5):

(5)

where N is the number of pixels within an area of
interest; DN is the ERS-2 SAR image digital number
and the average in the square parenthesis is calculated
following the application of a 3x3 pixel window mean
filter to reduce speckle effects: C accounts for updating
the gain due to the elevation antenna pattern
implemented in ERS SAR PR! data processing and 8,.
and 8"1 arc the local and reference incidence angle
respectively. The local incidences angle was calculated
based on topographic consideration (Shoshany and
Svoray this issue). For allowing mutual assessment of
relationships between biomass estimated in the plots
and the ERS-2 SAR backscatter from corresponding
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image pixels the three images were corrected
geometrically with reference to topographic maps
( 1:50,000) and to DGPS readings taken during the field
campaign.

RESULT AND DISCUSSION

The results achieved here show that the water-cloud
model could successfully reproduce the backscatter
from the Mediterranean vegetation formations (Fig. 3)
and can be transformed to derive AAB values of
herbaceous vegetation in mixed plots (Fig. 4).
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Fig. 3: Measured against reproduced backscatter in the
study area.
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Fig. 4: Scatter plot of the relationship between measured and
predicted AAB values from the modified mixed model

The developments required to achieve this were: (i) the
inclusion of the vegetation fractions as a
parameterisation for the surface heterogeneity (for the
breakdown of the vegetation contribution o0vcg into the
different contributors: o0shruh; o0D.shruh; o011crh); and (ii) the
replacement of AAB with GVD as a canopy descriptor.
Satisfactory results were found in testing as well as
applying the model. However, it is important to note
that the derivation of AAB from GVD requires the
approximation of height data for the herbaceous
canopies. This approximation could be further studied
using data of larger wavelength, which will enlarge the
penetration depth and thus may improve the estimations.

In the SAR configuration of the ERS-2 SAR (C,, and
23° mean incidence angle), the vegetation canopy
attenuates the radar backscatter of the under-surface
soil. As a result, transformation of the direct relationship
between SAR backscatter and AAB is possible but
insufficient for the retrieval of AAB from the SAR
backscatter. Consequently, the water-cloud model could
fulfil this requirement. An examination of the AAB
retrievals in comparison with field measurements of
AAB revealed a high coefficient of determination in
plots dominated by herbaceous vegetation (R2=0.82)

and in plots of mixed vegetation formations (R2=0.8).
The use of the new methodology developed here may
allow the application of the water-cloud model to
Mediterranean and semi-arid regions, where the soil
effect is not only from beneath the vegetation layer but
also between vegetation patches. This methodology may
also improve attempts to apply the model to agricultural
crops at the early stage of growth, when a large part of
the soil is still exposed, or to non-irrigated agricultural
crops in water-stressed areas.
Application of the water-cloud model to the entire
image domain (Fig. 5) was attempted on the three dates
and the results achieved captured a number of natural
phenomena, such as: (i) an increase in AAB from mid­
winter (February) to spring (April); (ii) large amounts of
herbaceous vegetation AAB in heights versus relatively
small amounts in mixed slopes; (iii) a dramatic decrease
in herbaceous vegetation AAB toward the southern
region of the study area, especially toward Lehavim.
These results may indicate the reliability of the model in
the study area. Nevertheless, a number of restrictions
were observed in the calculated images. The most
questionable observation is the relatively high AAB
values from May. Despite the fact that most of the
image shows lower values of AAB in the natural
vegetation zone, high values of AAB were still found in
the wheat fields toward the south. Some of these fields
were not yet harvested, but still the results appear
relatively high considering the expected dryness of the
region. Another questionable observation is the
considerably low values of herbaceous vegetation AAB
in the northern mixed areas. These errors arc an opening
to further studies that could improve the application of
the water-cloud model to the conditions of the study
area.
The methodology developed here could provide spatial
AAB information for the assessment of the dynamics
and status of the climatic gradient of central Israel.
Moreover, by recalculating canopy constants the
methodology could also assist in providing herbage
AAB information in other hilly (but not mountainous)
Mediterranean regions. The AAB information provided
in this research could also be the basis for spatial data
such as primary production, carrying capacity range
conditions and dominance, which that arc needed by
range managers. The AAB layer provided here could
also constitute the basis for GIS modeling of fire
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Fig. 5: AAB maps of herbaceous vegetation in the study area. Calculated by the transformed
water cloud model for February (a), April (b) and May (c) 1997 ERS-2 SAR images. Shades of blue
represent higher levels of AAB and shades of red refer to lower values.
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hazards, to replace the existing, less informative NDVI
layers.
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Abstract: In the framework of European Agricultural
Guidance and Guarantee Fund (EAGGF) each EU
member have to yearly control a proportion of the
subsidized surface. Since 1995, the use of optical
remote sensing for this control increases and becomes
one of the major civilian operational applications of
remote sensing. In Belgium the Cellule de Techniques
Speciales belonging to the Ministry of Agriculture run
an automatic system based on the classification of
minimum three high resolution images acquired during
the growing season. The time constraint of this
operation is very severe as this 39 crop discrimination
must guide the in-situ observation of the cultivated
fields. This SAR study focuses on two specific and
critical issues related to this application :
• Can SAR images substitute the summer optical

image which is the main current time constraint for
the information delivery?

• Can SAR images increase the current accuracy
obtained from the optical images?

Keywords: crop discrimination,
classification, SAR-optical combination,
efficiency, waterfall strategy.

parcel-based
classification

1. FRAMEWORK
With the acceptance of the so-called Plan Mac Sharry at
the end of 1992, the European Union established a new
Common Agricultural Policy (CAP). Since that time,
European farmers can receive an area-based support for
a number of crops: cereals, oil-seeds, proteaginous,
grassland and fodder crops. This direct financial support
intends to compensate the farmers' incomes reduction
due to the important decline of the minimum guaranteed
prices for these agricultural products.

To apply for financial support the farmers have to
submit a dossier to the Ministry of Agriculture at the
beginning of each year. This dossier includes a detailed
plan showing the exact position and delineation of all
the cultivated parcels based on 1/10,000 ortho-photos,
For each parcel the dossier must mention the exact
surface and the crop type.

As the CAP-support is area-based and variable
according to the crop, a parcel declaration must be
controlled at two different levels: first, the area can be

biased due to errors in the delineation of the boundaries,
and second the declared crop type might be wrong. In
Belgium, CAP-support was asked for about 600,000
parcels. The EU prescribes a minimum sampling rate of
5%, i.e. 30,000 parcels in Belgium. In practice two
strategies are followed: the random sampling and the
image-based sampling. The first approach is applied
throughout the country but it has a low efficiency. The
image-based approach (Figure I) needs at least three
high resolution remote sensing data acquired either by
the SPOT, Landsat or IRS-C satellites in March, June
and July to detect the most suspicious parcels to be
inspected on the field. As remote sensing serves as a
filter to separate the correct and the suspicious
declarations, the efficiency of the control is much higher
than in the case of random sampling. This image-based
sampling strategy is applied on three 'control zones',
whose position is shifted from year to year.

Farmers declarations
April

Declared crop type Fields boundaries

July

Accepted
declaration August

Erroneous
declaration

Figure I: Belgian area-based subsidies control by remote sensing.

A supervised parcel-based classification using the
maximum likelihood algorithm is applied to detect the
erroneous declaration. In this system, the field
boundaries and the corresponding crop type, provided
by the farmers declarations, are used to define the
training area.

The multispectral images acquired during the growing
season allow to identify most of the crop types before

Proc. 3"1 International Symposium, 'Retrieval of Bio- and Geophysical Parameters from SAR DataJin· Land Applications', Sheffield, UK,
11-14 September 2001 (ESA SP-475, January 2002)



88

their respective harvest with a relatively poor accuracy
(cf. point 6.1 ). Moreover the time constraint of this
operation is very severe as this identification must guide
the in-situ observation of the standing crops. In the
Northern part of Europe these three required images
were not always acquired in time. The SAR images are
systematically acquired as a backup solution. However,
previous experiments have documented the limits of a
SAR approach for the crop discrimination due to the
spatial resolution [3], the C-band limitations [6], [ l ],
[7], [10], [5], the single co-polarisation availability [6],
[ l ], [7], and the data classification method [2], [11].
Synergism between SAR and optical sensors [4], [9], [8]
and the SAR field-based classification [12], [8] were
also studied.

2.0VERALLAPPROACH
This study focuses on two specific and critical issues
related to this operational application :
• Can SAR images substitute the summer optical

image which is the main current bottleneck for the
information delivery ?

• Can SAR images increase the accuracy obtained
from the optical images ?

3. DATA SET
The study area is located in the centre of the Belgium in
the overlapping zone of all the SAR images (Figure 2).
The data set includes 15 ERS-PRI, 3 RADARSAT-SGF
and 3 optical images recorded during the 2000 growing
season (Table I). The declaration of crop affectation
and the 6500 associated field boundaries were provided
by the ministry. They correspond to 39 different crop
types. Among these parcels, 900 were validated by field
visits. Additional information consist in rainfall
distribution and soil moisture measurements.

4. IMAGES PRE-PROCESSING
A digital elevation model was used to proceed to both,
the geocoding and the radiometric correction of SAR
images (according the method described by Ulander
[13]). The per-field mean reflectance/backscattering
coefficient is extracted from optical/SAR images. The
border pixels are excluded using a 15-m buffer zone.
These values averaged per field were used for all of the
parcel-based classifications.

5. METHODOLOGY
Field boundaries and hourly meteorological data are
used as a-priori knowledge for the different parcel­
based classification schemes. The spectral signature of
the 39 crops is defined using the 6500 parcels coming
from the farmers declarations. Based on these signatures
set each parcel is classified according to the maximum

likelihood algorithm. The confusion matrix and the
accuracy are assessed based on the subset of 900
ground-controlled parcels as the declared crop type does
not always match the cultivated crop type. From a
control point of view the main concern actually is the
confusion between crops belonging to different subsidy
levels. Therefore crops with the same subsidy level are
clustered into groups which provide an aggregated
version of the confusion matrices. Furthermore, two
new concepts related to the control efficiency are also
introduced to address the main objective of the whole
system. Finally a detailed comparison between the
current Belgian operational control system and the
alternative SAR-optical system is carried out.

Figure 2: Radarsat, ERS and study area localization.

Dates Imaze tvne ERS-Track
4-2-2000 ERS-PRI 151
10-3-2000 ERS-PRI 151
21-3-2000 SPOT-XS
28-3-2000 RADARSAT-SGF
29-3-2000 ERS-PRI 423
8-4-2000 ERS-PRl 072
14-4-2000 ERS-PRI 151
27-4-2000 ERS-PRI 344
3-5-2000 ERS-PRI 423
15-5-2000 RADARSAT-SGF
19-5-2000 ERS-PRI 151
7-6-2000 ERS-PRI 423
8-6-2000 RADARSAT-SGF
8-6-2000 SPOT-XS
17-6-2000 ERS-PRI 072
23-6-2000 ERS-PRI 151
6-7-2000 ERS-PRI 344
12-7-2000 ERS-PRI 423
28-7-2000 ERS-PRI 151
1-8-2000 LANDSAT-ETM
16-8-2000 ERS-PRI 423

Table I: SAR and optical images acquired in 2000.

6. CLASSIFICATIONS RESULT
Results presented in the first sections are expressed in
term of overall accuracy referred below as OA. This
values corresponds to the proportion of parcels for
which the 'real' crop type match the 'detected' crop
type. In the section 6.4, the classifications performances



are expressed by the control efficiency referred later as
Eff.

6.1. Optical images
When the three required optical images are available in
due course, the overall classification accuracy reaches
75% (Table 2). The March image alone provides little
information for crop discrimination (OA: 22%). On the
contrary, June and August images have a good
discrimination potential (OA: 58 and 64% respectively)
and when one of these is missing, the accuracy sharply
decreases. So, when the March and June images are
taken into account, the accuracy only reaches 57%.

2113 816 1/8 OA
x 22°;.,

x 58%
x 64%

x x 57%
x x 67%

x x 71%
x x x 75%

Table 2: Overall accuracy for the crop
discrimination obtained by classification
of various combinations of optical images.

More specifically, when the last image is missing, most
of the errors are due to the maize and fallow groups
(Table 3).

predicted O.err

Ma Ce 01 Pr Gr Fo Fa Ns
('Xi)

Ma 324 I 6 4 3
Ce I 271 4 2 4 4
01 8 I II

-; Pr 3 100.::
" Gr 3 4 73 8 5 22
"' Fo I 6 5 I IO 78

Fa 22 4 2 17 I 57 25 55
Ns I I I 20 13

C.err (%) 8 4 20 28 17 25 71 85%

predicted O.crr
Ma Cc 01 Pr Gr Fo Fa Ns (%)

Ma 226 8 I 100 33
Cc 2 252 I I 15 3 8 II
01 I 7 I 22

-; Pr I I I 67.::
" Gr 4 12 70 4 3 25
"' Fo 6 2 5 IO 100

Fa 44 13 4 16 I 14 36 89
Ns I 2 20 13

C.err (%) 20 II 42 50 39 100 39 89 66%
Table 3: Confusion matrices at the group level for the
classification of the 3 optical images (top table) and for the March
and June optical images classification. The 39 crop types arc
aggregated by subsidy group: Ma = maize, Cc = cereals, OI =
oleaginous, Pr =protcaginous, Gr= grassland, Fo = fodder, Fa =
fallow and Ns = non subsidized. The OA arc given in the lower
right cell of the tables. C. err. and 0. err. arc respectively the
commission and omission errors.

6.2. SAR images
The choice of the a priori best SAR images for crop
discrimination were based on ERS and Radarsat
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temporal profile averaged for the whole study area and
the histogram distributions for the main crop types. ERS
images acquired early in the year do not provide a good
discrimination potential (Figure 3). They were not
selected for the classification tests.

Crop calendar v... """"' - ...,. ""' "" ,.,.. ,..,. on

Winter Wheat .-:;
Winter Barley < · *'
Winter Rape Seed
Fodder Meize
Sugar Beet ~ ; ; >
Early Potato
Mid-Late Pot etc
Late Potato
Potato BmlJe
Perman ent MeadoO

--t- perm.grass
w.whea\
maize
s.beet

-w.barley
-e-jictato
-~-mix.fallow
-fallow

tmp.qrass
chicory-14

Figure 3: Relationship between the crop calendars and the ERS
temporal profile of the main crops.

Classification tests were carried out using various SAR
channels combination. The results (Table 4) show that
bigger is the number of SAR images, higher the overal
accuracy. Moreover, ERS and Radarsat provide the
same results. However, the accuracy of 75% obtained
using 3 optical images is never reached by ERS nor
Radarsat images taken alone. So, SAR images can not
replace the optical observations.

#E #R OA
2 37%
3 40%
5 49%
7 55%
9 61%
12 65%

2 35%
3 40%

Table 4: Overall accuracy for the crop discrimination obtained
by classification of various combination of SAR images. #E and
#R arc respectively the number of ERS or Radarsat images
considered for the tests.

6.3. SAR-optical combination
SAR images contribution improves the classification
results obtained for the 2 first optical images (Table 5).

21/3 8/6 118 #E #R OA
x x 3 62%
x x 4 63%
x x 5 66%
x x 10 72%
x x 2 63%
x x 3 66%
x x 3 2 66%
x x 4 2 66%
x x 5 I 68%
x x x 3 72%
x x x 3 77%
x x x 5 80%

Table 5: Overall accuracy obtained by classification of various
combination of SAR images with 2 or 3 optical images.
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This is the case both for ERS and Radarsat. The
accuracy acquired using the 3 optical images is never
reached by any combination of SAR dataand the 2 first
SPOT images. On the other hand, the 3 optical images
accuracy can be slightly improved when sufficient SAR
data are available.

6.4. Efficiency maximisation
All the tests presented here above dealt with the
classification overall accuracy. However the objective
of the control system is only to detect at the best the
erroneous declarations.

For a given parcel, the declaration can be correct or not,
i.e. the declared crop does not correspond the cultivated
crop. From a remote sensing point of view, a parcel can
be accepted (declared crop matches the remotely sensed
crop) or suspected (declared crop is different than the
remotely sensed crop). These two points of view lead to
the definition of the 4 possible cases (A to D).

Remote sensing
Declaration Accepted Suspected
Correct A I B
Wrong c I D

As the remote sensing aims to identify the parcels to be
visited for ground control, the efficiency (Efj) of the
field control can be expressed as the proportion of
wrong declarations (D) in the set suspected by remote
sensing (B+D). While the efficiency has to be
maximised, the proportion of suspected parcels (D),
with regard to the total number of wrong declarations
(C+D), must simultaneously remain as high as possible.
This will be expressed by the proportion of erroneous
detected declarations (Edd). These concepts are defined
by the following equations:

D
EJJ= B+D Edd=___!}_

C+D

The Figure 4 presents the classification tests results in a
scatterogram based on the Efficiency and the proportion
of Erroneous detected declaration. Optical
classifications reach an efficiency of 17% with 3
images. When either June or August optical images is
missing, 2% of efficiency are lost. When the August
optical images is missing, the efficiency dramatically
drops till 12%.

Among the 900 validated parcels 56 parcels have been
erroneously declared in reality. So, a random selection
of parcels to control by field visit would have an
efficiency of 6%. By comparison the classification of a
single March optical image hardly supports the control
as the efficiency reaches only 7%. Using SAR images
without any optical observation, the efficiency reaches
13% at the best. However, 2 optical images are always
more efficient when they are combined with SAR. Such
a combination can almost reach the same efficiency than
3 optical images without SAR. In the same way, 3
optical images are more efficient by combination with

SAR. Up to 19% efficiency is obtained using 3 optical
and 3 Radarsat or 5 ERS images.

A general remark for all sensor types is that higher is
the number of images, better the efficiency.

6.5. Classification improvements

Large field selection
For all the completed tests, the full set of the 6500
available parcels were used as training area and all of
them were classified.

Because of the speckle noise in the SAR images, the
smaller fields have highly variable mean backscattering
coefficients. For any given crop type, the small fields
introduce more variability in the spectral signature.

Better spectral signature definition was expected using
only the a priori most representative parcel means. In
order to improve the classification accuracy, the spectral
signatures were defined for each crop type using only
the 75% of the larger fields. The 6500 parcels were then
classified according to these new spectral signatures
and the 900 validated parcels serve for the overall
accuracy assessment at the crop level (Table 6).

#0 #E #R OA (all fields) OA (largest fields)
5 47% 48%
12 65% 65%

2 3 2 66% 65%
Table 6: Comparison of the classification using spectral signatures
based on all the 6500 declared parcel (all fields) and the
classification using spectral signatures computed with 75% of the
fields (larger fields only).

Curiously no improvement is observed by discarding
25% of the smaller fields for the signature computation.
The Figure 5 shows that the selection does not improve
much the spectral signatures. Indeed, the means remain
at the same level and the variance is not strongly
reduced. On the other hand, a more drastic selection
(when only the largest 25% of the fields still remain)
improves the spectral signatures. However, by selecting
only the quarter of the largest parcels, the number of
remaining fields becomes often too small to define
spectral signatures for all of the 39 crop types.

Waterfall strategy
The overall approach assumes an unique temporal and
spectral signature for a given crop. However, this is not
necessarily relevant when, for a given crop, the seedling
occurs at two different periods of the season. In order to
bypass this problem, a waterfall strategy is proposed
(Figure 6). This strategy relies to a first classification of
all the fields and then to a second round of classification
of only the suspected field. This second step is based on
the spectral signature defined using only the fields
remaining after the first step. At the end, the accepted
parcels are those accepted at both tum. Of course the
number of suspected parcels decreases with the second



round. This approach clearly take into account the inter
parcel heterogeneity for each crop.

100 ~
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Figure 4: Efficiencies (Eff) and proportions of erroneous detected
declarations (Edd) for all the classification tests. Each test is
located in the Eff/Edd graph by the number of images used for.
The black values correspond to the optical test (using 1 to 3
images). The blue values are tests using only SAR images. Red
color is used to report tests using the 2 first optical images and
various number of SAR images. The surrounded red values
correspond to tests using 3 optical images with 3 or 5 SAR images.
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Figure 5: Spectral signature improvement by selection of the
largest fields. In the top graph 75% of the parcels are selected and
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only 25% in the lower one. The beginning of the lines indicates the
mean/variance computed for the 39 crop types using all fields
mean values extracted from the 19'h of May ERS image. The end
of the lines (where the crop id is indicated) corresponds to the
mean/variance values computed using the selection of the largest
fields.

Farmers declarpt!ons

I I
Declared crop type Fields boundaries

SAR&
Optical
images

Suspicious
parcel?

Accepted
dec/arstlon

Erroneous
declarstlon

Figure 6: Waterfall strategy for the Belgian control.

The effectiveness of the waterfall scheme is determined
by its capacity to accept, at the second round, only the
fields wrongly suspected during the first step. This
could be controlled by the observation of the efficiency
and the proportion of erroneous detected declarations
after the first and after the second step (Figure 7).

90

Edd
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~~~~~~~~--1
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Figure 7: Results of the waterfall tests: efficiencies and
proportions of erroneous detected declarations (Edd) after the
first step (same legend than the Figure 4) and after the second step
(indicated by the arrow).

Classifications dealing with 2 or 3 optical images are
improved by the waterfall strategy: the efficiency
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increase (till 24% with 3 images) and the proportion of
erroneous declaration detected remain relatively high.

The waterfall scheme applied to the SAR classifications
gives better efficiency than the one-step approach but
the proportion of erroneous detected declarations
sharply decreases.

Better results (in efficiency and proportion of erroneous
detected declarations) are also obtained for the SAR­
optical combination after a second classification step.

7. CONCLUSIONS: WHAT ROLE FOR SAR
SENSORS?

The currently available SAR data will never replace the
optical images in the crop control system. However, a
set of SAR images can partly substituted the last optical
image and still provide a overall accuracy as high as
68% for 39 crops. In such a case the SAR contribution
increase the overall accuracy of 11% and allow to
reduce the information delivery time by one month. The
SAR contribution has been found also quite positive
when the 3 expected optical images are available.
Indeed the SAR input still slightly increases the
classification overall accuracy from 75% to 80%. More
significantly the efficiency of the control system is
improved by the SAR complementarity which
contributes as much as the 3rdoptical image.

While these results seem to clearly recommend the use
of SAR in the current operational control system, no
result allows to recommend specifically ERS or
Radarsat for this application. On the other hand, the
waterfall strategy was found as a very interesting
concept to increase the efficiency of the field check.
This is most efficient in the case of the full optical data
set where the field visit efficiency may improved by
30%. These results are related to the operational Belgian
system run since 1995but will be probably also relevant
to many other systems in EU due to their expected
evolution.
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ABSTRACT

This paper reports on a quantitative investigation
which has been carried out, aimed at evaluating the
performances of a neural network based crop classi­
fication technique. Backscattering coefficients mea­
sured in different SAR configurations (multipolariza­
tion/multitemporal) have been used as inputs of the
algorithm. For this purpose, AirSAR and ERS data
collected at the Flevoland site have been extracted
from the ERA-ORA distributed library.

1. INTRODUCTION

The potential of SAR in classifying among differ­
ent agricultural crop species has been demonstrated
in several studies (Ulaby et al., 1986; Bouman and
Hoekman, 1993; Ferrazzoli et al., 1999; Saich and
Borgeaud, 2000). The performance of a classifica­
tion exercise depends on the sensitivity of the mea­
sured backscattering coefficient to the differences in
the bio-morphological structures of different species,
which cause different interaction behaviour between
the incident electromagnetic waves and the vegeta­
tion structures. It has been experienced that obser­
vations by SAR systems in a single configuration,
which means one image taken at a certain time at
one fixed frequency, polarization and incidence an­
gle, are often inadequate to classify with the required
accuracy, mainly when similar crops have to be sepa­
rated. In those cases, the potential of a classification
algorithm may be improved by operating in multifre­
quency and/or multipolarization and/or multiangle
configuration. Additional benefits may be achieved
by repeated overpasses (multitemporal techniques).

This paper reports on a quantitative investigation
which has been carried out, aimed at evaluating the

performances of a neural network based crop classi­
fication technique for different SAR configurations.
A wide data set, consisting of AirSAR signatures
collected at the Flevoland site in 1991 and of ERS
backscattering coefficients collected at the same site
through years 1993-95, has been used. The consid­
ered data set has been assembled within the ERA­
ORA (European RAdar-Optical Research Assem­
blage) project, a concerted action supported by the
European Commission within the RTD Programme
on Environment and Climate (Fourth Framework
Programme) in the field of space techniques applied
to environmental monitoring and research. The es­
sential objective of the Concerted Action is to im­
prove the radar data analysis and utilization tools
developed by European researchers for Earth obser­
vation from space.

AirSAR signatures span 3 frequencies, are fully po­
larimetric and partially multitemporal, since the site
was overflown 4 times in summertime. Several com­
binations of SAR parameters have been considered,
starting from a simple single configuration system,
at C band, vv polarization, one date, through grad­
ually increasing complexities, adding polarizations
and number of overpasses, up to a C band system
with hh, vv, hv polarizations, and multitemporal
data. The percentage of misclassified fields, which
in the first case is more than 40%, drops to very
low values in the last cases (less than 4%), although
only C band and linear polarizations (without phase
information) have been considered. This is indeed
a promising result in view of future exploitation of
Envisat ASAR.

ERS data are single frequency and single polarization
but are collected during the whole year. In this case
the multitemporal character of the data has been
fully exploited in the algorithm.

Proc. 3"1 International Symposium, 'Retrieval <if Bio- and Geophysical Parameters from SAR Data for Land Applications". Sheffield. UK.
11-14 September 2001 (ESA SP-475. January 2002)
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Table 1. Data set characteristics.

AirSAR ERS (95 vs. 95) ERS (93, 94 vs. 95)
type training test training test training test
barley 10 4 5 3 18 8
corn 2 2 8 4 0 0
grass 11 8 21 9 68 30
potato 28 25 15 15 109 30
rape 4 3 1 1 0 0
s.beet 23 19 18 12 95 30
wheat 33 18 19 11 123 30
total 111 79 87 55 413 128

2. NEURAL NETWORK CLASSIFICATION
ALGORITHM

The classification algorithm consists in a neural net­
work with feedforward configuration. The neural
network simulator (SNNS) developed at the Univer­
sity of Stuttgart (Germany) (Zell et al., 1995) has
provided the basic software for the algorithm im­
plementation. The net consists of a multilayer per­
ceptron with two hidden layers. A typical architec­
ture of the used nets is reported in Fig. 1. Train­
ing has been pursued by a scaled conjugate gradient
(SCG) algorithm. This is a member of the class of
conjugate gradient methods, general purpose second
order techniques that help to minimize goal func­
tions of several variables. Second order indicates that
such methods use the second derivatives of the error
function, while a first-order technique, like standard
backpropagation, only uses the first derivatives. By
using the SCG method the nets have generally been
trained after a few hundreds of epochs, that is, the
training phase was very short time consuming. For
the purpose of classification, in the training phase
the component of the output vector corresponding
to the true class has been set to 1 while the others
to 0. In the test phase a winner-and-take approach
has been considered.

3. RESULTS

3.1. AirSAR data

The Flevoland '91 AirSAR signatures have been used
to carry out a classification exercise intended to as­
sess the improvement of accuracy brought in by pro­
gressively richer (in terms of polarizations and mea­
surement dates) sets of data.

A training set of backscattering coefficients has been
generated, by selecting the C-band 50° data relative
to a number of fields, listed in column 2 of Table 1,
of the crops listed in column 1, within the total num­
ber of fields imaged on the Flevoland '91 site. Mul­
tipolarization and/or multitemporal C-band 0"0's of
the fields have trained the NN algorithm. Then, the

Figure 1. Neural network [eedforuicrd topology.

trained network has been used to classify the fields of
the test set, which included the remaining Flevoland
'91 fields (column 3 of Table 1). The work has been
repeated several times using different subsets of the
available data. First of all, a very simple data set
has been taken, i.e., O"o for C-band, vv polarization,
one single flight. The data set complexity has grad­
ually been increased, up to the most complete case,
relative to C-band, hh, vv and hv polarizations, 4
flights (15 June, 3, 12, 28 July 1991). Poor classifi­
cation performance has been obtained for the single
polarization single flight case (overall accuracy (OA)
= 55.7 %), while it improves when data acquired
during all the four available flights in the same vv
polarization are used (OA = 83.5 %). Still better
performance is obtained when exploiting the other
mentioned polarizations, achieving OA = 96.2 % in
the most complete case. Table 2 reports the complete
confusion matrix for the hh-vv-hv combination, one
flight, while in Table 3 the same polarization combi­
nation, but for all the four dates, is considered. It
is noticeable to observe that a quite high OA have



been achieved in the last case, although only C-band
and linear polarizations (without phase information)
have been considered.

Tables 4 to 6 report the resulting confusion matrices
for the hh-hv combination for increasing number of
acquisition dates (1 to 3). Comparable results have
been obtained for the vv-hv configuration. It can
be observed that the addition of the crosspolar po­
larization produces an improvement of the OA even
in the case of data acquired during one single flight
(from 55.7 % to 88.6 %), but particularly when mul­
titemporal data are used. This is a promising re­
sult in view of the future exploitation of the Envisat
ASAR data, although before generalizing the results
obtained in this exercise, the effects of the different
incidence angles should be assessed. Note, however,
that 50° is close to the maximum ASAR incidence
angle.

3.2. ERS data

Fig. 2 compares multitemporal ERS trends collected
over many different fields and in different sites and
years. Three different codes are associated with dif­
ferent crop types. During vegetation development,
i.e. from Day of Year ~150 to Day of Year ~200,
a0 's of wheat fields are clearly lower than a0 's of
potato and sugarbeet fields. In the other periods
of the year, when soil scattering dominates, a0 vari­
ations are mainly due to soil conditions (moisture
effects, essentially). As a consequence of this, small
differences are observed among samples belonging to
the same site and year, while site-to-site or year-to­
year variations may be large. Fig. 2 indicates that
a single-frequency, single-polarization radar, such as
ERS SAR, may be useful for classification, provided
multitemporal data are used, and that the most suit­
able data for this task are those acquired during the
vegetation development period.

Therefore, a classification exercise has been per­
formed, using ERS data collected over the Flevoland
test site. At first all the available data collected dur­
ing year 1995, which include acquisitions in 27 days
from Day of Year 10 to 355, have been used. A
training set of backscattering coefficients has been
generated, with data relative to a number of fields
of the same crops of the AirSAR case. Then, the
trained network has been used to classify the re­
maining fields, which formed the test set (columns
4 and 5 of Table 1). The resulting confusion matrix
is reported in Table 7, which shows a very good clas­
sification performance with only one field misclassi­
fied. Based on the considerations made commenting
Fig. 2, the classification exercise has then been re­
peated selecting data acquired only on seven days
during the vegetation development period. Results
are reported in Table 8, not showing a substantial
difference with the previous case, and therefore con­
firming what previously stated.

An inter-year classification exercise has then been
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performed, training a neural network algorithm us­
ing data acquired in years 1993 and 1994, and testing
it on 1995 data. Data of the first two years didn't
include all the crop types present in 1995, therefore
results obtained in this case, and reported in Ta­
ble 9, are not directly comparable with the others.
Nevertheless, they can give some useful information.
Dates of acquisition were not the same from year
to year, therefore the dates of one year included in
the datasets have been selected to be no more than
one week apart from those of the other two years.
The 1995 overpasse dates were the same seven days
of the previous case. Despite, as expected, the OA
is lower, the obtained results are encouraging, and
substantial improvements might be envisaged when
using the future Envisat ASAR data, with the addi­
tion of the crosspolar channel.
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Table 2. Confusion matrix describing the neural algorithm crop classification performance. Algorithm input
characteristics: 3 polarizations (hh-vv-hv), 1 date, AirSAR measurements (Flevoland 1991).

classified true class
as barley corn grass potato rape s.beet wheat

barley 3 0 3 0 0 0 0
corn 0 2 0 0 1 0 0
grass 1 0 5 0 0 0 0
potato 0 0 0 25 0 0 2
rape 0 0 0 0 2 0 0
s.beet 0 0 0 0 0 19 0
wheat 0 0 0 0 0 0 16

total number of samples
correctly classified
overall accuracy

79
72
91.1%

Table 3. Confusion matrix describing the neural algorithm crop classification performance. Algorithm input
characteristics: 3 polarizations (hh-vv-hv), 4 dates, AirSAR measurements (Flevoland 1991).

classified true class
as barley corn grass potato rape s.beet wheat

barley 4 0 0 0 0 0 0
corn 0 2 0 0 0 0 0
grass 0 0 7 0 0 0 0
potato 0 0 1 25 0 0 1
rape 0 0 0 0 3 0 0
s.beet 0 0 0 0 0 19 1
wheat 0 0 0 0 0 0 16

total number of samples
correctly classified
overall accuracy

79
76
96.2%

Table 4. Confusion matrix describing the neural algorithm crop classification performance. Algorithm input
characteristics: 2 polarizations (hh-hv), 1 date, AirSAR measurements (Flevoland 1991).

classified true class
as barley corn grass potato rape s.beet wheat

barley 3 0 2 0 0 0 0
corn 0 1 0 0 0 2 0
grass 0 0 6 0 0 0 3
potato 1 0 0 25 0 0 0
rape 0 0 0 0 3 0 0
s.beet 0 1 0 0 0 17 0
wheat 0 0 0 0 0 0 15

total number of samples
correctly classified
overall accuracy

79
70
88.6 %
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Table 5. Confusion matrix describing the neural algorithm crop classification performance. Algorithm input
characteristics: 2 polarizations (hh-hv), 2 dates, AirSAR measurements (Flevoland 1991).

classified true class
as barley corn grass potato rape s.beet wheat

barley 3 0 1 0 0 () 1
corn 0 1 () () () () ()

grass 0 0 6 0 0 () 1
potato () () 1 25 0 () 0
rape 0 0 () 0 3 () ()

s.beet () 0 () 0 0 18 0
wheat 1 1 () 0 () 1 16

total number of samples
correctly classified
overall accuracy

79
72
91.1 %

Table 6. Confusion matrix describing the neural algorithm crop classification performance. Algorithm input
characteristics: 3 polarizations (hh-hv ), S dates, A irSA R measurements (Flcuoland 1991).

classified true class
as barley corn grass potato rape s.bect wheat

barley 3 0 1 0 () () 0
corn () 2 () () () () 0
grass () () 7 () () 1 0
potato 1 () () 25 () () 2
rape () 0 () 0 3 () 0
s.beet () 0 () () () 18 ()

wheat () () () () () () 16

total number of samples
correctly classified
overall accuracy

79
74
93.7 %

,........, -5 1 Wheatco Sugarbeetl:J.____.
Potato0

I -10co
E
O>
(/) -15

50 100 150 200 250 300 350
Day of Year

Figure 2. Different behaviours of CJ0 's of different crops as resulting from ERS measurements taken over different
sites and years.
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Table 7. Confusion matrix describing the neural algorithm crop classification performance. Algorithm input
characteristics: 1 polarization {vv), 27 dates, ERS measurements {Flevoland 1995).

classified true class
as barley corn grass potato rape s.beet wheat

barley 3 0 0 0 0 0 0
corn 0 3 0 0 0 0 0
grass 0 0 9 0 0 0 0
potato 0 0 0 15 0 0 0
rape 0 0 0 0 1 0 0
s.beet 0 1 0 0 0 12 0
wheat 0 0 0 0 0 0 11

total number of samples
correctly classified
overall accuracy

55
54
98.2 %

Table 8. Confusion matrix describing the neural algorithm crop classification performance. Algorithm input
characteristics: 1 polarization {vv), 7 dates, ERS measurements {Flevoland 1995).

classified true class
as barley corn grass potato rape s.beet wheat

barley 3 0 0 0 0 0 1
corn 0 4 0 0 0 0 0
grass 0 0 9 0 0 0 0
potato 0 0 0 15 0 1 0
rape 0 0 0 0 1 0 0
s.beet 0 0 0 0 0 11 0
wheat 0 0 0 0 0 0 10

total number of samples
correctly classified
overall accuracy

55
53
96.4 %

Table 9. Confusion matrix describing the neural algorithm crop classification performance. Algorithm input
characteristics: 1 polarization (vv), 7 dates, ERS measurements. Training set: Flevoland 1993/94, test set:
Flevoland 1995.

classified true class
as barley grass potato s.beet wheat

barley 8 0 0 0 5
grass 0 30 0 0 1
potato 0 0 30 2 0
s.beet 0 0 0 28 0
wheat 0 0 0 0 24

total number of samples
correctly classified
overall accuracy

128
120
93.8 %
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ABSTRACT

This paper presents the first results of the TerraDew
project. The investigation focus on the effect of dew
and interception on the radar backscatter signal of
agricultural vegetation. The impact differ with respect
to frequency, polarization and crop type. The strongest
influence on the radar signal is found at the cross­
polarized L-band. No impact of free vegetation water
was determined for L-VV-band. At C-band the back­
scatter variations alter a rain event strongly depends on
the vegetation structure and the growth stage. The
impact clue to dew is independent from vegetation type.
At X-band the backscatter varies after rain in con­
tingent on the surface structure of the vegetation stand.
No significant effect on the radar signal is found for
clew at X-band. Furthermore the changes in scattering
mechanism due to wet vegetation were investigated.
The diurnal variations in polarimetric parameters ex­
tracted by the Cloude target decomposition theorem are
low.

INTRODUCTION

Radar backscatter from land surfaces is primarily de­
term incd by structural and dielectric attributes of the
target. Diurnal variations of the backscattering co­
efficient are the result of changes in soil moisture, plant
water content or the amount of free water on the plant
surface. resulting from clew, guttation or interception.
Only few studies about the effect of clew and intercep­
tion on the radar signal [I, 2, 3, 4] as well as the impact
on the thematic interpretation of the SAR data have
been published [5, 6, 7l Most investigations referred to
the crop type wheat [I, 8]. The examinations clocu­
mentcd an increase of the radar backscatter signal due
to water on the plant surface by I to 4 dB. The influ­
ence varies with frequency, polarization and vegetation
structure. The underlying mechanisms causing the
increased backscatter are still poorly understood [9,
IO]. Altogether, it is impossible to draw a general con­
clusion of the effect of dew and interception on the

radar backscatter with respect to different frequencies.
polarizations and crop types.

The TerraDew project was initiated to contribute to­
wards a better understanding or this problem. The pro­
ject is funded by the German Ministry of Education
and Research (BMBF). It focuses on the quantitative
and systematic evaluation and modelling of the effects
of free vegetation water on multifrequency and pola­
rimetric radar data in special consideration or different
crop types. In this paper the first results arc presented
and analysed.

EXPERIMENTAL DATA

The investigations were carried out on the airborne E­
SAR system of the German Aerospace Center (DLR).
The data were recorded on the 14th and io" J unc 2000
at 6, 9 and 12 am. The data were acquired at X- (co­
polarized), C- (VV and cross-polarized) and L-bancl
(polarimctric). The absolute radiometric precision of
the E-SAR data is about 2 dB.

The test site of this study covers a 3 km x 3 km area
located around 25 km southwest of Munich. Germany.
The region is intensively agriculturally used and is
characterized by flat terrain. During the flight cam­
paign extensive field data were obtained. Soil moisture
measurements were taken along profiles applying gra­
vimetric and Time Domain Rcflectrometry (TOR)
methods. Land use and different vegetation parameters
such as vegetation height, row spacing, fractal cover
and leaf area index were acquired. Furthermore micro­
climatologic data were collected to describe the amount
of water on the plant surface and to retrieve the dew
point.

METHODS

On the 14th June there was a heavy rainfall event of 24
mm at night. In the early morning of the second day or
the campaign dew was deposited on the plant surfaces.

Proc. 3"1 International Symposium, 'Retrieval ()f Bio- and Geophysical Parameters from SAR Data [or Land Applications', Sheffield, UK,
11-14 September 2001 (ESA SP-475, January 2002)
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For both events three radar measurements at 6, 9 and
12 am were available and included in the analysis. For
each crop type the field mean values were calculated
and the observed diurnal changes of a0 were inter­
preted. To describe the intra-field changes due to free
vegetation water, ten windows with a size of 50 pixel,
averaging the radar backscatter coefficient, were de­
fined on representative pads and the daily trends in
their mean-values were investigated.

The Cloude decomposition theorem was applied to the
polarimetric L-band data to analyse the diurnal varia­
tions of the scattering mechanism. The decomposition
algorithm is based on an eigenvector analysis of the
coherence matrix and perm its the extraction of infor­
mation about independent scattering processes repre­
sented by the 3 decomposed matrices. These are
weighted by their corresponding eigenvector. The
eigenvalues Uc1_;) of these matrices correspond to the
contribution of the single scattering process to the radar
signal. Based on the decomposed matrices the pa­
rameter alpha (ex) as well as the physical features en­
tropy (II) and anisotropy (A) are calculated. The alpha
parameter with a range of 0° '.': a '.':90° represents the
scattering mechanism. Thereby a = 0 can be inter­
preted as surface scattering. As (a) increases, the sur­
face becomes anisotropic. An a-value of45° represents
a dipole. If (ex) reaches 90° the scattering process is
characterised by double bounce. The parameter (H) is
an indicator for the distribution of the scattering
mechanism, whereby H = 0 correspond to deterministic
scattering and H = I to totally random scattering. The
anisotropy (A) yields no additional information about
the relationship between lc2 and "-~ for medium values
of (II). A high anisotropy signifies that besides the first
scattering mechanism only the second contributes to
the radar signal. If (A) is low, also the third process
plays an important role [I I, 12, 13].

DIURNAL VARIATIONS IN BACKSCATTER DUE
TO DEW AND INTERCEPTION

The analyses indicate that the radar backscatter is in­
fluenced by intercepted precipitation and dew, whereby
there are significant differences with respect to crop
type. wavelength and polarization. Figure I shows the
observed changes of the mean radar backscatter signals
for different crops after a dew ( l611i .June) and a rain
(14'h.June)event.

At X-band no significant impact of dew on the a"-val­
ues was found. During the day most of the observed
fields showed a slight decrease in backscatter about
less than I dB. In contrast after the heavy rainfall on
the 1411i .June significant changes of the a0-values could

be observed for some crops. particularly for VV­
polarization. The largest differences in the radar back­
scatter signal (up to 2.4 dB for the mean values of the
different crop types and up to 4.0 dB for single fields)
were found for crops with a regular surface structure
like grassland and spiked grain (barley and wheat).
whereby irregular crops like corn, potatoes and oat
showed only a slight decrease.

The effect of intercepted precipitation on the radar
backscatter at C-band depends on the vegetation struc­
ture and on the growth stadium of the crops. The trends
for VV- and HY-polarization are similar, whereby the
diurnal variations per field are greater for the cross­
polarized backscatter. Narrow leaf crops with a height
of less than I meter (most of the fields of grassland and
summer barley) showed a strong decrease in sigma
nought between 6 and 12 am. For example, after rain
for one summer barley field (height 90 cm) a" in­
creases ~2.4 dB at VY-polarization. In contrast, fields
either higher than I meter or after the beginning of the
ripening process showed an opposed, but less obvious
trend, in particular between 6 am and 9 am. For in­
stance, the averaged backscatter of one summer barley
field with a crop height of around I meter and after the
beginning of the ripening process increase about 0.9 dB
during the day for VY-polarization. The radar signal of
winter barley fields in an advanced ripening stadium
varies in a range of less than I dB during a day. For
oat, a panicle grass with another vegetation structure
than the other cereals, an increase in backscatter after
rain of about 1.2 dB could be noticed at all fields. For
the broad leaf crops (corn and potatoes) the backscatter
variation over the day is low (less than 0.5 dB). In
opposition to the impact of intercepted rainfall. the
effect of dew on the radar signal is independent from
vegetation type and structure, as shown in figure 2. It
illustrates the difference in backscatter between 12 and
6 am for VY-polarization on Friday, i.e. for the clew
event. An analysis of micro-climatologic data recorded
with 28 temperature and air humidity sensors showed
that at fields with an increasing backscatter during the
day (pale), the dew point was reached for a few hours
under the vegetation surface. In contrast, the radar
signal decreases when the dew point was reached only
for two hours or less within the vegetation stand. For
HY-polarization the trend is similar. but the spatial
variations are less noticeable. The reason for these
differences can result from the higher absorption in
VY-polarization due to moisture.
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CJ 2
CJ-1--2 J;lll-2--3

Figure 2: Diurnal backscatter changes [dB] after a dew
event at C-VV band, shown with field boundaries
(pale: increase, dark: decrease)

At L-Band the influence of wet vegetation is less de­
pendent of plant structure than at C-band. For HH­
polarization all investigated crops show a slight de­
crease in radar backscatter signal after dew evapora­
tion. The lowest 011-values were reached at 9 am. After
rain an increase of 0° up to 1.5 dB could be noticed.
With regard to all investigated frequencies and polari­
sations the strongest influence of dew and intercepted
precipitation on the radar signal is found at the cross­
polarized L-band. The diurnal decrease of 0° exceeded
I dl3 for most agricultural crops at both days. The in­
fluence is lower for broad leaf crops in comparison to
narrow leaf crops, e.g. the radar signal of single grass­
land fields increases up to 4 dB after rain, but only up
to I dB for corn. For the broad leaf crops as well as for
some cereals Iike oat and wheat a stronger effect on 0°

cou Id be noticed after the dew event. No effect of plant
surface water on 011 was found for VV-polarization.

To surn up. at L-band the changes in backscatter for
different fields or the same crop type are very similar.
At X-band and especially at C-band no consistent
trends for the different fields of one land use could be
observed due to the dependence of the effect of dew
and interception on the vegetation structure. Especially
the magnitude in radar backscatter change significantly
differs with crop type and field location.

Analyses of the intra-field variability showed that,
within the pads, the trends observed for the whole

fields are not detectable, even at L-band. The changes
in backscatter differ due to field heterogeneities like
different height, growth stage and winnowed cereals.
For example, the radar backscatter of a summer barley
field increases after rain at C-VV in one part of the
field up to 4 dB (height: 60 - 70 cm), whereas in the
same field (upper part), where the soil is saturated and
the vegetation is lower (I 0 - 40 cm), the backscatter
decreases (fig. 3).

• -2--3 • <-3

Figure 3: Diurnal backscatter changes [dB] after rain
within a summer barley field at C-VV band (pale: in­
crease, dark: decrease)

DIURNAL VARIA TIONS IN SCATTERING ME­
CHANISM DUE TO DEW AND INTERCEPTION

The mean diurnal changes in the parameters alpha,
entropy and anisotropy extracted by Claude decompo­
sition are illustrated in figure 4 for different crops at L­
band. In general, the changes in the Claude pola­
rimetric parameters are low. During the day a. de­
creases, whereby the difference in backscatter mecha­
nism is stronger after rain in comparison to dew. The
strongest diurnal decrease in (a) of up to 4.5° is found
for tall grassland, rye, winter and summer barley. The
variations for single fields reached 7°. The entropy (H)
of the crops is fairly high. For very high values (H >
0.7) the anisotropy (A) yields no additional informa­
tion. This applies to broad leaf crops, winter barley and
tall grassland. (H) increases on account of free vegeta­
tion water for all crops with the exception of tall
grassland, winter barley and potatoes. The observed
trends in anisotropy are opposed to the ones indicated
in the entropy. That means, wet conditions decrease the
contribution of the first scattering mechanism to the
radar signal. Especially the importance of the third
mechanism increases due to rain and interception as
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Figure 4: Diurnal changes of the parameter of the Cloudc decomposition theorem for different crops at L-band

shown by the lower an isotropy at 6 am on both days of
the campaign (with the exception of the crops
characterised by a high entropy). In summary, first
analysis of the Cloude decomposition showed that the
scattering mechanisms changes slightly due to dew and
intercepted rainfall. Hobbs [9] stated that for vegetation
the increase in backscatter is much reduced because of
the concur of different scattering mechanisms. This
problem will be investigated in further data analysis.

DISCUSSION

!\s shown in figure I significant changes in Lvband
backscatter mainly occur between 9 am and 12 am,
whereas the differences between 6 am and 9 am are
fairly low. On the other hand, for shorter wavelengths a
constant or even opposed trend is noticeable. The field
observations showed that the free vegetation water on
the top of the vegetation layer was already evaporated
at the time of the second SAR observation (9 am). This
fact probably caused the observed changes in back­
scatter between 6 am and 9 am at short wavelengths.

The investigations also show that the in lluence of in­
tercepted rainfall and dew differs especially at C-band.

Gillespie ct al. [I] stated that after rain separated drops
remain on the plant surface whereas dew deposits a
more continuous film of smaller droplets. Perhaps this
can result in the different effects in the backscatter
signal.

Wheat showed only little changes in d' in a range un­
der I dB. This is in disagreement with other studies.
which documented an increase in backscatter for wheat
of up to 3 dB after rain or dew [I, 8]. Allan & Ulaby
[3] stated, that the effects of irrigation on the radar
backscatter is only ascertainable for about I hour. Th is
fact might be of special importance as the rain event
ended few hours before the data acquisition.

Furthermore, an analysis of the observed changes in

backscattering and scattering mechanism should also
focus on other factors that cou Id affect the radar signal.
For example, it is possible that the vegetation structure
varies during the day due to the changes in leaf orien­
tation with the sunset. Moreover, the loss (day) and
regain (night) of water by the plants can cause different
leaf orientation. Finally, clew and intercepted rainfall
on the crop leaves can lead to a change in leaf orienta­
tion due to the added weight [2]. Additionally, during
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the tic Id measurements it was observed that parts of the
grnssland were procumbent in the early morning hours
as rcsu It of the heavy rainfall.

Furthermore. the absolute radiometric accuracy of the
L-S/\R data is approximately 2 dB. However, the SAR
datasets used for th is analysis were recorded and
proccssed w ith the same sensor settings, equipment and
processing procedure. so the relative processing error
for comparative analysis of the different SAR data sets
is assumed to be significantly lower than the absolute
calibration error.

CONCLUSIONS

lhe investigations have shown that the effect of dew
and intercepted rain on the backscatter signal differs
with respect to frequency. polarization and crop type.
lor co-polarized X-band no significant effect of dew
11 as ascertainable. whereas the backscatter increases
alter rain for crops with a regular surface vegetation
structure like grassland and summer barley. At C-band
the in tluence of intercepted rainfall for cereals depends
on the plant height and the ripeness stage. For broad
leaf crops the backscatter variation is low. The effect of
dew on the radar signal is independent from vegetation
type. The averaged cr0-values decrease for all crops
\I hen dew was deposited on the plant surface. At L­
hand the effect of free vegetation water is independent
from vegetation structure. Of all investigated frequen­
cies and polarizations the strongest impact was deter-
111 ined for cross-polarization. The VY-polarized scene
was the only one that was neither affected by inter­
ccptcd rainfall nor by dew. The diurnal changes in the
parameters of the Cloude target decomposition theorem
arc low.
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ABSTRACT

The application of a knowledge-based classification
approach has been studied for land-cover classification
using polarimetric SAR acquired by the Danish L- and
C-band polarimetric SAR (EMISAR). The advantage of
knowledge-based and model-based techniques is that
they are normally more robust than for instance
supervised Bayes classification methods, because they
are virtually independent of the specific SAR data used
and the specific test site used. The classification
scheme used is based on a scheme originally proposed
by the University of Michigan, and it has been modified
to cope with the different object classes in this case. The
classification was evaluated using a large number of test
areas, and for the broad classes forest, lake, spring
crops, and winter crops very good results were obtained
using acquisitions at both L- and C-band in April.

INTRODUCTION

Land-use classification by synthetic aperture radar
(SAR) is a well-known remote sensing application. The
main advantage of the SAR compared with optical and
infrared sensors is the all-weather mapping capability of
the SAR, which secure mapping at specific pre­
determined acquisition times. The discrimination
potential of SAR data is based on the sensitivity of the
radar backscatter to the dielectric properties of the
objects and to the object structure (i.e. the size, shape
and orientation distribution of the scatterers) [1][2]. The
possibility of identifying the individual classes is based
on the fact that the dielectric properties and the structure
of the relevant objects for land-use classification, such
as the crop types, the forest types, the natural
vegetations types, the different water areas, and urban
areas, may be different. These properties may vary
through the year, for instance for agricultural crops a
distinct variation is seen through the growing season
due to the development of crops [2]. The radar
backscatter is also sensitive to e.g. the dielectric
properties of the soil, the surface roughness, the terrain
slope, the vegetation canopy structure (e.g. the row
direction and spacing, and the cover fraction), and the
specific directions of the objects (e.g. buildings) [1][3].

The polarimetric SAR measures the full polarimetric
information for a target in the form of the scattering
matrix [4]. Therefore, such data may be used to assess
the full capabilities of SAR for land-use classification.
Various methods have been used for such assessments,
e.g. supervised Bayes classification [5], knowledge­
based or model-based classification [6]-[9], and
unsupervised classification based on polarimetric
decomposition [10]-[12]. A very important aspect when
evaluating and comparing the various classification
approaches is the robustness of the algorithms, i.e. are
they dependent on the specific data used or the specific
test site used. The knowledge-based and model-based
approaches have in this respect a very good potential,
because they are based on model results and/or
knowledge about scattering properties, and hence
virtually independent of data and sites.

In this paper, a study of the potential of polarimetric
SAR for land-use mapping using a knowledge-based
method is presented. The analyses concentrate on the
applicability of an advanced, high-resolution, airborne
system, where polarimetric SAR data are available at
two frequencies. Data from the Danish airborne SAR,
EMISAR, are used. The EMISAR is the result of a
research and development project initiated in 1986at the
former Electromagnetics Institute (EMI) of the Technical
University of Denmark (now the 0rsted•DTU
department), and it is a fully polarimetric and
interferometric L- and C-band SAR [13][14]. The
evaluation is based on a large number of test fields
providing realistic classification results.

The paper is structured as follows. In the first section
the SAR data and the test site will be described. The
next section outlines the theoretical background for the
parameters used. In the following section the
knowledge-based classification methodology is
described. Finally, results are presented, followed by
the conclusions.

SAR DATA

The SAR data used in the study have been acquired by
the fully polarimetric Danish airborne SAR system,
EMISAR, which operates at two frequencies, C-band
(5.3 GHzl5.7 cm wavelength) and L-band (l.25 GHzJ24

Proc. 3"1 International Symposium, 'Retrieval of Bio- and Geophysical Parameters from SAR Data [or Land Applications', Sheffield, UK,
JJ-14 September 2001 (ESA SP-475, January 2002)



106

Fig . 1. Total power image of L-band EMISAR image from April

cm wavelength) [14]. The nominal one-look spatial
resolution is 2 m by 2 m (one-look), the ground range
swath is approximately 12 km and typical incidence
angles range from 35° to 60°. The processed data from
this system are fully calibrated by using an advanced
internal calibration system [14]. In 1998 simultaneous
L- and C-band data were acquired over a Danish
agricultural test site on 21 March, 17April, 20 May, 16
June, 15 July and 16 August.

Speckle reduction has been performed by first
transforming the original one-look scattering matrix data
into covariance matrix data, and hereafter these data have
been averaged by a cosine-squared weighted 9 by 9
filter. The new pixel spacing in the images is 5 m by
5 m, and the effective spatial resolution is
approximately 8 m by 8 m at mid-range. After the
averaging the equivalent number of looks is estimated
to 9-11 from homogenous areas in the images, which
corresponds to a standard deviation for the backscatter
coefficient of approximately 1.1 - 1.8 dB. This
variation may not be sufficiently small to obtain
appropriate classification accuracies, because the
separation between the backscatter coefficients for some
classes may be in the same range. Therefore, further
speckle reduction may be necessary, but that has not
been done in this paper.

The test site contains a large number of agricultural
fields with different crops, as well as several lakes,
forests, areas with natural vegetation, grasslands, and
urban areas. A total power image of the L-band
acquisition in April is shown in Fig. 1. The area is
relatively flat, and corrections of the local incidence
angle due to terrain slope are therefore as a first
approximation not necessary. The crop types present in
the area are for spring crops: beets, peas, potatoes,
maize, spring barley, and oats, and for winter crops: rye,
winter barley, winter wheat, winter rape, and grass. The
forest areas consist primarily of two types of coniferous
forest, i.e. Norway spruce and Caucasian fir, but also
some coniferous forest areas are present. A land cover

map was established for the test site including more
than 350 test areas covering different incidence angles.

POLARIMETRIC SAR PARAMETERS

The covariance matrix is often used to represent
polarimetric SAR data. One advantage is that the
average properties of a group of resolution elements can
be expressed using a single matrix. The average
covariance matrix is defined as [4]

where <> denotes ensemble averaging and * denotes
complex conjugation, and Spq is the complex scattering
amplitude for receive polarization p and transmit
polarization q (p and q are either v for vertical or h for
horizontal). Reciprocity which normally applies to
natural targets gives Ss; = Svh (backscattering alignment
convention) [4], and results in the covariancematrix in
(1) with rank 3.

The diagonal elements in the covariance matrix are
related to the y pq backscattering coefficients by

ro 4n ( )
pq = Acose spqs~

where A is the illuminated area on the ground and 8 is
the local incidence angle. The advantage of the y0
backscatter coefficient is that it has a slightly weaker
dependence on the incidence angle than the cr0
backscatter coefficient. In discrimination applications
the weaker dependence is an advantage, because the
results will be less sensitive to the incidence angle.



The elements in the covariance matrix are sensitive to
the dielectric properties of the vegetation and the soil, to
the plant structure, to the surface roughness and to the
canopy structure, as mentioned in the introduction.
Factors such as the presence of double-bounce
scattering, volume scattering and direct soil surface
scattering also strongly influence the polarimetric
parameters. The off-diagonal co-polarized element
yields information about the correlation coefficient phhw
and the phase difference cphhvvbetween the HH and W
components. The correlation coefficient is close to 1 for
surface scattering, and smaller for volume scattering,
depending on the degree of polarization, and it is found
to discriminate well between spring crops and winter
crops early in the growing season [2]. The three
primary sources for the phase difference are two-way
propagation through the canopy, Fresnel reflection by
the soil surface, and double-bounce surface-vegetation
scattering [15]. Double-bounce scattering is also often
seen in urban areas where for instance the streets and the
buildings act like dihedral comer reflectors. The other
off-diagonal elements are often not considered for
applications, because they are zero for random
distributed targets with azimuthally symmetry.

In addition to the covariance matrix parameters, texture
information may be used in a classification scheme.
Such information may provide important discrimination
information for some object classes, where the
polarimetric parameters are close, but where there are
differences in the homogeneity of the classes. Due to
the speckle noise, an appropriate texture measure must
be normalized, like for instance the normalized variance.
Ulaby et al. [16] define a texture measure where the
measured normalized variance M = (cr/µ)2 is split into a
normalized speckle variance S and a normalized texture
variance T, where

T= M-S
1+S

The texture parameter T may be computed for each of
the three elements in the diagonal of the covariance
matrix.

KNOWLEDGE-BASED CLASSIFICATION METHOD

The knowledge-based classification scheme proposed by
Pierce et al. [6] uses first the texture parameter T
computed from L-HH, L-VV and C-HH and the phase
difference between HH and VV at L-band to
discriminate urban areas from the remaining areas. In
Fig. 2 is shown a scatterplot of the Thh for C-band in
April and the cphhvv for L-band in April. In the
scatterplot a single point represent the average value for
an entire field. It is seen that the phase difference
between HH and VV is not very large for the town
class, where phase differences of about 180° and -180°
degrees from the double-bounce interaction mentioned
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above would have been expected, as seen in [6]. The
reason is probably that the urban areas present in image
are small villages, with a lot of trees and other
vegetation types between the buildings, and the double­
bounce scattering mechanism is therefore not very
dominating. Also, in [3] was reported very large
variability of the polarimetric parameters for these
village areas. Due to these results no attempt was made
in this case to discriminate between urban areas and the
remaining areas.

The next decision rule used in [6] was to discriminate
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Fig. 3. Scatterplot ofyhv(L-April) and Yhh(L-April)

between tall vegetation and the remaining using the HH
and HV backscatter coefficients at L-band. The rationale
for this rule is the strong backscatter usually seen from
forest areas, as can be seen in Fig. 1. In Fig. 3 is
shown a scatterplot of the HH and HV backscatter
coefficients at L-band in April. Also, in the scatterplot
is plotted the original decision rule from [6]
(transformed from the o backscatter coefficient to the y
backscatter coefficient using y = o + 2 dB as an average
transformation rule for the incidence angle interval for
the images used, 35°-60°). It is seen that a number of
winter crops will be classified as tall vegetation using
the original decision rule. The winter crop exceeding
the decision rule is winter rape, which has a very strong
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backscatter [2]. Therefore, the decision rule was
modified as shown in Fig. 3. A pixel is classified as
tall vegetation, if the following condition is true

Y~v,L-Apnl= -0.9 J '(Y~,L-April+3dB)- 23dB

Short vegetation and bare surfaces were separated as the
next step in [6]. The bare surfaces were water surfaces
and no bare soil surfaces were present. In our case, we
have both water surfaces, i.e. the lakes, and bare surfaces
in March and April, i.e. spring crops. In [6] the texture
parameter T at L-VV and the HV backscatter coefficient
at C-band were used to discriminate between the short
vegetation and the bare surfaces (i.e. water). The
scatterplot between these two parameters is shown in
Fig. 4. In [6] the condition on the HV backscatter
coefficient at C-band was that it should be larger than
-27 dB (corresponding to about -25 dB for the y
backscatter coefficient in our case) for a pixel to be
classified as short vegetation. It can be seen from Fig.
4 that this condition will discriminate between the lake
and the winter crop (i.e. short vegetation) classes. The
bare soil (i.e. spring crops) areas will, however, be
mixed both with the lake class and the winter crops
classes.

The original decision rule for discriminating between
short vegetation and the remaining will therefore be
modified to be able to discriminate between lake areas,
bare soil areas (spring crops) and short vegetation areas
(winter crops). In [2] it is shown that the correlation
coefficient between HH and VV is a good discriminator
between surface scattering and volume scattering
especially at C-band. In Fig. 5 is shown a scatterplot
for the HV backscatter coefficient at C-band in April and
the correlation coefficient between HH and VV at C­
band in April. Also, in the figure is shown the decision
rules used to discriminate between the three above­
mentioned classes. A pixel is classified as lake, if the
following condition is true

Y~v,C-Apnl<-33dB
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Fig. 5. Scatterplot ofyhv(C-April) and Phhvv(C-April)

A pixel is classified as short vegetation (or winter crop)
if the following condition is true

Phhw,C-April< 0.043 'Y~v,C-April+ l .38

If none of the last two conditions are true, the pixel is
classified as bare soil (or spring crop). From Fig. 5 it
is seen that some confusion exists between the spring
crops and the winter crops. Hence, not a full separation
can be expected between the bare soil and the short
vegetation classes.

RESULTS

The decision rules described in the previous section
were used to classify the EMISAR data acquired in
April at both L- and C-band. The April acquisition was
chosen because both short vegetation was present as
winter crop fields as well as bare soil areas as spring
crop fields. The images were classified into the classes:
forest (or tall vegetation), winter crops (or short
vegetation), spring crops (or bare soil) and lake (or water
surfaces). The result of the classification is shown in
Fig. 6, and it can be seen that the classification into the
4 broad land-cover classes has been performed fairly
successfully.

As mentioned earlier, a large number of areas has been
visited and classified on the ground and a land-cover
map has been produced. Using this land-cover map a
confusion matrix has been produced as shown in Table
I. Very high classification accuracy is seen for the
forest and for the lake class. Some confusion is
observed between the spring and winter crop areas, as
expected from the overlaps seen in Fig. 5. If no attempt
is made to discriminate between spring and winter crops
extremely good classification accuracy is obtained.
These results are comparable with the results reported in
[6].
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Fig . 6. Knowledge-based classification of L- and C-band EMISAR images from April. (Black areas:
forest, dark grey: lake, light grey: spring crops and white: winter crops)

% Forest Lake Spring Winter
crops crops

Forest 99.3 0.0 0.0 0.6
Lake 0.0 99.8 0.2 0.0
Spring er. 0.5 0.3 77.9 21.3
Winter er. 4.5 0.0 19.0 76.5

Table 1. Confusion matrix, i.e. percentage of correctly
classified pixels for a large number of areas.

CONCLUSIONS

The knowledge-based classification scheme for
polarimetric SAR images developed at University of
Michigan for land-cover classification has been modified
and applied to L- and C-band, polarimetric SAR data
from the Danish EMISAR system acquired in April
1998. Two modifications were made. A decision rule
was changed to not classify winter rape, which has a
strong backscatter, as tall vegetation. In order to be able
to discriminate between water surfaces, bare soil surfaces
and short vegetation a new decision rule was suggested.
This involved the use of the correlation coefficient
between HH and VV at C-band mainly to discriminate
between bare soil surfaces and areas with short
vegetation.

The modified knowledge-based classification scheme
was evaluated using a large number of test fields, and a
very high classification accuracy was obtained (88%). If
the spring crops and the winter crops were merged into a
single crop class, an even better classification accuracy
was obtained (98%).
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ABSTRACT

Wetlands are areas where the frequent and prolonged
presence of water at or near the soil surface drives the
natural system. Next to Buenos Aires, the Lower Delta
islands of the Parana River constitute a fresh water
wetland characterized by a complex mosaic of natural
and man made ecosystems and an hydrologic regime
defined by the Parana and De la Plata rivers. Marshes
cover up to 50% of the area, 20% of which are subjected
to continues fire events. Monitoring broad-scale
ecological responses to disturbance such as fire events
can be facilitated by automated change-detection
approaches using remotely sensed data. The objective of
the work is to detect changes in this wetland using a
time-series of ERS 2 data, and relate these changes to
wetland characteristics and condition. The data set
consisted of 14 ERS images (one of 1998 acquired
during a El N ifio episode, 6 of 1999 and 7 of 2000 using
the 35-day repeat cycle) which were calibrated, co­
registered, and temporally and spatially filtered. This
presentation discusses temporal patterns of SAR
response in the area, and presents a map of fire­
disturbed areas.

INTRODUCTION

Wetlands are inherently dynamic systems. As such,
monitoring efforts limited to single date of observation
are typically insufficient to capture seasonal dynamics
related to crucial hydrologic processes and other
dynamic conditions. The potential value of SAR
imagery has been addressed by several authors,
(Richards et al. 1987, Pope et al. 1997, Hess et al., 1990,
1995, Kasischke et al., 1997, Townsend, 200 I).

Imaging radars have three distinct characteristics which
make them of significant value for monitoring and
mapping wetland disturbances. First, the microwave
energy transmitted to a large extent penetrates the
vegetation canopy, and much of the backscattered
energy detected by radars is a result of electromagnetic
interactions at the ground layer. Second, the reflection

of microwave energy from vegetated terrain is highly
dependent on the dielectric constant of the vegetation
and surface layers. The presence or absence of water in
wetlands (which has a much higher dielectric constant
than dry or wet soil) significantly alters the signature
detected from these areas. A third important
characteristic of imaging radars is their ability to operate
independent of cloud cover and solar illumination, and
therefore can monitor wetlands throughout periods
where significant levels of precipitation are affecting
water levels and vegetation growth patterns, as well as
other dynamic processes such as fires. These are
capabilities not always available with visible and near­
infrared spectrum sensors.

Understanding the information content and learning
how to exploit the multitemporal backscatter signatures
of different types of scatterers in wetland ecosystems is
our main goal. Two objectives were addressed: I) to
determine the temporal radar signature of woody and
herbaceous ecosystems, 2) to identify and map
disturbances through the analysis of temporal patterns
of the backscattering coefficient.

Previous work in the area (Kandus et al., 1999, 200 I,
Parmuchi et al. 200 I, and Karszenbaum et al., 2000)
helped in establishing the overall framework for
analyzing the ERS 2 multitemporal set.

STUDY SITE

The Lower Delta of the Parana River covers
approximately 2,700 krn'. This area is a deltaic plain
located at the terminal portion of De La Plata River
basin. The Lower Delta hydrology is determined mainly
by the Parana River and the De La Plata estuary. The
former has its main flood peak in the period late-fall.
The second one has a moon and wind tide regime. The
combination of local topographic gradients and a
regional flooding regime constitutes the primary factor
that determines the emergent natural vegetation. Rushes
and marshes cover the main portion of the region
(Kandus et al., 1999, Karszenbaum et al., 2000). On the

Proc. 3"1International Symposium. 'Retrieval ofBio- and Geophysical Parameterstrom SAR Datajor Land Apptications'. Sheffield. UK.
11-N September 2001 (ESA SP-475. Jw111ar.· 2002)
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contrary, forests are restricted to levees and bars where
soils are generally dry or flooded only during wind
tides, and/or heavy fluvial floods. A large portion of the
natural vegetation was replaced by Salix spp. and
Populus spp. afforestation. Marshes cover up to 50% of
the area, 20% of which are subjected to continues fire
events. Fires are intentional for wildlife hunting
activities or just to prevent fuel (dried biomass)
accumulation. Dominant species of this type of marsh is
Schaenoplectus californicus, a perennial equisetoid
plant, up to 2.5 m tall growing in permanently flooded
soils.

DATA DESCRIPTION

This work has been carried out within the framework of
ESA A03 232 project. A set of 14 descending ERS 2
scenes was available, one of 1998 acquired during a El
Nifio episode, 6 of 1999 and 7 of 2000 using the 35-day
repeat cycle. Landsat 5 and 7 Thematic Mapper images,
contributed by the Argentine National Agency for Space
Activities (Comision Nacional de Actividades
Espaciales - CONAE), were also available, as well as
panchromatic aerial photographs, field work, and a
vegetation map generated from optical data (Kandus et
al., 1999). Ancillary data include water level at Buenos
Aires, and Baradero ports, and precipitation data. This
information was used to evaluate the influence of
climatic conditions on the backscattered radar signal for
each land cover considered and for the images as a
whole. Reports on fire events were obtained from the
National Agricultural Technology Institute and from
LANOSAT/TM NOVI time series of dates close to ERS
2 dates.

METHODOLOGY

Extraction of quantitative information from multi­
temporal radar images involves several tasks. Figure 1
summarizes the overall methodology indicating input
data (ERS 2 images and previous knowledge of the area,
ancillary data), processes, and output products. When
using multitemporal radar data, it is assumed that

Figure 1:Methodology

information is contained in the multitemporal behavior
of the coefficient of backscattering ( CT0 ). This requires
an increase in the effective number of looks (ENL) of
radar images and a reduction in the uncertainty of CT0

values. An advantage of multitemporal data is that both
temporal and spatial filtering can be used in order to
achieve the required ENL (Quegan et al., 2000).
Training samples were extracted from calibrated and co­
registered images to obtain the radar response temporal
patterns. Changes detection techniques were applied to
previously filtered images. Thresholds were obtained
from analysis of temporal signatures.

RESULTS AND DISCUSSION

Main land covers in this area are marshes, rushes and
forest (natural and planted). Data analysis was made by
selecting a wide range of well documented ground
samples of each of the main land covers (forest,
marshes, rushes, burnt rushes and marshes). To develop
an understanding of the canopy characteristics
backscatter within the marsh areas and relate these
patterns to: coverage, phenology, canopy water content,
soil water content, land use, main rivers influence, and
proximity to micro-channels, we examined canopy
behavior by sites. Figure 2 shows the temporal behavior
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Figure 2: Forest and marshes radar temporal patterns

of the backscattering coeffcient of marshes (about ten
different sites), and forest plantations. This graph
clearly shows the differences in SAR response between
years 1999 and 2000. Forest behavior is quite stable as
it has already been reported by a good number of
publications. Marshes temporal pattern on the other
hand shows a dependence on environmental conditions.
About 3 dB difference is observed among the marsh
sites during 1999 (dry year). During the wet year (2000)



this difference is considerably reduced. One of the
hypothesis discussed was that on dry years, sites closer
to micro-channels had a higher radar response from
stronger vegetation-water interactions .. During the wet
year, surface contribution and canopy moisture are
probably similar among sites. Although no clear
evidences were found to confirm these assumptions.
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Figure 3: Water level influence on radar response

We next analyzed the relationship between Parana's
river water level and monthly precipitation with radar
response of marshes. Figures 3 and 4 illustrate the
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Figure 4: Influence of precipitation pattern on radar
response of marshes

observed patterns. No clear influence of water level is
observed except for the strong flood of I998 (El Nino
event). On the contrary Figure 4 shows a strong
influence of the rain pattern on the radar response from
marshes.

During winter time (June-August) marshes present dry
and green above ground biomass, causing signal
attenuation. This is clearly seen in the images as very

I 13

dark areas. During the rainy year, vegetation moisture
and possible additional surface water caused the
increase in the overall radar response in marshes.
Marshes are quite sensitive to environmental changes in
C VV ERS 2 data, although this was not observed in
CHH Radarsat data (Karszenbaum et al., 2000).

In addition, this overall pattern of strong inter-annual
rain variability caused a sequence of continuous fires
over approximately a six month period (spring and
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Figure 5: Patterns of burnt-regrowth in marshes. The
dark line corresponds to an undisturbed site.

summer) to reduce the risk of unpredictable fires events
due to marsh dryness. Fire-disturbed areas show a
characteristic radar response in marshes and rushes. The
next two figures show strong picks in radar backscatter
(over 5 dB differences), indicating patterns of fire and
regrowth observed with the 35 days image cycle.

Bourgeau-Chavez et al., 1999 have shown that burned
forest typically exhibit enhanced backscatter with
average backscatter values between 3 to 6 dB brighter
than adjacent unburned forest. Accurate estimates of
burn area may be obtained in this way. The enhanced
brightness, which allows the fire scars to be easily
detected and mapped is due to physical and ecological
changes that result from fire. A similar behavior is
observed in marshes, but with a temporally much
shorter cycle. The effect of burnt vegetation and
subsequent regrowth is easily seen in ERS 2 35-day
repeat cycle as an enhanced brightness due to an
increase in vegetation-water-signal interactions which
may indicate a change in the dominant interaction
mechanism from volume scattering to double bounce.
This is followed by a decrease in SAR response once
the marsh recovers its average density. This overall
behavior was identified in the multitemporal ERS 2 set
available, and fire-disturbed areas were mapped using a
ratioing algorithm that combines three scenes, that is,
before the pick, during the pick and after the pick. Next
using a threshold procedure, the pixels were classified
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into two classes, burnt or unburned. In this way binary
masks were generated from each three image
combination. After adding them together, a map of the
fire-regrowth patterns of the period was obtained.
Figure 6 shows two small subsets of the area, one
corresponds to an NOVI scene of April 24 (top image)
and the other one to the ERS 2 scene of April 15.
Patterns of burnt vegetation are seen in black in the
NOVI image and in bright white in the ERS 2 scene. A
good matching of patterns is observed. Nevertheless,
date of fire, growing stage of vegetation and image
acquisition time are critical elements for mapping these

Figure 6: Top image: NOVI of April 24 2000, dark
features correspond to burnt areas; botttom image,
ERS 2 of April 15, bright features correspond to
burnt vegetation.

events with radar data since the proposed mapping
procedure is based on tracking areas where in three
consecutive 35 days cycle image a pick value of the
backscattering coefficient (about a 5 dB difference) is
observed in between two lower values (see figure 5).
In spite of all these constrains, a good summary of the
frequency and extension of this disturbance was
obtained. In addition, this is the first time that this fire­
regrowth cycle was followed and mapped.

Figure 7 shows in white, polygons of burnt vegetation
obtained from the change detection procedure
implemented to map all abrupt changes (picks) found in

Figure 7: Polygons of burnt vegetation in white on
top of ERS 2 scene of August 1999

the ERS 2 time series. These polygons are shown on top
of the ERS 2 winter scene of August 1999 where no
fires were detected. Figure 8 shows the complete
thematic map obtained. Although this map shows all the

Figure 8: Map of burnt vegetation from ERS 2
SAR time series intensity data

bums in black, the classification procedure allows to
map, identify (date) and determine the frequency of
events for each fire-regrowth pattern observed.

The analysis of the complete time series reveal that over
the period October 1999 - April 2000, 50% of the
marshes were continuously burnt. Comparison with
vegetation maps previously obtained (Kandus, 1999,
Parmuchi, 200 I) confirmed this number.



CONCLUSIONS

Although, owing to the characteristics of fire events, a
validation map procedure based on test samples could
not be developed, information was gathered from local
managers of the largest forest plantations who had
records of the situation. This informal way of validating
the map confirmed its reliability. Procedures are being
developed to use an existing LANOSA T/TM NOVI
time series of close dates to the ERS 2 time series to
validate the map obtained and quantify scope and
limitations of the proposed procedure (tracking and
mapping spots of abrupt intensity changes in successive
images), and make a sensitivity analysis evaluation.

Nevertheless from the assumptions made and the basic
concept of the algorithm (threshold scheme
classification), it is clear that classification errors will
occur in:

areas that change from non disturbed conditions to
disturbed ones, but where the radar backscatter
change is less than 5dB.
areas that were not burnt, but where the radar
backscatter change was above 5dB because of other
reasons, such as density, and surface water
variations in marshes and rushes that may have
caused the increase-decrease radar response.

From the results presented here, some general
considerations may be drawn:
1. Combinations of images of successive dates (35

day cycle) may considerably improve information
extraction from radar images. Although, in this
study confusion exists when using single images,
the combination of images of different dates faces
these limitations suggesting that ERS 2 time series
could be useful for monitoring fire events as well as
vegetation conditions.

2. This study also illustrates the importance of data
preparation (calibration, co-registration and
filtering) when using threshold classification
schemes for mapping disturbances at regional scale.
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Abstract

In 1998, the European Space Agency (ESA) has
selected about 670 project proposals for the scientific
exploitation of Envisat data, in addition to the on-going
270 ERS projects resulting from previous ESA
Announcement of Opportunity. Within the new Data
Policy for ERS and Envisat data distribution, scientists
can submit a proposal at any time for category-I use.
The so-called Categcry-I use is assigned to research
and applications development projects in support of the
mission objectives, including research on long term
issues of Earth System science, research and
development in preparation for future operational use.

All information submitted by the category 1 Project
Leader to ESA is available to the Project
Correspondent, an ESA expert appointed to follow
closely a number of projects in a given discipline or
geographic area. The correspondent is the ESA focal
point with whom not only to raise technical matters,
specific to individual projects, but also to discuss
broader issues related to progress in research and
development, science and application domains.

This paper will describe how ESA is monitoring the
category- I projects, including the AO projects.
Example of actions in support to land applications
using ERS and Envisat data will be presented.

1 Introduction

Over the last ten years ESA has released 6
Announcements of Opportunity to exploit ERS and
now Envisat satellite data, with the goal to foster
scientific knowledge and understanding of the Earth's
environment. The primary objectives of all the AOs
were to support scientific research, stimulate the
development of algorithms and products and to support
application demonstrations. Furthermore they allowed
stimulating the transfer of scientific results into
sustainable applications/services and to support the
transfer of technology.

This paper is reporting on ESA's activity to support the
scientific exploitation of ERS arid En vi sat satellite data.
In a first part, the status of the on-going
Announcement of Opportunity, namely the ERS A03
and the Envisat ~A..O are presented as well as ES/\.
support to science and applications through the new
data policy. In particular, Envisat AO projects for land
applications are described. In a second part, ~,.l!/ewill
describe how ESA is monitoring the projects proposed
by scientific investigators distributed across the world,

2 About the scientific exploitation of ERS and
Envisat data

2.1 Announcement of Opportunity

In October 1998, the results of the review of the 734
proposals submitted in response to the Envisat AO
have been presented at the Earth Observation
Programme Board (PB-EO), formalizing the final
acceptance of 674 proposals. (A list of accepted
proposals is available on the World Wide Web at
http://csa-ao.org/acccptcd.pdf). The Envisat proposals
are added to the on-going ERS projects resulting from
previous AOs.

More than 40 different countries submitted proposals,
subdivided in the three main categories defined from
the Envisat AO objectives, namely:

• Scientific research
• Application development Bnd rlen1onstrBtion
• Calibration and geophysical validation of Envisat

data products

The repartition of the accepted proposals in these
categories reveals that the large majority (64%) fails
within the scientific domain, whilst 18% of the projects
deals with calibration and validation of Envisat
products and 18% with application development and
demonstration.

Proc. 3"1 lnternational Symposium. 'Retrieval ofBio- and Geophysical Parametersfrom SAR Datafor Land Applications', Sheffield. UK.
//-14 September 2001 (ESA SP-475, January 2002)
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Figure 1: Thematic distribution of scientific projects

The interdisciplinary character of the Envisat mission
is highlighted by the earth sciences disciplines
identified in the AO proposals in figure I. For
example, Envisat data will be extensively used in
studies dealing with oceanography, atmosphere,
renewable resources and hazards.

2.2 The ERS and Envisat scientific projects
related to Land

The large majority (66%) of the Envisat AOs for land
applications deals with the study of renewable
resources, hazards and hydrology, as shown in the
figure 2.
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Figure 2: Thematic distrtbution of Envisat AO land
projects

A detailed analysis of the scientific projects receiving
ESA Earth observation data sets has been performed
during the ESA Gothenburg Symposium, in October

2000. 175 project investigators gave their feedback on
the ERS/Envisat data exploitation. Some results for the
ERS/Envisat projects related to land applications are
presented at the end of the paper.

The monitoring of changes in environmental processes
is the main goal of the projects. It requires frequent
observations from local to global scales. With its ten on

O:eanogral&liardinstruments the Envisat mission will provide new
capabilities for Earth observation.

From a preliminary statistical analysis of data
requirements of the accepted Envisat AO scientific
projects fer land applications it is clear that the
synergistic use of sensors will be an important issue.
The following figure is showing request for ASAR,
MERIS and both ASAR and MERIS data for each
application j,1main:

Geodesy

Topography

Methods

Geology

0 20 6040 80

Figure 3: Envisat A.Os: Number of projects per
instrument and synergy

Continuity of observations from the ERS SAR to the
Envisat ASAR is confirmed from the analysis of
requested product types: ASAR image mode is the
preferred product type for applications dealing with
topography, ice, hazards and environment. The use of
ASAR alternating polarisation is also a main issue: this
mode is the first requested for renewable resources,
hydrology and geology. The synergy with MERIS is
tested on MERIS full resolution products.
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3 Since 2000, the category- I use of data

The new Earth observation data policy

The possibility to conduct scientific researches using
data provided from ESA continues beyond the Envisat
AO. The new Data Policy, applicable for ERS and
Envisat allows in fact submitting proposals at any time
beyond the fixed dates imposed by an Announcement
of Opportunity. The new Policy has been defined and
approved by ESA Member States' Earth Observation
Programme Board in 1998 and 1999 and aims to
maximize the beneficial use of EO data from both ERS
and Envisat satellites to stimulate a balanced
development of Science, Public Utility and Commercial
Applications.

According to the new Data Policy the conditions of
data distribution for ESA EO data are directly related
to category use. Two different categories have been
defined:

• Category use: research and applications
developmeiit use in support of the mtssion
objectives, including research on long term issues
of Earth System science, research and development
in preparation for future operational use,
certification of receiving stations as part of the
ESA fi.mctions, and ESA internal use.

• Category 2 use: all other users who do not fall into
Category I, including operational and commercial
use.

ESA management of the Category I project proposals

A new Web site has been set up at http://projects.esa­
ao.org for category-! use. !t enables the submission of
proposals for category I use, the proposal evaluation
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and project reporting. The proposal submitted shall
include the following items:

• Team composition, experience and innovation
• Executive summary and schedule
• Detailed description
• Data requirements: instruments and products, non

ESA data, geographical area and date information.

After the receipt of the project proposal, a peer review
is carried out by members of the Category 1 Advisory
Group composed of EO experts appointed by ESA. The
purpose of the review by the Category
Group is:

• To assess ifthe specific projects are in accordance
with ES.A..data policy.

• To evaluate the scientific, application and
technical merits of the proposed projects in
reh1tion to their technic~l feasibility

• Within the overall context of the ESA Earth
Observation mission objectives, the evaluation
process !s expected to identify opportunities to
exploit the potential of the ESA Earth Observation
mlSSIOn.

In some cases the principal investigator is required to
amend his proposal in order to meet the acceptance
criteria and in accordance with the remarks expressed
by the evaluators.

Final decisions concerning the acceptance of proposals
for projects applying to the supply of free of charge
data are made by the ESA Earth Observation
Programme Board upon recommendation of Category I
evaluators. Final decisions concerning the acceptance
of proposals for projects applying to the supply of data
at the reproduction price are made based on the
recommendation of the Category- I Advisory Group.
These final decisions take into account the relevance to
ESA Earth Observation mission of proposed projects,
the overall balance between the different proposa1~ and
their requirements in terms of spacecraft resources.
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Status of the Category 1 projects (August 2001)

Figure 5: Category I project status

Since the opening of the ES./\ EO Projects Web Site
dedicated to the submission/evaluation/monitoring of
the new Category 1 projects some 98 proposals have
been submitted: 16 are under Peer Review, 82
proposals have been evaluated. Out of the 82 evaluated
proposals, 67 have been accepted, 6 have been rejected
and 9 proposals are being updated according to the
recommendation of the Category 1 Advisory Group. 18
proposals are still under preparation for submission by
their Project leaders.

The maximum evaluation time for a proposal asking
for data at reproduction costs generally does not exceed
the 8 weeks.

4 The category- I projects monitoring

The Agency has established a systematic process to
monitor progress on projects. This has been developed
for the ERS A03 projects and has been active since
November 1998.

Project correspondent

The key monitoring mechanism is a close and effective
interaction with each project leader, throughout all
phases of the projects. For this reason an ES..A."Project
Correspondent" is assigned for each Category 1 project,
including the ERS or Envisat AOs.

All information submitted by the Project Leader to ESA
is available to the Project Correspondent, an ESA
expert appointed to follow closely a number of projects
in a given discipline or geographic area. The
correspondent is the ESA focal point with whom not
only to raise technical matters, specific to individual
projects, but also to discuss broader issues related to
progress in research and development, science and

application domains. This additional support to users
complements the operational user services.

The Project Correspondent maintains regular contacts
with project leaders on an individual basis. He analyses
the reporting of the project investigators in order to
report on project achievements, to highlight problems
and issues, to contribute to ESA EO data promotion
and to generate technical recommendations (e.g. for
new products). He assesses content of the materials
proposed from Pis for the public part of the Web site.
He organises thematic sessions for ESA major
conferences. In addition to these tasks, the Project
Correspondent should facilitate exchanges between
users, e.g. setting up groups of investigators with very
similar interest or research goal to enable shared
activities.

An example of ESA co-ordination to monitor
scientific projects

A co-ordination method is proposed for the Envisat AO
proposals related to the retrieval of soil moisture in the
framework of the Envisat project correspondent
scheme. The aim is to harmonise the collection of in­
situ data with contemporaneous Envisat data
acquisition, followed by a close monitoring and co­
ordination of the research proposed by the project
investigator in order to develop new applications and
products.

The category-I Web site (EO Projects Web-site at
http://projects.esa-ao.org), active since September
2000, is used as a tool for projects monitoring.

It contains a Public site providing general information
about ESA EO programmes and in particular about
each project. It also contains a Private site, where all
the produced reports, materials or publications can be
stored and submitted on-line to ESA by the Project
Leader. /•. correspondent site provides each
correspondent a direct access to assigned projects,
project proposals and all reports submitted on-line.

Reporting and publishing results

ES_..i\ is supporting quick publication/promotion of the
interesting results of the ESA AO scientific projects.
Each Project Leader can request to publish the
achievements of his project as "Hot News" on the
Public Site. In this way the public and ESA member
states are informed about the latest findings from ESA



121

Theme Main goal Main Main sensor I rst choice of Main Models used
parameter to characteristics improvement processing to extract

retrieve used for SAR/ASAR technique used information
(SAR/ASAR) with

SAR/ASAR
Earth motion, • Monitoring • Location of Spatial Interferometric Interferometry Theoretical
earthquakes, • Mapping landscape resolution capability
geology, • Landscape
landslides, changes
volcanoes • Displacement
Hydrology • Mapping s • Spatial Polarimetric SAR multi- Semi-

• Monitoring • Soil moisture resolution multi-frequency temporal empirical
• Parameter • Temporal analysis

retrieval resolution
Forestry, • Monitoring • Frequency Polarimetric SAR multi- Semi-
vegetation, • Mapping • Spatial multi-frequency temporal empirical
agriculture resolution analysis
Land Mapping • Spatial Revisit time • SAR multi- None
cover/Land resolution temporal
use • Frequency analysis

• lnterferometr
y

• Texture

L analysis
• SAR/optical
combination

Table I: Description of the ERS/Envisat land scientific projects
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EO data use. Searching facilities such as browse by
application, instrument, country, test site, Project
Leader's name, institute, project title, objective and
other keywords allow all the users to retrieve
information about the EO projects.

Thematic workshops and conferences

In the exploitation phase of the Envisat mission the
Agency with its Project Correspondents will organize a
number of thematic workshops which will give the
Project Leaders the opportunity to present results of
their on-going AO research project activities and to
discuss the state-of -the art in their respective earth
sciences discipline. Position papers, progress reports on
on-going projects and demos of running application
prototypes will constitute the main form of
communication in these workshops. One of the primary
objectives is to foster the development of cross
disciplinary and cross regional research activities and
to encourage the development of innovative research
ideas leading to new research projects or application
developments. Good examples of more recent ESA­
organised (& co-organised) are Fringe (November 99,
Liege, ESA SP478), CEOS SAR subgroup (October 99,
Toulouse, ESA SP450), ATSR workshop (June 99,
ESRIN, ESA SP479). These workshops are
complemented by ESA symposia like the ERS-Envisat
symposium held in October 2000 in Gothenburg (ESA
SP46I), which has attracted a large audience and is
presented in ESA Bulletin nr. I05.

5 Conclusion

The work of the scientists within the framework of
ESA category-I data is the core process for scientific
research and exploitation and foster the development of
new applications in the field of Earth observation. The
new Data Policy allowing to submit to ESA at any time
new proposals will increase furlhc:1 lit:xibilily lo access
Envisat data for scientific use.

The Agency's co-ordinated support to the Project
Leaders with the correspondent scheme, the ES.A.EO
Projects Web Site and the organisation of thematic
workshops should further sustain the development of
science, stimulate the development of algorithms and
products and support application demonstrations.
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ABSTRACT

Spaceborne differential radar interferometry (1-4) has
already proven its potential for mapping ground
deformation phenomena in application to, among others,
volcano dynamics (5), co-seismic (6-7) and post-seismic
(8-10) displacements of faults and slope instability (11).
However, atmospheric disturbances (12-16) as well as
phase decorrelation (I 7) have prevented hitherto this
technique from achieving full operational capability.
These drawbacks are overcome by carrying out
measurements on a subset of image pixels
corresponding to natural or artificial stable reflectors
(Permanent Scatterers, PS) and exploiting temporal
series of interferometric data (18-19). Results obtained
by processing 55 Synthetic Aperture Radar acquisitions
of ERS satellites (European Space Agency) over
Southern California, show that this approach allows one
to push measurement accuracy very close to its
theoretical limit of one millimetre. Though a full 30
displacement field cannot be recovered, the spatial
density of measurements (up to 300 PS/km2), their
accuracy and economic competitiveness, are far higher
than corresponding values achievable with static GPS
(20). PS time series analysis is therefore a powerful tool
for risk assessment and is going to contribute
significantly to improve our understanding of fault
dynamics, stress accumulation and strain
accommodation, evolution of soils, as well as
systematic stability check of individual buildings and
infrastructures.

INTRODUCTION

The interferometric technique involves phase
comparison of Synthetic Aperture Radar (SAR) images,
gathered at different times with slightly different
looking angles (1-4). It has the potential to detect
millimetric target displacements along the sensor-target
(Line-of-Sight, LOS) direction. Apart from cycle
ambiguity problems, limitations are due to temporal and
geometrical decorrelation (17), and to atmospheric
artefacts (12-16).
Temporal decorrelation makes interferometric
measurements unfeasible where the electromagnetic
profiles and/or the positions of the scatterers change
with time within the resolution cell. The use of short

revisiting times in not a solution, since slow terrain
motion (e.g. creeping) cannot be detected. Reflectivity
variations as a function of the incidence angle (i.e.
geometrical decorrelation) further limit the number of
image pairs suitable for interferometric applications,
unless this phenomenon is reduced due to the point-wise
character of the target (e.g. a comer reflector). In areas
affected by either kind of decorrelation, reflectivity
phase contributions are no longer compensated by
generating the interferogram (17), and possible phase
variations due to target motion cannot be highlighted
(2). Finally, atmospheric heterogeneity superimposes on
each SAR image an atmospheric phase screen (APS)
that can seriously compromise accurate deformation
monitoring (2, 12). Indeed, even considering areas
slightly affected by decorrelation, it may be extremely
difficult to discriminate displacement phase
contributions from the atmospheric signature, at least
using individual interferograms (2, 12, 21).

THE PERMANENT SCATTERERS TECHNIQUE

Atmospheric artefacts show a strong spatial correlation
within every single SAR acquisition (13-15), but are
uncorrelated in time. Conversely, target motion is
usually strongly correlated in time and can exhibit
different degrees of spatial correlation depending on the
phenomenon at hand (I 9) (e.g. subsidence due to water
pumping, deformation along seismic faults, localised
sliding areas, collapsing buildings, etc.). Atmospheric
effects can then be estimated and removed by
combining data from long time series of SAR images
(I 8, 19), as those in the ESA-ERS archive, gathering
data since late I991. In order to exploit all the available
images, and improve the accuracy of APS estimation,
only scatterers slightly affected by both temporal and
geometrical decorrelation should be selected (18, 19).
Phase stable point-wise targets, hereafter called
Permanent Scatterers (PS), can be detected on the basis
of a statistical analysis on the amplitudes of their
electromagnetic returns (18).
All available images are focused and co-registered on
the sampling grid of a unique master acquisition, which
should be selected keeping as low as possible the
dispersion of the normal baseline values. In order to
make comparable the amplitude returns relative to
different acquisitions, radiometric correction is carried

Proc. 3"1 International Svmposium. 'Retrieval of Bio- and Geophvsical Parametersjrom SAR Data for Land Applications'. Sheffield. UK.
I/-/./ September 2001 (ESA SP-./75. Januarv 2002)
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out through power normalisation. Then, amplitude data
are analysed on a pixel-by-pixel basis (without spatial
averaging) computing the so-called amplitude stability
index (18, 19), i. e. the ratio between the average
amplitude return relative to each individual pixel and its
standard deviation. The amplitude stability index lets
infer precious information about the expected phase
stability of the scattering barycentre of each sampling
cell (18). Simple thresholding (e.g. with a value of 2.5-
3) on the amplitude stability index allows the
identification of a sparse grid of Permanent Scatterers
Candidates (PSC), points that are expected having a PS
behaviour. (PSC are actually a small subset of the PS as
a whole, since the phase stability of many PS cannot be
inferred directly form the amplitude stability index).
Exploiting the Tandem pairs, a conventional InSAR
Digital Elevation Model can be reconstructed (1, 22). In
alternative an already available DEM can be re-sampled
on the master image grid.
Given N+1ERS-SAR data, N differential interferogram
can be generated with respect to the common master
acquisition. As already mentioned, since Permanent
Scatterers are not affected by decorrelation, all
interferograms, regardless of their normal and temporal
baseline can be involved in the PS processing.
The phase of interferogram i is:

4Jr
t/J; = T'r; +a; + n;+ <Propo-res 0)
where A, = 5.66 cm, "n is the possible target motion
(with respect to its position at the time of the master
acquisition), a; is the atmospheric phase contribution, n,
is the decorrelation noise ifltopo-res is the residual
topographic phase contribution due to inaccuracy in the
reference DEM.
Goal of the PS approach is the separation of these phase
terms. The basic idea is to work on the PSC grid
computing in each interferogram i the phase difference
iJ.</>;relative to pairs of PSC within a certain maximum
distance (e.g. 2 km).
In fact, since APS is strongly correlated in space, the
differential atmospheric phase contributions relative to
close PSC will be extremely low (for points less than 1
km apart cr1::,.a2 is usually lower than 0.1 rad' (14)).
The phase difference relative to close PSC is, therefore,
only slightly affected by APS.
Moreover, if both PSC, effectively exhibit PS behaviour
(i.e. are not affected by decorrelation), n, and,
consequently, &1; will show a very low variance as well.
Assuming the target motion is uniform in time (i. e.
constant rate deformation), the first term in (1) can be
written as (4n!A.)vT;, where vis the average deformation
rate along the ERS Line of Sight (LOS) and Ti is the
temporal baseline with respect to the master acquisition.
For a couple of PSC (1,2), respectively in positions
(n1,m1) and (n2,m2), the phase difference in each
interferogram i is:

where iJ.v1,2 and iJ.&1,2 are the differential LOS velocity
and the differential DEM inaccuracy relative to the PS
couple at hand. Bn,; is the normal baseline relative to
interferogram i and w1,2,; is the residual phase term,
gathering decorrelation noise, differential APS and
possible time non-uniform deformation.
Since N differential interferograms are available, for
each couple of PSC we are facing N equations in the
unknowns zlv1,2 and iJ.&1,2. Unfortunately the phase
values iJ.</>1,2,;are wrapped, and, therefore, the system is
non-linear. In fact, even if no deformation is occurring,
the differential residual topographic phase will often
exceed one phase cycle in large baseline interferograms
(e. g. for a 1200m baseline interferogram the ambiguity
height is around 7.5 m).
The unknowns can be estimated in a ML sense as the
position (iJ.v1,2,iJ.&1,2) of the peak in the periodogram of
the complex signal £!A«1•2·;J (which is actually available
on an irregular sampling grid in both dimensions
temporal and normal baseline, I; and Bn,;).
Of course this is feasible only as long as w1,2,; is low
enough.
As soon as iJ.v1,2 and iJ.&1,2 are available, the phase
differences iJ.</>;can be unwrapped correctly (of course
assuming lw1,2,;l<n). Integrating the unwrapped phase
differences relative to every couple of PSC, each
interferogram can be unwrapped in correspondence of
the sparse PSC grid.
Moreover iJ.v1,2 and iJ.&1,2 can be integrated as well
(assuming v = v0 and e = &o for a reference point),
obtaining v and e
The unwrapped atmospheric phase contribution relative
to each PSC can be obtained as the difference:

(3)

Of course, eventual time non-uniform deformation
phenomena with a spatial low-pass character analogous
to the one .of APS are, so far, wrongly interpreted as
atmospheric artefacts. The two phase contributions
exhibit, however, a different behaviour in time: APS is
uncorrelated whereas non-linear motion (NLM) is
usually strongly correlated.
Assuming a time decaying exponential correlation for
NLM, corrected with a 1 year periodic term (for
possible NLM seasonal effects), APS and time non­
uniform deformation can be separated at PSC, through
Wiener filtering along time dimension (taking account
of the irregular sampling in time, induced by missing
ERS acquisitions).
Due to the high spatial correlation of APS, even a sparse
grid of PSC enables to retrieve the atmospheric
components on the whole of the imaged area, provided
that the PS density is larger than 3-4 PS/km2 (14).
Kringing interpolation (23) allows optimum filtering
and re-sampling of APS on the regular SAR grid of ERS
differential interferograms.
Even though precise state vectors are available for ERS
satellites (24), the impact of orbit indeterminations on
the interferograms cannot be neglected (19). Estimated



APS is actually the sum of two contributions:
atmospheric effects and orbital fringes due to baseline
errors (19). However, the latter correspond to low-order
phase polynomials and do not change the low­
wavenumber character of the signal to be estimated on
the sparse PS grid.
Differential interferograms are compensated for the
retrieved APS (actually APS + orbit indetermination
phase term), and the same v,& estimation step,
previously carried out only at PSC and on phase
differences, can now be performed working on APS
corrected interferograms on a pixel-by-pixel basis,
identifying all Permanent Scatterers.
Of course, a sufficient number of images should be
available (usually at least 25-30), in order to properly
identify PSC and correctly estimate Livu and L1&1,2.
At the PS, sub-metre elevation accuracy (due to the
wide dispersion of the incidence angles available,
usually ± 70 millidegrees with respect to the reference
orbit) and millimetric terrain motion detection (due to
the high phase coherence of PS) can be achieved, once
APSs are estimated and removed (18, 19). In particular,
the relative target LOS velocity can be estimated with
unprecedented accuracy (sometimes even better than 0.1
mm/yr., exploiting the long time span on very stable
PS). The higher the accuracy of measurements, the more
reliable the differentiation between models of the
deformation process under study (20), a key issue for
risk assessment.
Final results of the multi-interferogram Permanent
Scatterers approach are (18, 19):
• Map of the PS identified in the image and their co­

ordinates: latitude, longitude and precise elevation
(accuracy on elevation better than lm);

• Average LOS deformation rate of every PS
(accuracy between 1 and 0.1 mm/yr., depending on
the number of available interferograms and on the
phase stability of each single PS);

• Displacement time series showing the relative (i.e.
with respect to a selected unique reference image)
LOS position of PS in correspondence of each SAR
acquisition. Time series identify therefore the LOS
motion component of PS as a function of time
(accuracy on single measurements usually ranging
from 1to 3 mm).

As in all differential interferometry applications, results
are computed with respect to a reference point of known
elevation and motion.

RESULTS

In Fig. 1 is displayed a perspective view of the LOS
velocity field estimated exploiting 55 ERS acquisitions
from 1992 to 1999 over Southern California. More than
500,000 PS were identified, with an average density of
as many as 150 PS/km2. The reference point, supposed
motionless, was chosen at Downey (in the centre of the
test site, 20 km SE of downtown Los Angeles), referring
to the data of a permanent GPS station of the Southern
California Integrated GPSNetwork (SCIGN) (25).
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Apart from subsidence phenomena due to oil and gas
extraction (26) and water pumping (19), clearly visible
in the picture, local maxima of the velocity field
gradient are strongly correlated to the map of known
active faults in the area (27). The position of hanging
walls can be inferred very precisely whenever a high
density of accurate measurements is available (Fig. 2).
In particular, the velocity field shows local abrupt
variations that correlate well with blind thrust faults (28,
29), that is, shallow-dipping reverse faults that (i)
terminate before reaching the surface, (ii) exhibit
millimetric yearly slip rates and (iii) are difficult to
locate and map before occurrence of co-seismic
displacements along them. Identification and monitoring
of blind thrusts faults is therefore a crucial challenge for
reliable seismic risk assessment. The velocity field
mapped in Fig. 1 shows a local gradient near central Los
Angeles in very good agreement with the estimated
location and slip-rate of the so-called Elysian Park blind
thrust fault (28). Further velocity field discontinuities
have been identified in the area where recently was
claimed the identification of the Puente Hills blind
thrust (29).
The comparison with displacement time series relative
to eleven GPS stations of the SCIGN (25, 30) (Table 1
and Fig. 3), gathering data since at least 1996 (for a
reliable estimation of target velocity), highlights good
agreement and allows to appreciate the main
differences: the PS technique shows about one order of
magnitude better accuracy than static GPS, and allows
for much higher spatial sampling (hundreds of
benchmarks per square kilometre, revisited every 35
days). However, SAR displacement data are not 3D, and
the temporal resolution of GPS and spaceborne SAR are
not comparable: this calls for a synergistic use of SAR
data (world-wide, with monthly frequency) and GPS
data (where and when available). It is worth noting that
combination of SAR data relative to both ascending and
descending satellite overpasses improves significantly
the results nearly doubling the PS density, reducing the
time interval between two passes, and allowing the
retrieval of 2D displacement along both vertical and
east-west direction (with different accuracy values).
The sensitivity of SAR and GPS are complementary
each other to some extent. Indeed, SAR data are very
sensitive to the vertical motion of the target, whereas
GPS performs more poorly (20); on the other hand, ca.
north-south displacements (nearly orthogonal to the
range direction) can hardly be detected by means of
SAR data only. Moreover, SAR data accuracy, in
particular the low-wavenumber components of the
velocity field, decreases with the distance from the
reference point. Considering the Kolmogorov
turbulence model for atmospheric artefacts (13-15, 23+)
(with power 0.2 rad2 1 km apart from the GCP: heavy
turbulence conditions), the accuracy of target velocity
estimate (with respect to the reference point) is
theoretically better than 1mm/yr. within ca. 16 km from
the GCP, even assuming strongly unfavourable weather
conditions on every acquisition day. Therefore, if the PS
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Figure I Perspective view of the estimated velocity field in the direction of the ERS satellites Line-of-Sight, on an area ca. 60 x 60 km2 in the Los
Angeles basin. The system sensitivity to target displacements is expressed by the unitary vector (10): e=0.41, n=-0.09; u=0.91 (east, north, up) relative
to Downey, (25) approximately in the centre of the test site. Thus interferometric sensitivity is maximum for vertical displacements. The reference
digital elevation model was estimated directly from SAR data (22) and no a-priori information was used with exception of the co-ordinates of one
Ground Control Point. Vertical scale has been exaggerated for visualisation. The velocity field is superimposed on the incoherent average of all the
images, and values were saturated at ± 5 mm/yr. for visualisation purposes only. The reference point, marked in white and supposed motionless, was
chosen at Downey, where a permanent GPS station (DYHS) is run since June 1998 by SC!GN (25). Areas with low PS density are left uncoloured as
well as areas affected by strongly time non-uniform motion (e.g. the harbour of Long Beach (26)), since in this case the average deformation rate is not
a very significant index. Dashed lines denote known faults and suggested locations of blind thrust faults (27-29) Areas affected by subsidence due to
water pumpmg (Pomona (19)) and oil or gas withdrawal (26) can be identified immediately.
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Figure 2. (A) Estimated LOS velocity field across the Raymond fault. In order to minimise interpolation artefacts, data are reported in SAR co­
ordinates (range, azimuth) rather than in geographical co-ordinates. The sampling step is about 4 meters both in slant range and azimuth (ERS images
have been interpolated by a factor of two in range direction). PS density is very high (over 200 PS/km\ so that the estimated LOS velocity field looks
continuous. As in Fig. 1, velocity values are computed with respect to the reference point in Downey (25) supposed motionless.
(B) Close-up on cross section AA' Location and velocity of the PS have been highlighted and their density can be better appreciated. The relative
dispersion of the velocity values in the two areas separated by the fault is lower than 0.4 mm/yr.
(C) LOS displacement rates relative to the PS along section AA' The stepwise discontinuity of about 2 mm/yr. in the average deformation rate can be
identified easily and the hanging wall of the fault can be located with an accuracy ofa few tens of meters.
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Figure 3. (A) Comparison between JPL GPS time series (30), relative to the SClGN station LBCH at Long Beach (25), and the estimated
displacement of the PS nearest to the GPS receiver. On this station, poor agreement between the LOS velocity values estimated by the two systems was
found (see Table 1 for details) However, both time series trend similarly, showing centirnetric subsidence in 1998. The different signal-to-noise ratios
are mainly due to the operating frequencies of the two systems L-band for GPS and C-band for SAR.
(B) Close-up on the area hosting the permanent GPS receiver LBCH and the 800 closest PS. The colour of each PS benchmark indicates its average
LOS velocity (values are saturated to ±5 mm/yr. for visualisation purposes only).
(C) Same as in (A) for the SC!GN permanent GPS station WHCl (25, 30), located at Whittier College. The agreement SAR-GPS is extremely good.
(D) Same as in (B) for the area surrounding the GPS station WHCl (1000 PS available) Sharp subsidence phenomena in this area are due to oil
extraction at the Whittier oil field (26).
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Figure 4. (A) Location map of PS showing high correlation coefficients (>0. 7) between LOS displacement time series and air temperature records
synchronous to ERS acquisitions (31 ). Data are reported in SAR co-ordinates. All targets correspond to high reflectivity pixels.
(B) Comparison between the time series of the PS identified by the blue triangle in (A) and the temperature records properly scaled to fit the data (least
square error fitting adopting a simple linear model for thermal dilatation). The amplitude of the oscillation is about 1 cm, while the root mean square
error between expected and measured deformation is 1.5 mm. The maximum-mean temperature difference is ca. 1occ.
(C) Temperature records. Only minimum, mean and maximum temperatures detected at Hawthorne (Los Angeles) on ERS acquisuion days, (starting
from 1995) were available (31 ). The best match was found using mean values. All ERS images were acquired at 18:30 UTC ( 1030 local time)
(D) Same as in (B) for a Permanent Scatterer at the Dodger Stadium in Los Angeles.
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Table 1. Comparison between GPS and PS SAR average deformation rates along the ERS Line-of-Sight

Station ID Location GPS * SAR-b t A [mm/yr.] SAR-µ : SAR-cr : N§
[mm/yr.] [mm/yr.] [mm/yr.] [mm/yr.]

AZUl Azusa -0.21 0.38 0.59 1.46 0.89 14
BRAN Burbank -4.19 # 0.39 4.58 # 0.45 0.1 2
CITl Pasadena 2.12 2.01 -0.11 1.44 0.38 48
CLAR Claremont 6.27 4.91 -1.36 3.52 0.77 41
HOLP Hollydale -3.12 -2.53 0.59 -1.54 0.71 7
JPLM Pasadena 1.49 0.6 -0.89 0.65 0.66 49
LBCH Long Beach -10.48 # -2.29 8.19 # -3.29 0.65 7
LEEP Hollywood -0.37 0.25 0.62 -0.09 0.50 33
LONG Irwindale 4.58# 1.32 -3.26 # 0.31 0.51 18
USCl Los Angeles -4.41 -4.42 -0.01 -3.57 0.55 26
WHCl Whittier -2.99 -2.96 0.03 -3.08 0.41 9

* SCIGN GPS data processed at JPL (25, 30). The LOS projection of the common-mode regional term (-19.3 mm/yr.,
estimated exploiting JPL GPS solutions, provided in May 2000 (30)) has been removed from GPS rates.
t Best match among the N PS nearest to the estimated position of the GPS station. For CLAR, JPLM, LBCH and LEEP
stations (25), just the nearest PS has been considered.
i Mean and standard deviation of the velocity values of the N nearest PS. The dispersion value should not be confused
with the accuracy of the technique, since it strongly depends on the gradient of the velocity field, influenced by local
deformation phenomena like motion along active faults and subsidence in correspondence of oil fields.
§ Number of PS identified in a 100 m ray circle around the estimated position of the GPS receiver. Due to a lower PS
density, for CLAR and JPLM stations a 500 m ray circle was used, while for LEEP a 1500 m ray was needed.
# JPL GPS solutions are not consistent with GPS rates (available on the web) estimated at these stations by Scripps Orbit
and Permanent Array Center (SOPAC) (25, 32). Compensating for the LOS common mode term (-17.9 mm/yr, estimated
exploiting SOPAC deformation trends, May 2000), SOPAC rates along LOS direction are:
BRAN: -0.45 mm/yr.
LBCH: -2.60 mm/yr.
LONG: -0.36 mm/yr.
in much better agreement with PS SAR results.



density is high, and the target motion strongly correlated
in time, APS estimation and removal allow detecting
relative LOS displacements with accuracy up to 1 mm
on single acquisitions (equivalent to a phase shift of
only 13° at the operating frequency of the ERS-1/2
radar sensors).
Such accuracy is compatible with target displacements
never measured hitherto by means of spacebome radar
interferometry as, for instance, thermal dilation of
metallic-like targets. As a proof, Fig. 4 displays PS time
series in central Los Angeles versus air temperature
records synchronous to ERS acquisitions (31). Several
high-reflectivity targets have been detected, showing
sharp seasonal behaviour (Fig. 4) and providing a first
example of millimetric motion detection of individual
natural targets (not comer reflectors) in full-resolution
SAR interferograms, with no spatial smoothing.
Having demonstrated the sensitivity of the method, we
expect PS analysis to play a major role whenever
accurate geodetic measurements are needed (20),
especially in urban areas, where the building density
(related to the PS density) is widely sufficient for a
precise identification of the motion phase component.
This opens new possibilities for reliable risk assessment
and for monitoring hazardous areas, including
time/space monitoring of strain accommodation on
faults, subsiding areas and slope instability, as well as
precision stability check of single buildings and
infrastructures.
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ABSTRACT

In our hazard mapping methodology multi-temporal
SAR backscattering and multi-temporal coherence data
are considered. Process models are used to characterize
the targets before, during and/or after the hazard event.
Forward models describe the effect on the backscatter
and coherence data, allowing development of a strategy
and to specify the classification algorithm used.
Results presented for these different types of hazard
events are forest storm damage, flood, and avalanche
mapping. The temporal behavior of the backscattering
coefficient and the temporal behavior of the coherence
(determined from ERS tandem data) permitted detecting
the change, leading to a damage map. For the
investigated events, the presented methodology proved
to be robust and reliable. Careful radiometric
calibration, coregistration, gcolocalisation, and
estimation schemes were found to be important for the
quality of the results.

INTRODUCTION

Hazard mapping has become urgent due to increased
rate of natural disasters affecting human lives and
infrastructure, and the higher usage of risk areas by
human populations.
In hazard mapping the interest is mainly in the area of
damage assessment, both the extent and level of
damage. In many cases the level of the damage only
includes damaged versus intact areas. The assessment of
the damage is important for the evaluation of the event
and serves also as input for the characterization of risk
and planning of protection measures. Spaceborne SAR
data are well suited for this application due to their "all
weather", and day/night capability.
In recent years an increasing number of hazard events
occurred. In Switzerland, for example, immense damage
caused by a series of avalanches in February 1999, was
followed by flooding in spring and heavy storms in late
December. The assessment of the damage is not only
important for the evaluation of the event but serves also
as input to the characterization of the risk and for the
planning of protection measures. Satellite-based remote­
scnsing data have a high potential for the assessment of
damages after such catastrophes. Data acquisitions
during or after the event combined with archived data

(representing the condition before the event) allow in
many cases to map the change, which occurred. SAR
and InSAR data are particular useful for this purpose
because of the very high potential for change detection,
the large area coverage, the "all-weather" capability, and
the day/night access of the radar sensors.
In hazard mapping the interest is mainly pointed to the
assessment of the spatial extent and the level of the
damage (although in many cases the level of the damage
only includes damaged versus intact areas).
In a first step we define process models to describe
changes of the target due to the hazard. In a second step
a forward model is defined describing the effect on the
information layers. Finally, classification results arc
presented and discussed.

CHANGE DETECTION

Typical SAR parameters appropriate for change
detection are multi-temporal backscattering-coefficients
and coherence estimates. These parameters estimated
from SAR images acquired during or after the event arc
compared to reference data without damage.
Appropriate estimation schemes arc essential for the
successful application of the methodology and include
good relative and absolute calibration, accurate
coregistration of the information layers, filtering and
classification. Precise geocoding is necessary for multi­
sensor data fusion and also for an adequate presentation
of the data particularly to non-specialist users. The
processing chain was set up using GAMMA Software
[l].

PROCESS MODEL

In order to identify SAR and InSAR parameters well
suited for the hazard mapping, it is first necessary to
assess the effect of the hazard event. Table 1 describes
the state before and after the selected events forest storm
damage, flooding and avalanche. For the damage
mapping it is also important to consider the time frame
of the event. Forest storm damage and avalanches
happen in a short time but leave traces that can be
detected for a longer time. Flooding is a dynamic event
and leaves not necessarily traces that can be observed by
EO. Therefore the data availability during the event is
crucial.

Proc. 3"1 International Symposium, 'Retrieval of'Bio- and Geophysical Parameters from SAR Data for Land Applications', Sheffield, UK,
l l-14 September 2001 (ESA SP-475, January 2002)
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Table l:
Before hazard During/After hazard
Forest storm damage (Figure 1)
1) intact forest partially broken trees

partially uprooted trees
decreased canopy height
exposed lying trunks
ground visibility changed

Flood (Figure 2)
2) forest trees in water
3) farmland shallow water surface
4) urban area buildings, obstacles in water
Avalanche (Figure 3)
5) snow covered piles of compressed snow
area with rocks, trees and soil

Figure 1: Damaged forest near Treiten after storm
"Lothar" in January 1999.

Figure 2: The area of Bern Airport seen from the west.
Picture copyright by M. Imhof, Zimmerwald.

Figure 3: Avalanche cone. The handle of the Swiss
Army Knife is about 1Ocm long.

FORWARD MODEL

For the definition of the forward models, the effect of
the change (Table 1) on the information layers
backscattering coefficient cr0 and coherence y must be
investigated. This can be done using (simple) models or
reference datasets using a similar approach as [2] used
for land use classification (Table 3). For the investigated
cases even simple signature based rules were sufficient
(Table 2, Figure s 4-6). Table 2 shows the general rules
determined from the processes in Table l.

Table 2
Change

Forest storm damaee
1) intact forest . 0y increase, c

uncertain
Flood
2) forest O·o increase
3) farmland cr0 decrease, y
4) urban area decrease

O·o increase
Avalanche cone
5) snow covered area O·o increase

Forest can be discriminated from non-forest by its low
coherence [2]. Storm damaged forest has more stable
scatterers and less volume scattering, therefore the
coherence is higher than for the intact forest [3].
Figure 5 shows that cr0 for open water is significantly
lower than for any other land type. However, rough
water has a much higher cr0. The classification depends
therefore on the meteorological conditions. Multi
temporal data can help to improve the classification and
give additionally insight in the flood dynamics. The
coherence for water is generally low.



Figure 6 shows cr0 for various snow types. It is shown
that cr0 depends on the wetness but also strongly on the
surface roughness. The backscattering coefficient of
rough wet snow is significantly larger (>5dB) than for
smooth wet snow. Figure 7 shows the cr0 values obtained
from an ERS SAR scene for different areas. It shows the
same significant high backscattering for the avalanche
cone. The "snow free" signatures can not be compared
because in Figure 7 it's the signature of a meadow while
in Figure 6 it's the signature of stone and rock.

Table 3: Classification scheme as ro osed b [2]
landuse class y <<J0> Licr0 texture

[dB] [dB]
urban > 0.4 > -7.0 > o.o > 1.0
layover < 0.2 > -2.0 < 2.0
water < 0.2 < -15.0 > 2.0

geom. change < 0.3 > 2.0
die!. change > 0.3 > 2.0

sparse vegetation > 0.6 < 2.0
med. vegetation 0.35-0.6 < 2.0

forest < 0.35 < -2.0 < 2.0

Ao [dB]

0

coherent intensity change
(freezing, drying)

incoherent change
(water, farming)

coherent intensity change
(thawing, moisture increase)

random dislocation
(dense canopy, forest)

no change
(sparse canop~ y

incoherent change
(waler. farming)-3

Figure 4: Degree of coherence and backscatter intensity
change for different types of temporal change.
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RESULTS

Forest storm damage

For the test site Treiten, Switzerland, ERS tandem data
of 26/27 Nov 1995 (before the storm) and 9/10 Jan 2000
(after) were used. Figure 8 shows a Dynamic Coherence
Product, increasing coherence is shown in the red
channel, the averaged backscattering coefficient before
the storm in green, and the coherence before the storm
in blue. In this representation intact forests appear in
green, agricultural fields in blue, and forest damage in
orange. Some orange spots can also be found in non­
forested areas. But this is not a problem as usually it is
known from an available conventional forest map or a
remote sensing based landuse map where the forest
stands are.

Figure 8 (left) 9 (right). Dynamic coherence Product
(left) and air photo (right) of storm damaged forest in
Treiten.

•Damage

Forest

+·1000 0 1000 ••••••.•

Figure I0. ERS interferometry based forest damage map
of Treiten.

The Dynamic Coherence Product clearly shows the
heavy damage of the forest, which is confirmed by the
air photo of the forest after the storm (Figure 9). Figure
10 shows the ERS interferometry based forest damage
map of Treiten. The damage classification is solely
based on the coherence increase. A quality assessment
of different remote sensing methods investigating the
Lothar damages was done in France. The dynamic

coherence method turned out to be the most accurate
classification approach. The accuracy for areas with
more than 50% damage was 89% [6].

Flooding

Bern Airport Switzerland is situated between the river
Aare and the river Gi.irbe. In spring 1999 heavy rains
combined with increased snowmelt runoff due to the
century-high snowfalls in winter 199811999 lead to
heavy floods in several parts of Switzerland. On May 15
the airport Bern-Belpmoos had to be closed. It remained
closed until May 25. In Figure 11 a SAR RGB
composite (red: 21Apr1999, green: 26 Mai 1999, blue:
26 Mai 1999) is shown.

~~~;\'.,:
-~~"'~..,,:~

Figure 11 (left) 12 (right). RGB composite (left) and
flood map (right) of the airport of Bern. The flood map
is provided by the Tiefbauamt of the Canton of Bern,
Switzerland.

Figure 13:Flood layer (blue) obtained from ERS data
combined with the geographic map of the area. Grid size
is 1 km.

The red channel represents the situation before the
flood, while the blue and green channel shows the
situation at the end of the flood. Figure 12 shows the
flood map of the authorities. The colors indicate the
maximum water depth (yellow < 20cm, blue 20-50 cm,
orange 50-100 cm, brown I00-200 cm, black> 200 cm).
The red areas in the RGB correspond well to areas that
were flooded. It is shown that the areas close to the



airport are not flooded anymore. The flooded area in the
knee of the river is not indicated in the RGB. This area
is forested. Figure 13 shows the flood map of Mai 25.
The classification is based on multi-temporal cr0. The
result is in good agreement with the official flood map
and the topography. Again, the flooded forest is not
classified as flooded area.

Avalanches

In February 1999 a high number of avalanches occurred
in Switzerland due to the large amount of new snow.
Figure 14 shows a RGB composite (red: 22 Jan 1999,
green: 26 Feb 1999, blue: 24 Sep 1999) of the
backscattering coefficient of the Ulrichen area,
Switzerland. From the forward model we expect high
backscattering of the avalanches. In the RGB they
should show up in green. Indeed, several avalanche
cones can well be identified in the RGB. Figure 15
shows an air photo of the encircled avalanche in Figure
14. Even the fine structures of the cone are visible in the
RGB. At the Swiss Federal Institute for Snow and
Avalanche Research (SLF) the avalanche cones were
mapped. Figure 16 shows the map of this avalanche
debris.

Figure 14 (left) 15 (right). RGB composite of Ulrichen
(left) and air photo of the Ulrichen Avalanche (right).
The air photo is property of the SLF.

CONCLUSIONS

In this paper we have shown that SAR and InSAR are
powerful tools to map risk and hazard damages. The
temporal behavior of the backscattering coefficient and
the coherence turned out to be valuable information
layers.
For the investigated events, the methodology proved to
be robust and reliable. It is our expectation that it is also
applicable for other risk and hazard types.
The quality of the product depends on the quality of the
calibration, the coregistration of the information
channels and the geolocalisation.
Hazard mapping depends heavily on data availability
and reliability. Future systems with beam steering
possibilities will allow a more timely coverage, leading
to a much better data availability and lower reaction
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time. However, in the near future there will be no
tandem mission, and therefore no I -day coherence. This
is a serious drawback, especially for forest applications.

_,,1F·.·}:.i".''

Figure 16. Avalanche map of the Ulrichen Avalanche.
CopyrightSLF,Davos.
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ABSTRACT

The incidence and spread of vector-borne
infectious diseases are increasing concerns in
many parts of the world. Earth observation
techniques provide a recognised means for
monitoring and mapping disease risk as well as
correlating environmental indicators with various
disease vectors. Because the areas most
impacted by vector-borne disease are remote and
not easily monitored using traditional, labour
intensive survey techniques, high spatial and
temporal coverage provided by spacebome
sensors allows for the investigation of large areas
in a timely manner. However, since the majority
of infectious diseases occur in tropical areas, one
of the main barriers to earth observation
techniques is persistent cloud-cover.

Synthetic Aperture Radar (SAR) technology
offers a solution to this problem by providing all­
weather, day and night imaging capability.
Based on SAR's sensitivity to target moisture
conditions, sensors such as RADARSAT-1 can
be readily used to map wetland and swampy
areas that are conducive to functioning as aquatic
larval habitats. Irrigation patterns, deforestation
practises and the effects of local flooding can be
monitored using SAR imagery, and related to
potential disease vector abundance and proximity
to populated areas.

This paper discusses the contribution of C-band
radar remote sensing technology to monitoring
and mapping malaria. Preliminary results using
RADARSAT-1 for identifying areas of high
mosquito (Anopheles gambiae s.l.) abundance
along the Kenya coast will be discussed. The
authors consider the potential of RADARSAT-1
data based on SAR sensor characteristics and the
preliminary results obtained. Further potential of
spaceborne SAR data for monitoring vector-

borne disease is discussed with respect to future
advanced SAR sensors such as RADARSAT-2.

INTRODUCTION

Remote sensing is widely used in natural
resource applications such as agriculture,
forestry, geology, hydrology and ice/oceans.
However, significantly less research has been
done using satellite remote sensing in the social
sciences or public health. In recent years,
several scientists have considered the
applicability of remote sensing in conjunction
with Geographic Information Systems (GIS) for
monitoring human health, with varying levels of
success. For the most part, it has been found that
space-borne remotely sensed data can provide
the spatial resolution and coverage needed to
assess disease risk (specifically malaria) in a
given area, and that GIS provides a useful tool
for image analysis (Bryceson, 1989; Wood et al,
1991, 1994; Pope et al, 1992;Conner et al, 1997;
Thomson et al, 1997, 2000; Hay et al, 1997,
1998,2000; Beck et al, 2000).

Several issues need to be addressed, however,
including the need for a multi-disciplinary
approach, and the need for an effective tool with
characteristics suitable for disease habitat
identification. The need for a multi-disciplinary
approach when considering the use of geomatics
technology to human health applications is clear
(Wood et al, 1993; Mayer, 1983). A combined
effort from remote sensing scientists,
geographers, and epidemiologists is required in
order to make efficient use of satellite imagery
for medical purposes. This study combines the
expertise of researchers in all these fields, in
order to assess the applicability of SAR remote
sensing for monitoring malaria in coastal Kenya.

Proc. 3"1 lntrrnational Sy111f1osiu111. 'Retrieval ojBio and Geophvsical Parameters [rom SAR Dilla [or Land Applications '. Sheffield. UK.
I 1-/.I Septrmber 200/ (ESA SP-./75. Lanuarv 2002)
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A further limitation noted in much of the past
research done using remote sensing for disease
monitoring is the problem of cloud cover. Since
most of the vector-borne diseases in question are
prevalent in tropical areas, there is a high
incidence of cloud cover, which results in limited
imaging opportunities with optical sensors such
as Landsat TM. The obvious solution to this
problem is the use of radar data. However, there
has been little research done on the use of SAR
remote sensing technology for monitoring and
mapping disease risk, likely due to the
complexity associated with SAR image
interpretation and usability. This paper wtH
addresses this concern and considers the needs of
the user community in order to facilitate the use
of SAR remote sensing, specifically
RADARSAT-1, for monitoring vector-borne
disease risk.

RADARSAT-1

Launched in November 1995, RADARSAT-1 is
a Canadian initiative involving the Canadian
Space Agency (CSA) and private industry. The
RADARSAT-1 spacecraft carries a C-band
Synthetic Aperture Radar (SAR) sensor that
transmits and receives horizontally polarised
(HH) microwave signals to image the earth both
day and night. The chosen frequency of
RADARSAT-1 (5.3 GHz) can penetrate clouds
and haze, increasing the temporal coverage
significantly over optical sensors. RADARSAT-

1 technology has been proven useful for
monitoring many of the Earth's natural resources
and environmental changes, including land
applications related to hydrology, agriculture,
and land use mapping.

RADARSAT-1 has the unique ability to steer its
variable mode radar beam over a wide area. The
flexible swath width (50-500 km), spatial
resolution (8-100 m), and incidence angle (10-60
degrees) provides users with many data options
which can be suited to a variety of applications
(see Table 1 for RADARSAT-1 operating beam
mode specifications). When selecting remotely
sensed data, users must consider the trade-off
between spatial coverage and spatial resolution.
RADARSAT's wide area swaths provide
excellent regional coverage (up to 500 km) with
a coarse spatial resolution, while detailed studies
may be carried out using fine resolution data
with a swath coverage of 50 km.

RADARSAT-1 operates in a sun-synchronous
polar orbit at an altitude of approximately 798
km, providing complete global coverage on a
regular and timely basis. The ground track of the
satellite is repeated every 24 days, however the
steerable beam capability and wide swath
coverage allows for most regions on the Earth to
be imaged more frequently. High latitudes
(north of 70°) may be imaged on a daily basis, as
is done in the Canadian Arctic regions, while
areas closer to the equator can achieve repeat
coverage every 3-6 days.

Mode Approxhnam Approximare Approximate Appmximare
Incidence AngJe SwatkWidtk Resolution: 1 Looks2

[degrees] [km) Rgx Az [m) [Rg xAz)

Standard 20-49 100 25 x28 1x 4
Wide 20-39 150 25 x28 1x 4

Exrended Low 10-23 170 40 x28 l x 4
Extended High 50-60 75 20 x28 1 x 4

Fine 37-48 50 10 x 9 1x 1
ScanSARWide 20-49 500 lOOxlOO 4x 2

ScanSARNarmw 20-40 300 50 x50 2x2
1Ground resolutiDnvaries in nnge, 2Range and proce5\90rdependent

Table I: Characteristics of RADARSAT-1 operating beam modes



SAR and VECTOR-BORNE DISEASE
MONITORING

As mentioned, there have been few published
results on the applicability of SAR imagery
specifically for disease monitoring, particularly
using recent spaceborne SAR sensors. Pope
(1992) considered the use of a high-resolution
airborne three-band polarimetric radar system
(ERIM I NADC P-3 SAR) for the identification
of central Kenyan Rift Valley Fever vector
habitats. This work concluded that airborne
SAR imagery is useful for detecting flooded
areas that can be related to active vector habitat
sites of the Kenyan Rift Valley Fever virus. In
particular, Pope notes the advantage SAR's 'all­
weather capability' and sensitivity to moisture as
major advantages.

There have been several published concerns that
may account for the limited use of SAR imagery
for health applications. In particular, the
complexity of SAR imagery is associated with
difficult image interpretation and information
extraction (Hay et al, 2000). With this, a steep
learning curve is often required in order to
understand what is seen in a SAR image, as
opposed to the more inherent interpretation of
optical images. In addition, in the past, there has
been a lack of well-calibrated SAR data, which
limits confidence in results obtained from SAR
data. RADARSAT-1, however provides fully
calibrated data in all operating beam modes so
that the user is not faced with this challenge. A
final noted challenge relates to topography
problems unique to SAR images, as well as
inherent image speckle. These are valid
concerns based on historical use of SAR data,
which has for the most part been airborne.
However, current commercial image processing
software packages are available to deal with
unique SAR characteristics, such as speckle
interference and topographic effects. Although
many of these packages require significantly
more effort to facilitate accurate analysis,
increasingly user-friendly packages are being
developed as the availability and use of
commercial SAR data increases with sensors
such as RADARSAT, ERS, JERS and
ENVISAT. Some of the advantages of
spaceborne SAR imaging for disease monitoring
are the capability for long-term monitoring,
regional coverage, and near-real time data access
capabilities. Additionally, interpretability of
areas of flooded vegetation is likely easier with
SAR, as opposed to optical remote sensing.
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PROPOSED METHODOLOGY

The methodology of using SAR data for disease
monitoring is similar to that used with optical
remote sensing in recent years. With well­
calibrated, multi-temporal RADARSAT-1
imagery, a geo-referenced, co-registered dataset
may be used for image classification. Advanced
intelligence-based classification routines such as
object-oriented algorithms are most suitable for
SAR data, since an assumption of normal data
distribution can pose a problem with common
routines such as parameterised supervised
classifications. The availability and usability of
advanced classification algorithms is increasing
with the development of advanced classification
software packages, which are designed to
contend with some of the inherent challenges of
SAR data. For this research, eCognition
software was used to apply an object-oriented
segmentation routine to the SAR data.

Based on SAR's sensitivity to vegetation
structure and surface moisture conditions,
ecological variables relating to vector breeding
grounds may be readily identified with a
classified SAR image. The land cover parcels
associated with the disease vector under
investigation may then be correlated with ground
data of vector abundance. With this, areas of
high vector abundance are tagged as high to low
risk, depending on proximity to areas populated
by the vectors host (e.g. human hosts for malaria
carrying mosquito vectors). The use of GIS for
cluster analysis and buffer zone generation
around host areas can serve as a tool to produce
disease risk maps, and will be investigated by the
authors in future research.

CASE STUDY: COASTAL KENYA

Preliminary research was conducted over a 30-
site area on the coast of Kenya. The area covers
three main districts: Kwale, Kilifi and Malindi.
The full study site is home to two-thirds of the
rural population of coastal Kenya, where malaria
is a severe health concern. The environment
consists of forest, savanna, mangrove swamps
and wetland vegetation. Agriculture plantations
(mainly coconut, sisal and cashews) are also
found along the coast. The ground elevation
ranges from sea level to approximately 400
metres above sea-level (ASL) and there are
several small rivers that flow from the highlands
to the Indian Ocean. The water bodies in the
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area fluctuate in size depending on the seasonal
rainfall, with rainy seasons typically occurring in
May/June and October/November.

Figure 1 provides a map of the study area, with
ground truth sites identified. During December
1997, Anopheles gambiae mosquito abundance
data was collected for these 30 sites in the study
area. This information was correlated with the
land cover classification obtained from the
RADARSAT imagery in order to assess the
usefulness of SAR for identifying areas of
potentially high mosquito abundance.

RADARSAT-1 Standard mode beam 7 data was
collected over the study area in March 1999 and
March 200I. These data have an approximate
spatial resolution of 25 metres, swath width of
100 kilometres, and incident angle range of 45°-
490. These data were collected from the
RADARSAT data archive and were the only data
collected over the area in the past five years.
Future data acquisitions will be carried out
during the rainy season in the area, and
compared with more timely ground truth
collection. For the purposes of this study, the
1999 and 2001 data were used as input to the
image classification. Figure 2 shows the original
RADARSAT-1 (1999 and 2001) images
analysed in this research.

KENYA

SITE KEY:

Figure 1: Coastal Kenya Study Area

Mombasa, Kenya
RADARSAT-1 Standard 7

Ascending Pass

1999-03-20 2001-03·09

Figure 2: RADARSAT-1 Standard 7 images
of the study area along Kenya coast.

A new tool, eCognition software, was used to
perform the image classification. Using a
segmentation routine to extract homogenous
areas in the image, the classification algorithm
then classified segments based on user input
ground training sites. The following general land
cover classes were identified: Forest (type I and
2), grassland, agriculture, wetland, populated and
water, using a minimum of 12 training sites per
class. Input image layers for the classification
included original images for each date, mean
filtered (7 by 7) and homogeneity texture images
(7 by 7). These input layers were found to
provide the best classification results.

The resulting classifications clearly identified
wetland areas around the town of Mombasa, and
the many streams that drain into the Indian
Ocean. Coconut plantations are identified in
Kilifi and Kwale districts, as well as the Shimba
hills (forest type 1: indigenous species).
Mangrove forests (forest type 2) near the coast
are also identified. Throughout the center of the
study area, the Kaya-Bombo forest was classified
correctly as forest type 2. Also, sisal plantations
are classified as agriculture in the center of the



area, along the coast. The Arabuko forest is
identified in the north and mainly consists of
indigenous tree species. Small wetland patches
are identified throughout the scene.

Mosquito collections done six times in each of
the 30 sites during the first year (l 997-1998)
revealed significant temporal variation, with
most of the mosquitoes being collected in one 2-
month period. By overlaying the mosquito
abundance data, it was found that areas of high
Anopheles mosquito abundance closely
corresponded to wetland classified areas, as well
as grassland and forest type 2, for both 1999 and
2001. Moderately high abundance areas were
found to correspond with grassland and forest
type l areas. Areas of low mosquito abundance
mainly corresponded with agriculture areas.
Wet land classes around water bodies were
clearly identified, and are likely to correspond to
areas of high mosquito abundance.

Quantitative accuracy assessment was difficult to
conduct due to lack of ground truth information
for test sites. Qualitative assessment shows
obvious classification confusion found between
wetland and urban areas, due to the high degree
of corner reflection occurring with both targets.
Forest type 2 and agriculture areas were also
confused in some areas, due to similar
backscatter properties. Differences in moisture
levels between 1999 and 200 I were seen, with
clearly wetter conditions occurring in 2001.

The preliminary research described here will be
further developed using more extensive, time
series data sets. Current bi-weekly ground data
collection is being carried out (including
mosquito larvae abundance, habitat size, pH,
vegetation cover, nutrient levels, rainfall, etc.)
and concurrent RADARSAT-1 data will be
collected for late 200 I, during the rainy season.
In order to perform useful accuracy assessments
of the resulting classifications, increased number
of training and test sites will be identified.

Continued research will analyse classifications
obtained from RADARSAT-1 data using a GIS
in order to associate areas of potentially high
mosquito abundance with proximity to populated
areas. With this, areas of high malaria risk may
be readily identified. The potential is significant
for the application of SAR data to become
automated and perhaps a web-based tool. Health
officials, decision-makers and policy analysts all
over the world could use timely and accurate
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disease risk map information in order to organize
and implement effective disease control and
mitigation strategies.

DISCUSSION

The successes of RADARSAT-1 will be further
developed with the launch of RADARSAT-2 in
2003. RADARSAT-2 will provide all imaging
modes of RADARSAT-1, as well as some new
modes that incorporate significant innovations
and improvements. Hence, the satellite will offer
data continuity to RADARSAT-1 users and new
data that will support development of improved
and new applications. The new capabilities
associated with RADARSAT-2 will allow for
high-resolution imaging (up to 3 metres), right
and left-looking geometry and fully polarimetric
remote sensing. The selective look direction
option will increase imaging revisit time and
allow for increased temporal resolution to better
provide near-real time imagery for disease
outbreak monitoring. High spatial resolution
(3m.) data will allow for local analysis of small
area larval habitats that persist through long dry
seasons. Polarimetric data will provide increased
information content useful for improved land
cover classifications with single-date imagery.

One of the main advancements with
RADARSAT-2 will be its capability for multiple
and fully polarimetric imaging. Although the
scientific community has not had much
opportunity to explore the possibilities of space­
borne polarimetry, several studies using airborne
multi-polarized SAR have concluded that
classification accuracy is higher as compared to
single linearly polarized data (Foody et al., 1994;
Lee et al., 1994; Schmullius et al., 1997).
Although C-band, HH polarization is optimal for
monitoring environments where vector breeding
is likely to occur (e.g. wetlands), increased
information content with multi and fully
polarimetric data will facilitate accurate land
cover mapping (Ambrosia et al., 1989; Pultz et
al., 1991).
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ABSTRACT

In this paper the potential of L-Band repeat-pass
differential SAR interferometry for land subsidence
monitoring is evaluated using JERS SAR data. Bologna,
Mexico City and the Ruhrgebiet were selected as
application sites representing slow to fast deformation
velocities. The investigation includes feasibility aspects
as the data availability, the temporal decorrelation over
different landcover classes and the range of useful
spatial baselines, an analysis of the achieved
deformation accuracy and considerations on the
complementarity to ERS SAR interferometry and
levelling surveys.

In spite of the rather limited data availability, land
subsidence maps could be generated for the three
selected application sites. Unlike with ERS C-Band
SAR data, JERS L-Band interferometry permitted to
retrieve subsidence values also over vegetated areas and
forest when using interferograms of less than one year
acquisition time interval and short baseline. In addition,
the longer L-Band wavelength was found to be superior
in the case of large deformation gradients that lead to
phase unwrapping problems in C-Band interferometry.

I. INTRODUCTION

Land subsidence monitoring with differential SAR
interferometry using data of the European Remote
Sensing Satellites ERS-1 and ERS-2 has reached
operational readiness. Land subsidence maps were
generated in numerous cases for different surface
deformation velocities and extents [1]. In several cases,
the subsidence maps were validated with levelling
surveys indicating a very high accuracy. This does not
mean that all subsidence mapping problems are solved
with SAR interferometry, though, but rather that the
technique has a very good potential, that it reached
some robustness, and that our understanding is
sufficient to more easily evaluate its potential for new
cases, i.e. to decide on the strategy to use, to assess the
feasibility, to assess the expected processing effort and
data costs, and to indicate an accuracy. In spite of this, it
is important to keep in mind the limitations of the
technique. In most cases it was not possible, for
example, to generate a subsidence map with complete
coverage due to temporal decorrelation for certain
surface types. In addition, a quantitative interpretation
of the interferometric phase was not possible in the case

of high fringe rates resulting from large displacement
gradients, due to phase unwrapping problems.

These limitations are closely related to the C-Band
frequency (5.3 GHz, 5.7 cm wavelength) of the ERS
SAR. Especially lower frequencies are very promising
to avoid some of these problems. The use of L-Band
SAR (1.3 GHz, 23.5 cm wavelength) is attractive for
land subsidence mapping because of the expected lower
temporal decorrelation over vegetated areas and of the
larger wavelength permitting to better analyze large
deformations. Therefore, it allows to achieve a more
complete spatial coverage with displacement
information.

In this paper the potential of L-Band repeat-pass
differential SAR interferometry for land subsidence
monitoring is evaluated using SAR data of the Japanese
Earth Resources Satellite JERS-1. The selected
application sites of Mexico City, Bologna and the
Ruhrgebiet are characterized by different displacement
velocities, extents of the subsiding area and landuse
covers. In addition, for these sites subsidence maps
derived from ERS SAR data and levelling surveys are
available for comparison and validation.

II. MEXICO CITY (MEXICO)

Mexico City (Fig. 1) is built on highly compressible
clays and by reason of strong groundwater extraction a
total subsidence of more than nine meters has been
observed over the last century. Two independent ERS
SAR differential interferograms in ascending and
descending modes, both with an acquisition time
interval of 139 days, were used to derive a subsidence
map for the time period December 1995 to May 1996 in
[2]. Consistent results were found with the two
interferograms and their results averaged (Fig. 2). The
observed maximum subsidence velocity was larger than
40 cm/year. The coverage with subsidence information
derived from ERS SAR interferometry is limited to the
urban area with missing information near the Texcoco
Lake and to the South in the Chalco Plain.

JERS SAR data suitable to map land subsidence in
Mexico City were also found in the archive, but SAR
processing with far-range extension [3] had to be
performed in order to enlarge the coverage to the west
of the city. A SAR image acquired on 17 March 1994
and five other images acquired every 44 days between 3

Proc. 3'd International Symposium, 'Retrieval of' Bio- and Geophysical Parametersfrom SAR Data for Land Applications', Sheffield, UK,
l /-14 September 2001 (ESA SP-475, January 2002)
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April 1996 and 26 September 1996 permitted to
compute a series of interferograms with acquisition time
intervals between 44 and 924 days and perpendicular
baselines between 222 and 3689 m. For baselines larger
than around 2000 m we found complete decorrelation.
For baselines between around 1000 and 2000 m the
phase signal is visible but noisy. For baselines smaller
than around 1000 m high coherence is observed.

Two interferograms acquired between March 1994 and
September 1996 and three interferograms between April
1996 and September 1996, all with baselines shorter
than 1026 m, were selected for further analysis. The
topographic phase component was estimated based on a
DEM derived from an ERS-112 Tandem pair. For the
geometric referencing between the JERS and ERS data,
terrain corrected geocoding with a global DEM and a
fine registration using an intensity cross-correlation
method [4] were used. The terrain flattened
interferograms were unwrapped and stacking of the two
interferograms acquired between March 1994 and
September 1996 and of the three interferograms
acquired between April 1996 and September 1996 was
applied to combine the individual results into single
maps with reduced errors.

The coverage with subsidence information derived from
the interferograms with 2 years acquisition time interval
(Fig. 3) is restricted to the urban area and is similar to
that obtained with ERS SAR data. L-Band SAR
interferometry for acquisition time intervals of less than
176 days (Fig. 4), on the other hand, permitted to extend
the coverage with subsidence information to vegetated
areas. The spatial coverage with subsidence information
of Fig. 4 is mainly limited by the area where the ERS
Tandem pair used to derive the DEM could be
unwrapped. The L-Band interferograms ofless than 176
days acquisition time interval could be unwrapped
without any particular difficulty, whereas for the ERS
SAR interferograms with acquisition time intervals of
139 days and the JERS SAR interferograms with 2
years time interval the fringe rate was in some areas
very high and hard to be resolved. The mosaic of
combined ERS and JERS results (Fig. 5) gives an
impressive overview of the subsidence in Mexico City
in 1996, with settlements of more than 50 cm/year in
some areas. This result is also in general agreement with
two levelling surveys performed in 1994 and 1996 (Fig.
6). However, with SAR interferometry a larger area
could be monitored at low cost.

III. BOLOGNA (ITALY)

At Bologna, Italy, (Fig. 7) land subsidence is caused by
ground-water exploitation for industrial, domestic and
agricultural uses [5]. Maximum subsidence velocities of

6 to 8 cm/year were observed with precision levelling
surveys during the time period 1987-1991 (Fig. 10).
Using the interferogram stacking technique we
produced a subsidence map for the time period 1992-
1993 (Fig. 8) based on six ERS SAR scenes [6]. The
subsidence information derived from ERS SAR
interferograms of around one year acquisition time
interval is restricted to built-up areas. A phase
unwrapping algorithm for sparse data [7] was used to
retrieve subsidence values also for the suburbs of
Bologna and the neighboring small towns. However, in
comparison to levelling surveys, the spatial coverage
with subsidence data outside Bologna is incomplete.

Limited data availability strongly restricted the selection
of JERS SAR data to map subsidence at Bologna. Only
four scenes were acquired by JERS over Bologna,
between 24 July 1993 and 14 April 1994, and only two
interferograms with perpendicular baselines of less than
2000 m showed coherence. The two interferograms
have acquisition time intervals of 88 and 264 days.
Considering that subsidence in Bologna does not exceed
8 cm/year, we expect large errors from the analysis of
these data. However, these data were further processed
in order to investigate the coherence over non-urban
areas. An external DEM with a pixel size of around 200
m x 200 m was used for terrain corrected geocoding and
removal of the topographic phase component.

The results of the JERS SAR differential interferometric
analysis (Fig. 9) confirm the higher correlation of L­
Band interferometry in comparison to C-Band one. The
subsidence signal in Fig. 9 is affected by large-scale
errors due to the estimation of the baseline and
atmospheric artifacts. Nevertheless, a general similarity
to the results of the levelling surveys performed in 1987
and 1991 (Fig. 10) is still visible. A more complete
validation with levelling data was not performed,
because of the unsatisfactory JERS SAR data
availability. More pairs with longer acquisition time
intervals and short baselines would be required for an
improved analysis at this site with relatively low
deformation rates of a few cm/year.

IV. RUHRGEBIET (GERMANY)

Coal mmmg in the German Ruhrgebiet causes
significant surface movement [8]. Due to legal
requirements the mining company Deutsche Steinkohle
AG (DSK) is obliged to assess the environmental
impact of the excavations. Surface movement caused by
mining is a very dynamic process with high spatial and
temporal variability. For mining areas with high
subsidence velocities, ERS interferometric pairs with
acquisition time intervals of only one or a few 35 day
repeat cycles are most appropriate [9].



Fig. 1. Mexico City: ERS SAR backscattering coefficient. The
image width is about 20 km.

Fig. 3. Mexico City: Subsidence rates in m/year derived from
2 JERS pairs between March 1994 and September 1996.

Fig. 5. Mexico City: Combined ERS and JERS subsidence
rates in m/year for 1996.
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Fig. 2. Mexico City: Subsidence rates in m/year derived from
2 ERS pairs between December 1995 and May 1996.

Fig. 4. Mexico City: Subsidence rates in m/year derived from
3 JERS pairs between April 1996 and September 1996.

Fig. 6. Mexico City: Subsidence rates in cm/year derived from
leveling surveys in 1994 and 1996 (courtesy Dr. Vega).
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Fig. 7. Bologna: JERS SAR backscattering coefficient.
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Fig. 9. Bologna: Subsidence rates in m/year derived from 2
JERS pairs between July 1993 and April 1994.

An example for a 70 days interferogram is shown in Fig
12. For non-urbanized areas (see Fig. 11), the ERS
phase signal is noisy, but a clear subsidence signal can
be identified in the urban area in the Southwest corner.
Also shown are mining informations, with yellow boxes
indicating the mining activity up to the first acquisition
date and cyan boxes the mining works up to the second
acquisition date. A major difficulty in the quantitative
interpretation of the ERS interferograms was the phase
unwrapping of the high fringe rates over ongoing
excavation. Up to displacements of about 6 to 8 cm in

671 882 593 71)4

Easting (km)

Fig. 8. Bologna: Subsidence rates in m/year derived from 6
ERS pairs between May 1992 and July 1993.

Fig. 10. Map of the vertical ground movements (in cm) from
two levelling surveys in 1983 and 1987 in Bologna [5].

the observation period reliable estimations were
obtained. Higher deformation rates were not accurately
caught resulting in a significant underestimation for
settlements between 10 and 30 cm [8].

Also for the Ruhrgebiet JERS SAR data selection was
strongly restricted by the few acquisitions found in the
archive. Only 7 scenes, permitting to compute 5
interferograms with baselines shorter than 2000 m and
acquisition time intervals of less than 132 days, are
available. The JERS SAR data analysis for the



Ruhrgebiet is still ongoing and here we report only on
interferograms with topographic and displacement
phase terms not yet separated from each other. Far­
range extension was applied to enlarge the study area
and improve the coverage of active mining areas.

In the interferogram shown in Fig. 13, with a
perpendicular baseline of 502 m and an acquisition time
interval of 88 days, the coherence is high even for
forests, resulting in a significantly increased spatial
coverage with subsidence information in comparison to
ERS SAR interferometry. For agricultural areas more
decorrelation is observed. Three clear subsidence
signals appear in the interferogram at positions where
mining was ongoing. In all three cases the displacement
causes only a phase difference of one fringe or less
because of the reduced sensitivity of the long L-band
wavelength, which permits to easily unwrap the phase.
The analysis of the other interferograms showed, that (i)
the coherence over urban areas is high for baselines up
to 1500 m, (ii) the coherence over forest diminishes in
particular with increasing baseline, but for
interferograms of up to 1350 m it is still useful, (iii) the
coherence over agricultural fields diminishes with
increasing time interval from 44 days to 176 days. The
available data were not sufficient to study seasonal
effects. Future work will include the derivation of
deformation maps and a quantitative validation with
ground truth (mining information, subsidence data).

Fig. 11. Ruhrgebiet: Color composite of ERS Tandem
coherence (red), backscattering coefficient (green) and
temporal variability of the backscattering coefficient

(blue). The image width is about 10 km.
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Fig. 12. Ruhrgebiet: ERS interferograrn for the time
period 7 July 1996- 15 September :996 (-161 m, 70
days, ascending mode) with superimposed mining
information. Mining information courtesy DSK.

Fig. 13. JERS interferogram for 24 June 1996 - 20
September 1996 (502 rn, 88 days, descending mode).
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V. DISCUSSION

JERS SAR interferometry for land subsidence
monitoring was applied to Mexico City, Bologna and
the Ruhrgebiet. In spite of the limited data availability,
land subsidence maps for the three application sites
could be generated and validated with subsidence maps
derived from ERS SAR interferometry and levelling
surveys. Range extended SAR processing was applied
in some of the examples to cover areas of interest of up
to a few kilometers outside the normal swath.

It was demonstrated that L-Band interferograms of less
than one-year acquisition time interval allowed the
retrieval of subsidence values also for vegetated areas
and forest. It was also found that high deformation
gradients, which could not be resolved with ERS, can be
resolved with L-Band interferometry because of the
reduced sensitivity at the longer wavelength. Such high
gradients are, for example, often observed above active
mining. Based on this we conclude that L-Band
differential SAR interferometry is particularly well
suited for the measurement of large displacements(> 10
cm) and displacements in forested areas. This is
complementary to ERS differential SAR interferometry,
which is better suited for the measurement of slow
displacements in urban areas.

Future work will concentrate on the quantitative
validation of the displacements in the Ruhrgebiet with
ground truth and on the analysis of slow displacements
of few cm/year with the stacking of multiple
interferograms. In expectation of the L-Band PALSAR
system onboard the Japanese ALOS satellite scheduled
for a launch in 2003, we conclude that L-Band
differential SAR interferometry has a very high
potential for subsidence monitoring provided that data
are regularly acquired in a single interferometric mode
with small enough baselines.
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ABSTRACT

The two most reliable methods for extracting surface
topography from SAR image pairs are interferometry and
stereogrammetry. Although the high-resolution results
obtained by interferometry have been the main focus for
research into digital surface model (DSM) generation in
recent years, it has been shown that the use of a lower­
resolution DSM, obtained in this study by processing a
SAR stereo pair, can aid in the generation of an interfer­
ometric DSM. In addition, height information for areas
where the interferometric technique fails is often availa­
ble in a stereogrammetrically-derived DSM. Because of
the increasing availability of stereoscopic and interfero­
metric coverage generated by air- and spacebome sensors
in the near future, the combination of radargrammetric
stereo SAR with interferometry is becoming more feasi­
ble.

This paper describes the extraction of high-resolution
topographical information from SAR imagery, using ste­
reogrammetry based on multiresolution wavelet-match­
ing. The data were obtained by a single airborne sensor
over a test site in Switzerland. The resulting stereogram­
metric DSMs are compared to an existing interferometric
DSM. The limits of the stereoscopic technique are further
investigated through simulation of the radar backscatter
using a reference digital elevation model (DEM) and
nominal backscatter values mapped from the DEM into
radar geometry. Sources of possible geometric errors in
the stereo DSMs are studied.

It is concluded that using a multiresolution stereo
matching approach combined with good sensor position­
ing information makes automatic generation of a high­
quality DSM possible. The latter can subsequently be
used to improve the accuracy of a high-resolution In­
SAR-derived height map.

INTRODUCTION

Extracting surface height information from SAR-am­
plitude stereo pairs dates back to work done in the 1960s,
pioneered by La Prade [1], and is described in detail by
Leber! [2]. Computing technology has only more recently
made it possible to automate the process digitally. Satel­
lites such as ENVISA T-1 and RADARSA T-1 are quickly
increasing the availability of near-simultaneous stereo
SAR and lnSAR data. This has caused a recent surge of

interest in height-extraction techniques based on the fu­
sion of stereo and lnSAR (for examples, see [3] and [4]).

The motivation for pursuing the integration of stereo
within an lnSAR framework is to overcome the weak­
nesses inherent in the latter method, namely:

Ground control points (GCPs) are required for inter­
ferometric phase calibration; the stereo matching
algorithm used here is fully automatic.

InSAR topography estimation requires a delicate
phase-unwrapping step, which can be greatly aided
by an existing low-frequency DSM such as may be
provided by stereogrammetry.

Areas of low coherence in interferograms, especially
due to temporal decorrelation during multi-pass
lnSAR or vegetation presence, are topographically
unresolvable or provide unsatisfactory height esti­
mates at best. This is not a problem inherent to stereo
SAR.

Stereogrammetry relies on image matching, which
does not always provide accurate parallax estimation in
areas with few features. However, with a coarse-to-fine
matching implementation using wavelets, which are by
their nature sensitive to phenomena at multiple scales,
even homogeneous image regions can be properly
matched as long as they are bounded by recognisable fea­
tures or textures, and do not dominate the image. The
SNR of the disparity field over these regions can be im­
proved by an adaptive smoothing process during coarse­
to-fine matching, at the cost of poorer resolution in the fi­
nal product.

Therefore, although a stereo DSM will not provide
nearly the height resolution of an InSAR DSM, InSAR
processing can benefit from the availability of stereo.

The scope of this paper does not extend beyond stereo
processing. The Remote Sensing Laboratories at the Uni­
versity of Zurich has many years of experience in InSAR
processing and topography estimation, and the necessary
software and know-how is available. However, the im­
plementation of a stereo processing chain is a recent ad­
dition, and its fine-tuning is still under way. Its
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subsequent merging with the existing InSAR processor is
expected to be a relatively smooth process.

STEREO SAR PROCESSING

The processing chain consists of the following steps:

SAR focusing with motion compensation

Choice of image pair suitable for stereogrammetry

Speckle reduction

Coarse mapping of slave into master geometry

Coarse radiometric adjustment of slave with respect
to the master radiometry

Disparity field (parallax) estimation

Height map generation and geocoding

Fundamental requirements for achieving the theoreti­
cal resolution of the system are the availability of high
precision DGPS and high frequency attitude data of the
platform, the precise measurement of the antenna posi­
tions with respect to the GPS system, knowledge of exact
time synchronization and range delay, and the considera­
tion of all related geodetic and cartographic transforms.

Based on the post-processed real platform positions
collected by the navigation system, an ideal flight path is
generated. Motion displacements in range and azimuth
direction as well as velocity variations with respect to
these ideal flight paths are then calculated. Successively,
the motion instabilities of the platform are corrected, be­
fore the SAR focusing step.

The stereogrammetric processing consists of the dis­
parity estimation, or matching, and its subsequent con­
version to heights in a map geometry through one of two
paths: simplified analytic calculation of a slant-range
height map and its conversion to map geometry, or direct
estimation of map heights by numerically solving the
range-Doppler equations for the stereo geometry.

DISPARITY FIELD ESTIMATION

The image matching problem has been studied actively
for the last 20 years by researchers in fields such as com­
puter vision, medicine, biology, and remote sensing be­
cause of the need to correlate images that vary slightly
from one to the next, either spatially or temporally. The
matching algorithms described in the literature can be
roughly classified as being area- or gray-level-based, fea­
ture-based [5], or hybrids. Their implementation within
multiresolution, or coarse-to-fine frameworks has led to
hybrid algorithms that now make stereo matching all the
more feasible.

The matching approach used during this work was first
outlined by H-P. Pan in 1996 [6], which he called uniform
full-information image matching. It depends on a wavelet
multiresolution decomposition of the image. A complex

discrete wavelet transform using Magarey-Kingsburys
wavelets [7] is calculated for the pair, which produces
lossless representations of the images on multiple resolu­
tion levels. At each level a new quarter-resolution ap­
proximation image is generated, as well as three detail
images of the same size, permitting lossless reconstruc­
tion of the image from the previous level. By minimising
the similarity distance for all homologous points at all
levels ofresolution beginning with the coarsest level, we
incrementally fine-tune the estimated disparities at each
finer level, eventually generating a disparity field for the
image pair at one quarter the original resolution. At each
level of matching, the disparity field is regularised to pro­
vide a global compromise between feature similarity and
disparity field continuity. This regularisation, described
for example in [8], was an improvement on the original
algorithm and reduced the signal-to-noise ratio of the
subsequent height reconstructions. This improved ver­
sion of the algorithm was found to be quite well adapted
to radar amplitude image pairs, as long as the slave image
was first transformed into the slant-range reference frame
of the master image before matching. This transformation
is necessary in order to remove the first-order geometric
differences between the two images arising from their
different look angles. The resulting disparity field de­
scribes the range differences between the two sensor po­
sitions and the pixel ground locations.

HEIGHT MAP GENERATION

For a given homologous pixel pair, the horizontal, or
range, component of the disparity field generated by the
matching process is a direct measurement of the differ­
ence in range from that point to each of the sensors. Giv­
en these range differences for all points, and given
accurate flight position and velocity information, the fol­
lowing four equations must be satisfied for each pair of
homologous points:

JP-s,J-1ri1 = o (1)

-2 cP-S,)(t>s) + f = o (2)T. IP-Sil di

JP-S2J- lt1I - 8r= 0 (3)

-2 cP-s2)(t>s) + f = 0 (4)T. IP-S2l d2

where: p ground point positions

1, 2 = master (1) and slave (2) antennas = antenna positions
~ = slant ranges P to Sr
~ = sensor velocities relative to Pv

id = Doppler frequencies
br = range differences (disparities)
A - radar wavelength



These equations are over-determined, but may be
solved numerically, taking into account the non-zero
squint for each sensor. The solution of the four equations
for the case of a non-zero squint geometry yields a height
for each homologous pair in an Earth-centred global car­
tesian reference system [9]. This geo-referenced height
field is then transformed into a Swiss map geometry to al­
low comparison with other available height models.

SAR SYSTEM AND DATA

This airborne InSAR system was designed and manu­
factured at Aero-Sensing Radarsysteme GmbH. The
characteristics of the AeS-1 SAR system during acquisi­
tion of the data used in this study are shown in Table 1.

Frequency [GHz] 9.6

Polarisation HH

Bandwidth [MHz] 400

Swath width [km] 2.2

Incidence angle [deg] 45

PRF [Hz] 10320

Radiometric resolution [dB] 1.8-1.0

Positioning DGPS and IMU

Table 1:SAR system parameters

In particular the following features of this InSAR sys­
tem have to be considered:

The maximum selectable system bandwidth allows a
ground range resolution of better than 0.5 meters.

The platform is equipped with integrated real time
Differential Global Positioning System (DGPS) and
an Inertial Motion Unit (IMU). This provides
extremely accurate positioning information of the
platform.

The AeS-1 InSAR data of the site 'Kiittigkofen', in
northwestern Switzerland (47.2°N, 7.5°E), were acquired
on April 24th, 1999using a range bandwidth of 400MHz
and 2.2 km swath width. The site is located between the
cities ofSolothurn and Berne and covers an area of about
6 km2. The area was chosen according to the following
criteria:

Terrain ranging from flat to hilly with height differ­
ences of up to 150 meters and several different ter­
rain features and ground cover types.

Digital land registry data of 1:5000 scale (grid size
1m) available.
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Digital surface model (DSM) data, collected on July
1st 1999,having a grid size of 1m and height resolu­
tion ofO.lm available.

RESULTS AND DISCUSSION

The height model used to validate the results was ob­
tained using the DoSAR airborne InSAR system from
Dornier (for a description of this system and DSMgener­
ation using it, refer to [1O]).Figure 1 shows the DoSAR
height model for the Kiittigkofen test site.

450

Fig. 1. The DoSAR digital surface model [m]

The high quality of the DoSAR model was established
by comparing it at various locations to ground control
points (GCPs) with precisely-known positions. Table 1
summarises the statistics for 169GCPs distributed across
the entire DoSAR scene.

Number of points used 169

Total area covered [km2] 210

Mean height difference [m] -0.040

Mean absolute height differ- 0.795
ence [m]

Standard deviation [m] 1.044

Table 2: Validation of the DoSAR DSM using GCPs
distributed over the entire scene

It was found that the multiresolution matching ap­
proach, implemented in MATLAB, was well-adapted to
the SAR image pair used during this study. Even without
speckle reduction (using a 5x5 Frost filter), the matches
found by the algorithm resulted in accuracies of one pixel
or better over most of the image. This was verified by us­
ing the estimated disparity field to resample the slave im­
age and comparing the result to the master image. It was
possible to compare the pixel positions of bright corner
reflectors in both scenes manually, and in all cases an ac-
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curacy of one pixel or less was noted. Figure 2 shows the
master, resampled slave, and the difference between
them for a part of the Kuttigkofen scene. The almost per­
fect absence of bright pixels in the difference indicates a
good correspondence was found between the master and
slave images. It is important to note that because of radi­
ometric differences between the two input images arising

Original right image

Resampled left image

Difference

Fig. 2. Master image, resampled slave, and their
difference (8-bit grayscale levels)

from the different view geometries and speckle, even a
perfect match - which is defined purely geometrically as
a vector field - does not result in a resampled slave that
exactly matches the master radiometrically. In this sense
it is more convincing to manually compare image posi­
tions of individual homologous pixel pairs.

In order to evaluate the performance of the height re­
construction process given a disparity field under con­
trolled conditions, a radiometric SAR image simulator,
described in [11],was used to create a stereopair with ge­
ometric properties identical to those of the real pair. The

DoSAR DSM was used to generate the simulations. As
can be seen in Figure 3, the most obvious difference be­
tween a real and simulated image is the lack of informa­
tion in areas where the backscatter depends on the surface
characteristics. This is to be expected, since the DoSAR
DSM contains no information about the landcover. In
spite of this, the matching algorithm was observed to
work nearly perfectly even in image areas with few fea­
tures or textural variations.

Real image

Simulated image

Fig. 3. Real image and simulation of the same scene

The resulting disparity field for the simulated pair was
then used to geocode the scene into Swissmap geometry,
by solving Equations (1) through (4) as described earlier.
Figure 4 shows the resulting height map. The differences
between it and the DoSAR reference are shown in
Figure 5; the error statistics are summarised in Table 3.

The equivalent results for the DSM obtained using the
real image pair are shown in Figure 6, Figure 7, and Table
4.
The most striking features of both Figures 5 and 7 is

that the heights of the three forest stands visible in the im­
ages are consistently underestimated, and the radar shad­
ow regions are overestimated.
The radar shadows above the northern edges of these

regions are assigned heights much greater than the
ground level over which they lie. This is to be expected,
since the shadows 'appear' to stem directly from the
northern edges of the forest stands, resulting in a parallax
between the shadow regions equal to the parallax be­
tween the stand northern tree edges themselves. In this
sense, the heights erroneously assigned to the shadows



will approximate the stand heights along their northern
edges.

450 590

Fig. 4. DSM obtained using the simulated pair [m]
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Fig. S. Height error for the simulated pair (m)

Mean height error [m] -2.7

Standard deviation [m] 18.3

Points with< Sm error[%] S6.l

Points with <20m error[%) 86.1

Points with <SOmerror[%] 94.0

Table 3: Error statistics for DSM obtained from the
simulated pair

More surprising is the consistent height underestima­
tion of the forest stands and relatively large amount of
noise, even in the simulation reconstruction. It can only
be concluded that a geometric error is present in the cur­
rent geocoding process. This is supported by the follow­
ing facts:

The matching has been shown to be accurate to one
pixel or less.

The same flight path and motion information used to

lSS

simulate the stereo pair was used during geocoding.

The motion and Doppler centroid data corresponding
to the motion-compensated amplitude pair have been
verified as being correct to within one pixel.

450 590

Fig. 6. DSM obtained using the real pair [m]

30

-30 -20 -10 10 20 30

Fig. 7. Height error for the real pair [m]

Mean height error [m] -6.9

Standard deviation 23.1

Points with< Sm error[%] 4S.6

Points with <20m error [%] 86.4

Points with <SOmerror[%] 9S.2

Table 4: Error statistics for the DSM obtained from the
real pair

Based on this information, and in light of the results, it
is clear that the DSMs obtained are not yet of the quality
that should be obtainable with the available data.

This conclusion is reinforced by Figure 8. The general
trend of height underestimation in proportion to true
height is clearly visible, and is indicated by a linear least­
squares fit. The vertical arm-like structures springing
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from the central region are due to random noise about
fixed height levels such as the ground, shadow effects,
and random height estimation errors near the image edg­
es.
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Fig. 8. Height error versus DoSAR height for the DSM
obtained from the real pair, with least-squares-fit line

CONCLUSIONS AND OUTLOOK

The central requirements for obtaining a DSM of a res­
olution near the theoretical limits of the system using ste­
reogrammetry have been met. Given a pair of SAR
amplitude images suitable for stereogrammetry, these
are:

the ability to find the correspondence between the
two images that brings one into alignment with the
other (stereo matching)

the availability of accurate positioning information
for the sensor over both scenes

These conditions are the most difficult to satisfy in the
context of stereo SAR processing in general. Therefore,
it can be stated that the stereo processing problem has ef­
fectively been solved. The matching and geocoding are
possible without GCPs, and provide height estimates for
all image locations. It is expected that the geometric error
observed in the results so far will quickly be rectified, and
subsequent work will focus on the integration of the ster­
eo processing chain into the already-existing InSAR
framework.
The radiometric simulations will be made more realis­

tic by implementing a landcover-dependent backscatter
mechanism. This will fill in the homogeneous regions
visible in the current simulated images with radiometric
variations closely linked to the type of landcover (soil,
crops, etc.), based on backscatter statistics for the land­
cover types encountered.
By adjusting the stereo baseline in the simulations, it

will be possible to determine to what extent the acquisi-

tion geometry plays a role in the quality of the resulting
stereogrammetric height map.
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ABSTRACT -- This work presents a first qualitative and
quantitative comparison of fully polarimetric SAR data at
L- and P-band with respect to surface parameter
estimation. The potential combination of these two
frequencies to obtain more robust estimates and/or to
extend the validity range of the inversion algorithms is
investigated using experimental data acquired by DLR's
airborne SAR system and simultaneously collected ground
measurements used for the validation of the inversion
results. The main problems of using lower frequencies are
critical discussed and suggestions are made in order to
resolve them.

INTRODUCTION

Investigations concerning surface parameter
estimation from SAR data have been addressed firstly
for single frequency and single polarisation data mainly
due to the restricted operation mode of the early SAR
systems. However. the technical development of SAR
sensors enabled the operation at dual or multiple
frequencies and/or polarisations making such data
available to the remote sensing community. This
triggered the development of more robust surface
parameter inversion algorithms with a broader validity
range. The proposed approaches concerning either
single frequency (X- , C- or L-hand) fully polarimctric
data [I]. [2]. [3] or dual/multiple frequency [4]. [5] dual
polarisation configurations. From these investigations.
the combination of C- and L-band [6] for the retrieval of
surface parameters from hare surfaces, especially for the
estimation of the surface RMS height, correlation length
and fractal dimension, appears to be a promising one.
Other investigations proposes the com hination of L- and
P-hand data to measure subcanopy soil moisture.

In this work, the potential of estimating surface
parameters, as volumetric soil moisture and surface
roughness. over bare agricultural fields using L- and P­
band fully polarimctric data is investigated. Due to the
fact that roughness affects the scattering process in
terms of k, (k = 2rr/"Aand s is the surface RMS height)
i.e. scaled hy the wavelength, the combination of two or
more frequencies promises the coverage of a wider class
of natural surfaces and more rohust estimates. However,
changing the wavelength may imply also a change of
the physical properties of the scattering process. This
can affect the applicability of the inversion algorithms.

Thus, this study is trying to answer the following
questions:

+ Arc lower frequencies. as P-hand suitahle for
surface parameters estimation ?

+ Docs the change of frequency influences the
observed scattering mechanisms '?

+ Is the combination of L- and P-band a
prorrnsmg one, with regards to surface
parameters estimation '?

In the following the suitability of combining L- and P­
hand with respect to surface parameters estimation is
discussed based on first qualitative and quantitative
experimental results.

2 EXPERIMENT AL DATA

The test site Alling is located in Southern Germany
and is predominantly covered with agricultural fields. In
the frame of the Surface PAramcter Retrieval
Collaboration (SPARC) project, DLR's experimental
airborne E-SAR system acquired, in March and July
2000, fully polarimctric data of the test site at L-band
( 1.3 GHz) and P-band (450 MHz). see Figure I.
Simultaneously ground measurements of volumetric
moisture content and surface roughness were collected
over different bare and vegetated agricultural fields. The
volumetric moisture content measurements were
performed using stick cylinders and TOR. Surface
roughness s and surface correlation lengths I was
measured using scaled hoards and a laser profilometcr
[7] in two directions: perpendicular (PPF) and parallel
to the flight direction (PAF). The measurements arc
summarised in Fig. 2. The results presented in the
following arc obtained from the data collected in March
2000.
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Figure 2. Ground measured plot: surface roughness ks -
surface correlation length kl, using scaled board method.

3 INVERSION MODEL CONDITIONS

As concluded in previous studies [3], L-band with a
wavelength of about 23 cm is an eligible frequency for
the estimation of surface parameters. The much longer
P-band wavelength of about 63 cm leads to a
significantly different backscattering behaviour
compared with L-band - with important implications on
the applicability range of surface parameter inversion
algorithms. Concerning surface parameters inversion the
most effective range lies for the surface roughness
between 0.3 << ks < < I. It corresponds to a surface
RMS height variation about 1 << s [cm] << 4 at L-band,
while the corresponding range at P-band is about 3 << s
[cm] << 11. The combination of these two frequencies
covers a significant wider range of natural bare surface
conditions.

In order to answer the posed questions, in the first
step the performance of P-band is investigated.
Therefore, two sets of applicability conditions used to
identify "pure" surface scattering regions have been
employed. The first one is used mainly from empirical
and/or semi empirical inversion algorithms based on
polarimetric scattering amplitudes ratios [1], [2]

IHHlllVVI
I HV I I wv I

< l and ( 1)

< 0.079

The first condition accounts for a Bragg-like scattering
behaviour while the second one ensures the exclusion of
mainly vegetation covered areas. The results of the
combined conditions, shown in Fig. 3, for the L-band
data and in Fig. 5 P-band data. The disappointing small
amount of valid areas obtained at P-band results mainly
due to application of the second validity condition.

The second one relies on second order polarimetric
scattering entropy and alpha-angle which are obtained
from the eigenvector decomposition of the polarimetric
coherency matrix [T] [3].

Scattering Entropy (2)0 > H > 0.5

Mean a-Angle 0 >a> 43°

Also here the same tendency with a very small amount
of valid areas at P-band is observed. In contrary, L-band
indicates the highest amount of valid areas which are
clearly distinguished by the field borders. A visual
comparison makes clear that the validity restrictions in
terms of the statistical polarimetric scattering
parameters are much more severe than the ones for the
scattering amplitude ratios, leading to a significant
smaller amount of valuable areas. However, the
comparison with the collected ground-information
verifies the correctness of these criteria in terms of
determining pure surface scatterers.

Two possible reasons can be accounted for: the first
is the influence of the system noise and the second is
the change of surface scattering characteristics due to
the high penetration capability into the ground, with
changing wavelength from L- to P-band. Both critical
points are investigated in the following.

4 REMOVAL OF ADDITIVE NOISE

The backscattering from bare fields is much weaker
in P-band than in L-band (due to the about three times
lower ks values) and reaches even for rough surfaces
very fast values about -30 [dB]. Such values are close to
the system noise floor, and consequently affected by
noise. Additive noise leads on the one hand side to
biased estimates for the amplitude ratios of Eq. I. On
the other hand, it leads to an overestimation of the
eigenvalues of [T] and consequently to an
overestimation of the scattering entropy and an
underestimation of the scattering anisotropy.
Conventional polarimetric speckle filtering - which
accounts mainly for multiplicative noise - is not
sufficient enough in order to remove this additive noise
level from the data. Therefore, a novel noise filtering
approach, based on the variation of the <HVVH*>
correlation has been developed and applied on the data
[8].
The proposed method for the removal of additive

noise - as thermal or system noise - is based on the
correlation between the two acquired cross-polarised
channels. The measured scattering matrix - after
calibration - consists of the underlying scattering matrix
[S] affected by an additive noise matrix [NJ

nHV] (3)
nvv

The additive noise term is modelled as a zero-mean
Gaussian white noise process with noise power N [9]

and (nun:n) = 0 (4)



For monostatic SAR systems and reciprocal scatterers
SH,.= Sm and thus - in the absence of noise - SHv and Sm
are completely correlated. As the two cross channels are
measured independently by the SAR system they arc
affected by different realisations of the noise process
which reduces their correlation. With decreasing SNR,
the correlation between the SH\' and Sv11 channels
decreases allowing an assessment of the noise level.

Consequently, the presence of additive noise makes
the tree dimensional scattering backscattering problem a
four dimensional one. Addressing the four-dimensional

Pauli-scattering vector k~

SHH+Svv +(nHfl +nvr-)
SHH-Svv + (nHH -nvv)

SHv +SVH +(nHv +nm)
i(SHv -Sm +(nm +nm))

[k:J= ~ (5)

the 4x4 coherency matrix [T] is formed and is by
definition hermitian PSD

(6)

The diagonalisation of ITJ according to

(7)

leads to the 4-dimcnsional diagonal form

Ai +N
0
0
0

0
A.2 +N

0
0

0
0

Ai+ N
0

0
0
0
N

(8)

In the absence of noise, [T4] is in general (for distributed
scatterers) of rank 3, and has only three non-zero
eigenvalues. However, the presence of noise makes [TJ
to be of rank 4 with four non-zero eigenvalues where
the fourth (minimum) eigenvalue coresponds to the
noise power of the noise subspace of [TJ, i.e. A4 = N. In
this sense, the noise filtering is performed by subtracting
N from the first three eigenvalues of [J\4]. The obtained
eigenvalues can be either directly used for the
estimation of the polarimetric entropy, anisotropy and
alpha angle, or be transformed back into the a "filtered"
cohererency matrix [TJ - according to Eq. (7).
Figs. 4 and 6 show the valid regions obtained after

applying the additive noise filtering for the L- and P­
band data sets. The significant improvement in terms of
applicability of the scattering models makes clear the
strong influence of additive noise. As expected, the
effect of noise is especially critical at P-band, but, even
with a weaker impact, noise effects are present also at
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L-band. However, for the P-band data the valid regions
arc even after filtering disappointing small.

Our two interpretations for this arc a remaining noise
level which cannot be sufficiently removed or, what
seems much more evident, the change of frequency
implies the change of scattering mechanisms.

5 SURFACE ROUGHNESS ESTIMATION

The inversion algorithms used in this study, are
based on the second order statistics of surface scatterers
and considering only the estimation of one surface
parameters the surface roughness. The correlation
coefficient between different polarisations has been
observed to correlate with dielectric constant and/or rms
height measurements.

One of the first investigations has been made by [5]

using the circular polarisation coefficient IrLLRR I·
relating it to the ground measured RMS height and
obtaining a high correlation. Since this parameter
depends only on the surface roughness and is insensitive
to the azimuth topographic tilt, it is robust to perform
quantitative surface roughness estimates [11],[12]. The
circular polarisation coefficient is defined as:

( 12)

More recently the polarimetric scattering anisotropy
obtained from the eigcn-decomposition of the coherency
matrix indicated to have a sensitive estimate for the
surface roughness. The anisotropy can be interpreted as

a generalised rotation invariant expression for IrLLRRI,
in case where the coherency matrix is diagonal. The
anisotropy, A, is defined as the relation between the
second and third eigenvalue:

(13)

Both parameters, IrLLRR I and A, arc by definition

normalised between 0 and 1 and indicating a nearly
linear relationship to the surface roughness

I - IrLLRR I= ks = 1 - A ( 14)

The anisotropy is by definition characterised by low
values and is therefore a very 'noisy' parameter
[I OJ[ 12]. The amplitudes of the secondary scattering
mechanisms, expressed by the second and third
eigenvalues may be in comparison very small, down to
-25 [dB] or even less. As this is close to the system
noise floor, A is strongly affected by noise effects. After
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applying the additive filtering and performing A the
influence is reduced.

In Figs. 7 - I0 the surface roughness maps estimated
from the anisotropy and from the LLRR circular
coherence for L- and P-band are presented. For both
approaches it can be assert that fields which appear
rough at L-band appear smooth at P-band. It is
encouraging that at least on the valid fields the two
frequencies lead to equivalent results.

The quantitative comparison between the ground
measured and estimated surface roughness values is
presented in Figs 10 - 12. The results obtained from the
L-band by using the anisotropy values are plotted in Fig.
11. The obtained estimates from both methods are in
general overestimated, where the LLRR circular
coherence leads to a smaller RMS error of about 0.18
while the surface roughness values obtained by using
the anisotropy show a RMS error of 0.46.
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Figure 11: Measured (perpendicular PPF, and parallel
PAF to the flight direction) versus estimated surface ks
values obtained at L-band from anisotropy, and LLRR
circular coherence.

The estimates obtained from P-band are also
overestimated but with a significant smaller rms error -
compared to the L-band estimates - of about 0.19 for
the anisotropy and about 0.11 for the LLRR circular
coherence (Fig. 12).

Considering now the estimation of surface roughness
without taking the frequency into account than the
estimates made with L-band indicates a better
performance with smaller RMS errors than the estimates
made with P-band (Fig. 13).

Eventually, the comparison of the inverted surface
roughness values at L- and P-band over commonly valid
areas lead to a wider range of surface roughness
estimates indicating the potential of combining these
two frequencies in order to obtain better parameter
estimates. Additionally, the valid regions at P-band
include also vegetated areas, which are not covered by
the validity regions at L-band indicating the potential of
P-band for extracting surface parameters even at the
presence of vegetation.
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Figure 12: Measured (perpendicular PPF, and parallel
PAF to the flight direction) versus estimated surface ks
values obtained at L-band from anisotropy, and LLRR
circular coherence.
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s obtained form the LLRR circular coherence for
perpendicular, PPF, and parallel, PAF, estimates to the
flight direction.

6 CONCLUSIONS AND DISCUSSION

The presented early results of using two frequency
fully polarimetric data for surface parameter estimation
makes the effect of low backscattering from agricultural
areas at lower frequencies clear.

Especially at P-band, two effects leading to
inaccurate estimates. The first one is the influence of
system noise and the second is the change of scattering
mechanisms. For the reduction of system noise effects
an effective additive filtering method has been
proposed. The removal of noise effects increases
significantly the amount of valid areas for surface
parameter estimation. Even at L-band noise effects are
present albeit with a weaker impact. The second effect
appears much more severe, as the change of scattering
mechanism requires a new concept which accounts for
volume scattering over bare fields, which is in particular
needed for the soil moisture estimation. Volume
scattering, caused by the penetration into the soil can be
accounted for a vertical soil moisture retrieval.
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The prorrusmg results are the conformity of the
inverted roughness values obtained individually from
the two frequencies as well as the indication that P-band
may allow the estimation of surface roughness at the
presence of low vegetation. Based on this, we can state
that P-band, with regards to the remaining fields, is
suitable for surface parameter estimation.
Concerning the estimation of surface roughness two

methods has been chosen which presented different
estimation accuracy. The LLRR circular coherence
seems to be more robust as the Anisotropy. The reasons
is that A has by definition low values which makes it
more sensitive to additive noise and is limited by a
smaller dynamic range as the LLRR circular coherence.
Therefore is the RMS error for ks obtained form the
LLRR circular coherence smaller than obtained from the
Anisotropy.
Even if taking the higher RMS error for surface

roughness estimation with P-band into account, it can be
stated, that for the remaining fields a combination of
this two frequencies covers a wider range of natural
rough surface conditions appearing on different
cultivated agricultural fields.
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ABSTRACT

We propose that in the restricted circumstances of an
arid playa it should be possible to infer the rates of
evaporation of groundwater using radar backscatter
measurements. To test this we use an empirically
derived relationship between backscatter and surface
roughness and a model of how surface roughness
changes with a continuous process of halite crystal
efflorescence. From these we calculate the volume of
groundwater that must have evaporated to produce that
roughening effect. The method is illustrated with data
from the ERS-1 SAR sensor that imaged the Chott el
Djerid play a in southern Tunisia during 1992-93. The
playa surface is flat and lacks vegetation. The
backscatter generally rises over the playa during the
summer months and is reduced abruptly by the onset of
winter rains as the halite crust formed by evaporation
dissolves. The method appears to be valid for the
summer months (March-October) on this playa.
Independent meteorological station measurements of
pan evaporation give evaporation rates lower than the
radar-derived rates by factors of 2-3. Shallow-level
recycling of sodium and chloride ions during
dissolution of the halite crusts by winter rains may
account for this disparity.

EVAPORATION ON PLAY AS

Playas are intracontinental basins with a negative
annual water balance (Rosen, 1994). Some playas have
lakes within them, often temporary (e.g. Bryant, 1999).
Some playas are supplied mainly by groundwater, and
it is the evaporation of this regionally discharging
groundwater that is the subject of our study.
Groundwater beneath playas rises a short distance (I Os
cm) to the surface by some mechanism, usually
ascribed to capillary pressure. At the water/air

boundary water vapour molecules escape upwards if
there is sufficient energy available. Diffusional
processes affect the movement and concentration of
water vapour in the air at and above the surface
(Shuttleworth, 1991 ). Wind aids the removal of water
vapour, reduces the vapour pressure gradient and helps
the evaporation process. On arid playas this process is
simplified by the absence of vegetation. The main
source of energy producing water vapour molecules is
solar irradiation. Hence evaporation is at a peak during
the summer daytime hours. The groundwater supplying
playas contains salts. These are largely dissolved
during passage of the water through salt-bearing strata
of the aquifer. For large playas connected to major
regional aquifers the solute content of the groundwater
may be constant, reflecting the buffering action of the
aquifer to temporal variations of water throughput.
During evaporation these salts are deposited. In arid
zone playas (< 200mm annual rainfall) with high
temperatures and rates of evaporation, the salts
deposited are dominated by gypsum (CaS04.2H20)
and halite (NaCl). It is the appearance specifically of
halite crystals at the surface of playas during
evaporation that gives us the signal that we can
measure remotely. It is the assumption, discussed later,
that the base supply of solute concentration from the
aquifer is constant that allows us to use the
measurements to infer evaporation rates.

RADAR BACKSCATTER FROM THE SURFACE
OF THE CHOTT EL DJERID

A series of fourteen ERS-1 SAR scenes were acquired
in 1992-93 over the large arid playa of the Chott el
Djerid in southern Tunisia (Wadge, 1993, Wadge et al.,
1994).
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Fig. I. ERS-1 SAR backscatter coefficients versus
field measurements of the standard deviation of surface
height variation. Mean values and standard deviations
are shown. The curve is a logarithmic fit with an r2
=0.87 (from Archer and Wadge, 2001).

On five occasions (September, 1992, January 1993,
March 1993, June1993 and October 1993) whilst ERS-
1 was imaging the playa, field measurements were
made at 13 sites along a road that crosses the northern
part of the Chott el Djerid (Archer, 1995). These
measurements included gravimetric moisture content
(the main determinant of the dielectric behaviour), and
surface roughness with a pin profilometer. Surface
roughness was calculated as the root mean square of
the height change measured by the profilometer
averaged over several metres of measurement and
normalised to a horizontal datum. Because the Chott el
Djerid is essentially flat we know that the main factors
controlling backscatter must be limited to surface
roughness and dielectric properties.

From the field measurements Archer (1995) was able
to show that the remotely sensed backscatter from
ERS-1 is almost entirely controlled by the surface
roughness properties of the Chott el Djerid.

Figure 1 shows the logarithmic relationship between
surface roughness and backscatter derived from the
field measurement data and the fit to these data has the
form:

Backscatter = 7.82 log, (Roughness)- 18.33. (1)

Archer and Wadge (2001) presented results from
theoretical models of the backscatter that would be
expected from the surface of the Chott el Djerid. These
models use a linear dielectric mixture model, based on
the proportions of halite, gypsum, silicates, water and

air typically observed in the surface deposits of the
playa. These dielectric values, together with surface
correlation length values are used within the Integral
Equation Model (IEM) to simulate the backscatter of
C-band radar from the surface. The results show a good
fit to the empirical relationship between roughness and
backscatter (equation 1) and give us confidence in our
use of that relationship here.

The spatial and temporal variance of backscatter from
the Chott el Djerid is high and reflects the dynamic
character of the playa (Wadge, 1993). Part of this is an
annual cycle of change in backscatter across the Chott
el Djerid as a whole, which we infer to be a process of
surface roughening during summer and smoothing
during winter. Generally from April to October the
surface becomes rougher as more brine-rich
groundwater evaporates at the surface depositing halite
efflorescence. This abruptly ends with the onset of the
winter rains and the partial dissolution of the halite. If
we can understand the process that controls roughening
due to halite growth during these summer months we
have a way to convert the backscatter time series into
rates of halite growth.

MODELS OF HALITE EFFLORESCENCE

Whilst isomorphic forms of halite may develop during
the relatively rare periods when a lake has formed on
the surface of the playa and evaporated, the dominant
form of halite growth during the summer months is
evaporation from capillary-fed films of solution to
produce granular forms. These growths are focused at
specific sites (individual capillaries) often several
centimetres apart. The areal density of sites increases
and average height increases with time to form
continuous crusts. During our field measurement
programme we sampled the surface roughness every 5
mm (though the vertical precision was < Imm). This
was insufficient to characterise the microtopography of
the individual granular forms of halite crust as they
evolved. Hence we need a model of their growth and
values of roughness derived from it. One such is the
focused granular model created by fitting a series of 1
mm cubic crystal facets to a Gaussian distribution and
replicating this every 40 mm. The upward growth
occurs by adding a fixed number of new facets at each
step. Field observations suggest a variant to this in
which the more distal limits of growth are truncated to
give a pedestal form. The height (y) of such a granular
pedestal form with distance away from the source (x)
is given by:

y = e-(x-µ)2/2a2 Ja,/fii for -1 < x > +l ' (2)

where µis the mean and a is the standard deviation.
Here we have chosen the distance of the pedestal edge



( 10 mm) to be one quarter the capillary spacing (40
mm). This is arbitrary but seems reasonable from field
observations. Fig. 2 shows the roughnesses created by
these model surfaces as the maximum surface height
increases. The two granular models give similar, linear
relationships for these two variables. For
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Fig.2 Roughness values for three halite efflorescent
crystal growth models in terms of the maximum crystal
heights and the masses involved.

reference, the behaviour of a comparably rising
isomorphic model, such as might be produced by lake
evaporation, with initial 40 mm growth spacing shows
strongly non-linear behaviour. Our crystal
growth-roughness model could be refined with more
precise field measurements, but we feel that the
focused pedestal granular model is a reasonable
approximation to what we find on the Chott el Djerid
surface. When we extend the model multiplicatively
into three dimensions we can calculate the increase in
the mass of halite (specific gravity = 2175 kgm') over
an area per roughness increment at 1.418 kg m-2/mm
of roughness increase (Fig.2).

EVAPORATION RATES AND PATTERNS

The halite only grows continuously from about March
to the onset of the winter rains, and this restricts us to
about 7-9 months of the year. Within any one
measurement interval (35 days) we will assume that the
net roughness change is proportional to the net increase
of halite mass derived from the efflorescence model.
Applying the empirical relationship between
backscatter and roughness we can produce a roughness
map for each ERS-1 image. For an interval between
image acquisitions we can calculate a roughness
change image and by calibration with the focused
granular pedestal model derive an incremental increase
in halite mass for that interval.

Next we must assume a value for the solute content of
the groundwater that flows into the Chott el Djerid
from the underlying aquifer. As the groundwater rises
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beneath the playa it comes into contact with
increasingly saline host rocks. The groundwater
equilibrates with these rocks and there is a strong
positive solute gradient over two to three orders of
magnitude towards the halite-rich centre of the playa
and upwards towards the surface (Roberts and
Mitchell, 1987). Our initial assumption here is that this
gradient is preserved during this process. Other than
adding Na+ and er to the surface each year there is no
other net change to the sodium chloride budget.
Multiple measurements of the ionic concentrations in
these waters show that the base-level salinity of
groundwater from the Chott el Djerid aquifer is about
2-3 g/l (Mamou, 1976, Roberts and Mitchell, 1987).
About half the molality of the groundwater is
accounted for by the sodium and chloride ions that go
to form the halite. Thus we can estimate that about
1.25 g of sodium chloride will be deposited for the
evaporation of each litre of groundwater.

Dividing the mass of halite measured by the radar by
1.25 gm/I over each 35 day interval of time gives the
aggregate volume of water evaporated. Repeating this
for each of the 4 available intervals in 1992 and 1993
gives us two, albeit short, time series of images of
evaporation for the southern Chott el Djerid (Fig.3).
These sets of images display overall somewhat similar
patterns in both years with maximum evaporation
around July. The southeast corner of the area also
shows distinct NE-trending features in both years.
However, there are some striking differences between
the two years. The WNW-trending ovoid feature in the
1992 sequence shows low evaporation early on,
increasing later in the year. The large NE-trending
linear feature in the 1993 sequence displays a similar
evolution through the year, but neither are seen across
both years.

PAN EVAPORATION MEASUREMENTS

There is a meteorological station at the town of Tozeur
immediately west of the Chott el Djerid , and about 60
m higher, whose records of daily pan evaporation we
have used to compare with the radar evaporation.
Figure 4 shows the 35-day net evaporation values
derived from radar with equivalent pan-measured
values. All values are of the same order of magnitude
but the radar-derived values are 2-3 times those of the
pan values, except for the May-June 1992 and March­
May 1993 periods. This may mean that the radar
method is measuring significantly higher levels of
evaporation from the playa during the summer months
than occur in the neighbouring town. Alternatively, it
may mean the radar method is incorrectly calibrated. It
does appear that the evaporation from the Chott el
Djerid is not limited by the rate of water supply
through the capillary zone. Were this to be the case, we
would expect evaporation values lower than those for
the free-water surface case of pan evaporation.
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DISCUSSION
conceivable that the salinity in 1992 was higher than
that measured in previous decades (Mamou, 1976;
Roberts and Mitchell, 1987), but we have no
supporting evidence. We know that the smoothing of
the playa surface by the heavy winter rains involves
dissolution of halite crystals. The dissolved Na+ and er
ions must move downward into the capillary zone
during the winter and may move back to the surface in
the next summer's cycle of halite growth. Such

One possible cause of incorrect calibration would be if
our assumption of a value of 2.5 g/l salinity of the
playa groundwater was too low. This would cause
overestimates of the amount of water to be evaporated.
For this figure to be, say, twice as great as this, we
would have to invoke either more saline groundwaters
or some additional recycling of Na+ and CL It is

Fig.3 Images of the evaporation measured by ERS-1 SAR for each 35 (70) day interval for the summer months of
1992-93. The area is 37.5 x 25 km in the south central part of the Chott el Djerid. Note that zero or negative values of
evaporation are shown in black.



summer-winter recycling of Na+ and er, therefore,
provides a mechanism for higher apparent rates of
summer evaporation without negating the assumption
of long-term conservation of the existing evaporite
sediments.

1400

1200

1000
c:
0

~E' 800
oEo.- 600"'>UJ

400

200

0

• Radar
D Pan

·-
1: ~ Jl~} D
1 2 3 4

1992
5 6 7 8

Radar Interval
(35 days)

9 10 11 12
1993

Fig.4 Evaporation totals for 35 day intervals over the
area of southern Chott el Djerid shown in fig.3
compared to equivalent totals measured at an
evaporation pan in Tozeur.

To better understand the validity of this approach
further study is required to:
• Validate the halite efflorescence roughness models
• Measure the in situ capillary fluxes
• Determine the annual cycle of the near-surface
solute budget
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ABSTRACT

We study the penetration capabilities of low fre­
quency SAR, particularly L and P-bands, for the map­
ping of sub-surface moisture in arid areas. Our experi­
ment site is the Pyla dune, a bare sandy area allowing
high signal penetration and presenting large sub-surface
wet structures at varying depths. The SAR penetration
depth is estimated by inverting a scattering model for
which the sub-surface structure geometric and dielectric
properties are determined by the GPR data analysis. We
observed a specific phase difference between HH and
VV channels, due to a wet layer covered by dry sand. A
flight of the new RAMSES P-band facility was per­
formed recently: such a low frequency SAR should be
able to detect sub-surface moisture down to at least ten
meters.

INTRODUCTION

Over arid areas, low frequency SAR (i.e. L and P­
bands) allows us to investigate the sub-surface down to
several meters [Elachi et al., 1984; Schaber et al.,
1997]. So far, few studies were conducted in that field,
despite the fact that low frequency radar can be used for
the retrieval of sub-surface parameters such as moisture
and geological interfaces. The aim of the presented
study is to quantify the penetration capabilities of mi­
crowaves, particularly for L and P-bands, for the map­
ping of sub-surface heterogeneities due to moisture
and/or sedimentary structures. Our approach consists in
combining airborne SAR data and GPR (ground pene­
trating radar) profiles in order to model the scattering
mechanisms, GPR being used as a source for reliable
ground truth measurements.

The Pyla dune in France was chosen as a suitable
test site for fieldwork experiment, as it presents a large
sandy area of variable thickness for which airborne SAR

data sets are available [Grandjean et al., 1999]. This
area is particularly interesting for radar sounding, since
sand allows a high signal penetration and large sub­
surface structures (paleosoils, corresponding to moisture
tanks) can be observed. A polarimetric analysis of L­
band (1.6 GHz) SAR images, provided by the French
airborne facility RAMSES, have shown that sub-surface
scattering occurs at several places in the Pyla dune. This
was confirmed by GPR sounding experiments. We used
GPR imaging to characterize the 3D geometry and di­
electric properties of the sub-surface structures, and then
constrain a two-layers scattering model (IEM) which
allowed to derive the SAR penetration depth. Results
obtained with RAMSES L-band data show a 4 meters
penetration depth, suggesting that lower frequency
ranges, such as P-band, should allow the detection of
sub-surface moisture down to at least 10 meters in arid
areas [Grandjean et al., 2001]. We also observed a spe­
cific signature (phase difference between HH and VV
channels) of wet layers covered by dry sand. An expla­
nation for this phenomena, which allows to increase the
investigation depth of radar, is proposed here.

Four RAMSES flights were performed in April and
May 2001 over the Pyla region, to operate the new P­
band (435 MHz) capacity of this airborne SAR. This
experiment will allow to explore potentials of the low
frequency domain for sub-surface moisture detection,
and should lead to innovative Earth observation systems
for hydrogeology in arid regions.

THE PYLA DUNE

The Pyla dune in France is shown in figure 1. It was
chosen as a suitable laboratory site for fieldwork valida­
tion, as it presents a large sandy area (2.5 by 0.5 km) of
variable thickness (5 to 110 m), for which several radar
data sets are available. This area is particularly interest­
ing for radar sounding since sand allows a high signal
penetration. The Pyla dune contains large sub-surface

Proc. 3'd International Symposium, 'Retrieval of Bio- and Geophysical Parameters from SAR Data [or Land Applications', Sheffield, UK,
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structures constituted by paleosoils (old vegetation).
These buried paleosoils, which correspond in fact to
moisture tanks, and others small irregularities in the
dune represent structural and textural objects detectable
with radars, since they present a high permittivity value
due to their water content.

Figure I: Aerial view of the Pyla sand dune.

GPR EXPERIMENT

GPR profiles were realized 500 and 900 MHz fre­
quencies (P and L-band) along a line of 150 m long,
running from the beach to the top of the dune. Figure 2
shows the 500 MHz profile with buried paleosoils. It
indicates a very good penetration of the signal, which
can be estimated to 30 m. Paleosoils appear clearly as
high reflective layers, roughly horizontal, with some
sedimentary patterns visible between them.

Figure 2: 500 MHz GPR profile of the Pyla dune.Pin­
dicates the main reflectors (paleosoils); and S indicates

sedimentary patterns inside the upper sand layer.

In order to understand microwave interactions ob­
served for GPR data, radar wave propagation in complex
geological structures was simulated. The modeling
method used here was conceived to simulate GPR ex­
periments in 3D heterogeneous and dispersive media,
without increasing significantly computation times [Bitri
and Grandjean, 1998]. The GPR modeling procedure
was used to estimate the dielectric model providing the
best fit to the observed profiles. This was performed by a
trial and error approach. A multi-layer dielectric model
of the dune was validated by comparing the observed
backscattered power at the surface to the simulated one

[Grandjean et al., 2001]. Dry sand appeared to have a
permittivity around 5, while wet paleosoils present a high
permittivity of 24.

In addition, surface roughness measurements were
conducted using a laser profiler. Two 20 m long rough­
ness profiles were collected, parallel and perpendicular
to the coast line direction, in order to derive the standard
deviation of surface height and correlation length
[Baghdadi et al., 2000].

AIRBORNE SAR

A. The RAMSES Airborne Facility

RAMSES is an airborne SAR developed by ONERA
since several years [Boutry, 1996]. It disposes of a wide
range of frequencies available (W to P band), and the P­
band is operational since the end of 2000. RAMSES is
flying onboard a Transall C160 aircraft which proposes
high accuracy GPS for trajectory monitoring (cf. figure
3).

Figure 3: The RAMSES SARflying onboard a Transall
Cl60.

The P-band operates at 435 MHz using a 1.3 x 0.8 m
patch antenna, and is full polarimetric with an incidence
angle ranging from 40 to 80 degrees. A high bandwidth
of 70 MHz allows a range resolution of 3.5 m, and the
emitted power is more than 500 W. Several operation
modes are available (direct chirp, deramping chirp, step
frequency) and onboard calibration is performed. The P­
band capability can be combined to another frequency
band such as S, C, or X-band.

B. Modeling of Radar Penetrationfor L-band

A RAMSES L-band (1.6 GHz) SAR image of the
Pyla dune is shown in figure 4. It was acquired in June
1998, with a mean incidence angle of 55°, a heading of
20°N, and is calibrated. The resolution is 0.7 min range
and 0.9 m in azimuth, allowing clear observation of
some sub-surface structures in the Southern part of the
dune (bottom of figure 4c).

A polarimetric analysis was performed to character­
ize the electromagnetic interaction and to detect regions
where sub-surface scattering occurs. The dune area pre-



sents a non-uniform behavior: smooth and thick sand
layers correspond to very weak backscatter areas (i.e.
the sum of a weak surface scattering and a weak volume
scattering process in the upper sand layer, with a depo­
larization ratio around 1/3), while paleosoils appearing
as linear structures show depolarization ratio VH/VV
with intermediate values between surface and volume
scattering (indicating that non pure surface scattering
occurs here). These areas correspond in fact to sub­
surface scattering zones, as confirmed by GPR meas­
urements.

Figure 4: Aerial photography of the Pyla dune (a,
source IGN), and RAMSES L-band image of the dune
for HH polarization (b) and HV polarization (c).

A two-layers scattering model, combining both sur­
face and volume components and based on the Integral
Equation Model [Fung, 1994], was constrained using
the GPR modeling results and the roughness measure­
ments. Considering the first order radiative transfer so­
lution, the total backscattered power can be written as
the sum of the surface scattering term from the top layer,
the volume scattering term in the first layer, and the
non-coherent scattering from the bottom layer attenu­
ated by the first layer:

a°(B) = a°si(B) + a°vi(B) + a°s2(8). (1)
We studied the ratio R between the backscattered

power aA of a two-layers zone (where sub-surface scat­
tering on a paleosoil covered by dry sand occurs) and
the backscattered power a8 of a single layer zone
(where the first sand layer thickness is too large to let
the paleosoil appear), for both HH and VV polariza­
tions. Figure 5 compares the theoretical value of R to
experimental values derived from RAMSES data. It
shows that L-band (1.6 GHz) allows a 4 m penetration
depth, suggesting that lower frequency ranges such as P-
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band (435 MHz) should allow the detection of sub­
surface moisture down to at least 14 min the Pyla dune
[Grandjean et al., 2001].
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Figure 5: Theoretical R ratio (plain line) compared to
the experimental one (dot lines), as a function of the
thickness of the sand layer which covers the wet pa­

leosoil (HH polarization).
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C. The HH-W Phase Difference

We observed a specific phase difference between HH
and VV channels for regions where sub-surface scatter­
ing occurs (i.e. a wet layer covered by dry sand), as pre­
sented in figure 6. The phase difference starts close to
zero for the ocean surface and then shows a strong in­
crease, up to 25°, for the first ten meters after the point
where a paleosoil outcrops, while the correlation be­
tween HH and VV signals remains high (the location of
the outcrop corresponds to a peak in the HH and HV
images). It should be noticed that <!>HH-vvtraces the bur­
ied paleosoil far after the HH and HV amplitude signals
have disappeared, allowing to "see" down to 6.5 m deep
(that is 2.5 m deeper than in figure 5).
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Figure 6: </JHH-W profile across a buried paleosoil.

The reason for the phase difference observed in
figure 6 could be an anisotropic medium, since the
sand covering paleosoils is stratified and presents vari-
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ous structures due to water run-off. Such sand stratums
could lead to different behavior for H and V polariza­
tions, the effect being only observed for the wave
backscattered by a buried paleosoil which travels
through the covering sand layer. A reflection on a per­
mittivity gradient might also explain the observed
phase difference, since a single reflection on a permit­
tivity gradient changes the phase of the incident wave,
the reflection coefficient being different for H and V
polarizations (WBK model [Elmore and Heald, 1985]).
Paleosoils can be seen as large wet stratums filled with
water coming from the upper and lower sand. As the
sand-paleosoil interface is not sharply defined, one
should observe a moisture gradient and then a high
permittivity gradient at this interface.

Numerical simulation of the <!>tttt-vvbehavior is being
carried out using a FDTD code, in order to derive some
specific polarimetric signature of sub-surface moisture
[Paillou et al., 2001].

THE "PYLA 200 l" EXPERIMENT

Four RAMSES P-band flights were performed over
the Pyla region during April and May 2001, under good
meteorological conditions, corresponding to more than
50 acquisition paths. This experiment was performed
within the "low frequency radar working group" set up
by CNES and will explore potentials of the low fre­
quency domain for sub-surface moisture detection (Pyla
sand dune), biomass evaluation (Nezer forest), mapping
of the ocean bathymetry and salinity (basin of Arcachon,
estuary of the Gironde), and archaeology (St Germain
d'Esteuil, Dignac, Moulin du Fa) [Paillou et al., 200lb].
A dedicated calibration site was set up in the Nezer for­
est, with specific reflectors developed for the P-band (cf.
figure 7).

Figure 7:A P-band reflector developed by ONERA.

We present here preliminary results of the "Pyla
200 I" experiment, since a huge amount of data still has

to be processed and calibrated. Final results of the air­
borne campaign are expected for the middle of 2002.

Figure 8 shows a P-band quick-look (20 MHz band­
width) of the Pyla sand dune (the dark structure in the
middle of the image). Patterns of the ocean surface are
visible on the left part of the image, while the Landes
forest is on the right part of the scene, showing topo­
graphic structures due to the underlying coastal dunes.
The quality of the RAMSES data appears to be excellent,
with a signal dynamic range of more than 70 dB and very
rich polarimetric information.

Figure 8: RAMSES P-band quick-look of the Pyla dune,
the ocean is on the left and the Landesforest is on the

right.

FUTURE WORK

Although main results are still to come, the "Pyla
2001" experiment already proved that the P-band capac­
ity of RAMSES is operational. High resolution, full po­
larimetric and multi-incidence data can be acquired at
435 MHz, and the French scientific community disposes
now of a competitive sensor. Extending our results ob­
tained for the Pyla dune to a P-band (435 MHz) SAR, we
expect penetration capabilities of at least 14 m with HH
or VV amplitude signal, and up to 24 m when consider­
ing the <!>HH-vvsignal.

As a lot of technical challenges are still to solve for an
orbital P-band radar (frequency allocation, ionospheric
effects, antenna technology), we believe that an airborne
P-band facility will be of first importance for the radar
community in the next years. The "Pyla 2001" experi­
ment was a validation campaign for the RAMSES sensor,
and we foresee now to fly the Transall over arid areas in
Egypt . Preliminary fieldwork and orbital L-band data
studies were performed in order to prepare a P-band
RAMSES flight over Egypt during 2003 [Grandjean et
al., 200lb]. Several test sites will be selected for various
low frequency radar applications: mapping of sub-surface
moisture and geology in the Southern Egyptian desert,
mapping of vegetation along the Nile, salinity and



bathymetry mapping near the Nile estuary, and archeo­
logical vestiges detection in the Alexandria and Louxor
regions.
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ABSTRACT

In this paper, a study on the influence of a priori
information on the retrieval of soil moisture from SAR
data is carried out. A priori information on the surface
state has been exploited in two different soil moisture
retrieval algorithms and subsequently their
performances are compared. The first algorithm is based
on a Neural Network trained by the Integral Equation
Method (IEM) model. The second algorithm is an
ITerative Method, based on the direct IEM model,
which estimates soil moisture by an iterative search.
The paper investigates the difference between the
algorithms performances as a function of the accuracy
of the a priori information. In addition, the algorithms
robustness versus measurement errors is evaluated.
Finally, the two approaches arc applied to experimental
data acquired during the 1st SIR-C/X-SAR mission and
results arc discussed.

INTRODUCTION

Soil moisture content represents a key parameter in
numerous applications which would benefit from
frequent and spatially comprehensive measurements of
soil moisture. The retrieval of soil moisture (Mv) from
SAR data may be achieved by exploiting either
experimental relationships between cr11 measurements
and Mv or model-based methods. The latter consist of
inverting theoretical models predicting 00 as a function
of relevant surface parameters. Model-based methods
are expected to be more robust because they can cope
with very different surface conditions whereas
experimental a.-Mv relationships arc usually site
dependent. The performances of model-based retrieval
algorithms mainly depend on: I) the accuracy of the
direct models to predict backscatter from soil surfaces;
2) the intrinsic ambiguity of the inverse problem which
is due to the multiplicity of surface parameters which
can be associated to the same radar measure; 3) the level
of measurement errors. In addition. the attainable

accuracy for the retrieved parameter may significantly
depend on the specific method selected to perform the
inversion task. In general, the accuracy of each method
can be improved by injecting a priori information on the
surface state such as guess values for surface roughness
and for soil moisture content. A priori information on
roughness could be extracted, for instance, from the site
agricultural calendar (i.c. agricultural tillage states may
be related to surface roughness parameters [Jackscon et
al., 1997]) or from SAR data themselves by using a
SAR roughness discriminator [Mattia et al., 1997]. A
priori information on soil moisture could be obtained
from meteorological data.
In this paper, the influence of a priori information on the
performances of two model-based methods for soil
moisture retrieval arc quantitatively assessed. In
addition, the impact of realistic SAR measurement
errors on the accuracy of retrieved soil moisture is
investigated. The backscattering model adopted in the
retrieval algorithms is the Integral Equation Method
(IEM) model [Fung, 1994]. The two model-based
methods arc: a Neural Network (NN) algorithm trained
by the IEM model and an ITcrative model-based
Method (ITM) which exploits an iterative search
starting from an initial guess value.
In the next section, the two methods arc described.
Then, the role of the a priori information is discussed.
Consequently, the two algorithms arc applied to both
simulated and experimental data set. The latter consists
of SIR-C/X-SAR data acquired during the first mission
over the Obcrpfaffcnhofcn site. Finally, the results arc
discussed and some conclusions arc given.

NEURAL NETWORK APPROACH

As a notation, let fM be a vector function of the non­
linear direct physical model M (i.e. IEM). p and m, the
input and output parameter vectors, respectively. so that
f\1( p) = m. The parameter retrieval problem consists of
finding the parameter vector p associated to the
measurement m. However, in soil moisture applications

Prue 3"1 /111enwrio1111/ Sr111posit1111. 'Retrieval ofBio- ii/Id Geophvsual Parametcrsjrom SAR Dara/or Li111d App/irntions '. Sheffield. UK.
11-/.J September 2001 (!:'SA SP-./75 . .li111u11r\' 2002)
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the problem is usually ill posed, mainly because it may
occur that different set of parameters p1, ••• , P1 can
correspond to the same measurement m, i.e. fM(Pi) =
m, i= l , ..., !. This means that the relationship between
parameters p and measurements m, does not satisfy the
uniqueness condition.
The inversion algorithm based on the Neural Network
approach (NN) finds an explicit model pseudo-inverse
function rM-I so that given a measurement vector m, the
corresponding parameter vector p is the mean between
all possible parameters p., ... , pi, i.e. p=fM-1(m). More
precisely, the NN algorithm represents a function fM(w)-I
which approximates the pseudo-inverse function fM-l·
In the following, this property of the fM(w)-I function is
briefly demonstrated. To do so, it may be worth
reminding that the general expression of an
approximating function represented by a NN is a
combination of non-linear function g (such as
sigmoidal, radial or polynomial function) of its input,
weighted by some coefficients w, i.e.:

f -I ( ) _" (2) . " (I)M(w)k m - L. w ki g (L, w1.1 m1) (1)

The approximated pseudo-inverse function fM(w)-I is
defined when the proper coefficients w permit to fit the
underlying relationship between the measurements and
the parameters. The searching of the proper coefficients
w is performed by means of a NN training session by
using a training data set. This is composed by samples
of measurements and parameters (m, p) as simulated by
the direct model. The NN training session ends when
the Mean Square Error (MSE) objective function:

" -I ( I) I)2MSEP = 11(2N)L. (fM(wlkm -pk
t,k

(2)

is minimized, where MSEP is computed on N samples of
the parameter space, fM(w)k-1(mt)is the kth component of
the tth estimated parameter and Pkt is the expected one.
Under the hypothesis that the parameters correspondent
to a measurement m spread out with continuity around a
mean value, a NN trained by minimizing the MSE
criteria, finds a function which approximates the
conditional expected value Ejplrn]:

fM\wi(m) ~ E[p Im]= f pP(p Im)dp (3)

As a consequence, the expected error of the estimated
parameter Pk can be expressed as:

f 2 2 f 2= (E[pk Im]- E [Pk Im])P(m)dm = crp,dm)P(m)dm

In synthesis, if the extremes of the accepted solution for
a measurement m is [a, b], then the solution p found by

a NN, trained with the MSE objective function,
approximates the mean of [a, b]. In addition, its local
intrinsic expected error is dµ [Bishop, 1995], as shown
in Fig. I.
A second property which can be requested to the
retrieval algorithm is to be robust versus possible
corruption of input data (i.e. measurement errors; model
errors, etc.). To achieve this, a regularization technique
has been adopted. It consists of training the NN with
data corrupted by noise [Satalino et al., 2000]. This has
been simulated by adding random Gaussian values,
having 0.5 and 1.0 dB of standard deviation, to the IEM
simulated values. It may be worth mentioning that the
adopted levels of errors are consistent with the
measurement errors expected for radar sensors such as
on ERS2 and ENVlSA T platforms.
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Figure 1. Parameter retrieval by NN. The expected error
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THE !TERA TIVE METHOD APPROACH

The Iterative Method (ITM) for the parameter retrieval
finds the parameter p correspondent to a measurement
m by means of an iterative scheme based on a gradient
descending algorithm. The method is based on the direct
model function fM, and updates a guess initial value p0
until reaching a final value PF by following the rule:

pt+! =pt - ry r3SE1,,, I rJp

The objective is to minimize the Square Error (SE):

(5)

(6)

where SE'm is obtained on the measurement space at
iteration t, fM( pt) is the estimated measurement and m
is the expected one. For ill posed problems, SE,,, = 0 or
smaller than a given tolerance docs not imply that the
final parameter PF is equal to the true value p-. In fact,
more solutions are associated to the same measurement
and all are feasible. As a consequence, given a
measurement m, and under the hypothesis that for each
component k of the vector parameter p: a) the solution
PFk is uniformly distributed in a range [ab bk]; b) the
true value PTk is uniformly distributed around solution



PFk; c) PFk and Pn span the same range [ab bk] and arc
independent; then the local MSE on the parameter
space P is:

(7)

In synthesis, if the range of the accepted solution for a
measurement m is [a, b], then the solution PF found by
an iterative scheme lies inside the range, and has a local
intrinsic expected error of 2 clµ [Davis et al., 1993], as
depicted in Fig. 2. In the algorithm implementation, the
iterations stop when the SE1111 value of (6) reaches a
given tolerance. Moreover, the derivative of SE in (5)
has been estimated by using a MLP trained to fit the
direct model. In fact, a trained MLP has an expression
that is derivable respect to the parameter, as requested in
the updating rule.
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Figure 2. Parameter retrieval by !TM The expected
. 2 )error is O"p-

THE INFLUENCE OF THE A PRIORI
INFORMATION

The errors affecting the above described retrieval
algorithms may be reduced adding a priori information
on the range of variability of surface parameters. For
instance, for the NN algorithm, a priori information on
surface state could be used to delimit the variability
range of the profile height RMS (s). As a consequence,
a reduction of the solution ambiguity is expected and
then a NN trained on a sub-set of data should retrieve
soil moisture with higher accuracy.
Analogously, !TM can give better results if the
search mg of the solution starts from proper guess values
(i.e. for roughness and/or for soil moisture content) as
well as if the solution is constrained within a sub-range
of variability.
In the following, these improvements arc firstly
quantitatively assessed on simulated data. Then, the
retrieval algorithms arc applied to experimental data.
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DATA SET AND RESULTS

SIMULATED DATA

Simulated data were generated by using the 1EM model
in the following configuration: frequency A.= 1.25 GHz
(l hand), polarization p = HH and VV, incidence angle
0= 23° and 45°. This configuration will be referred to
as 2p: L. The exploited ranges of surface parameters arc:
~s = [0.6 cm, 6.0 cm], ACF exponential with ~ 1=[6
cm, 24 cm], /v/ (Rel. Diel. Const.) = [3+j0. l , 20 +j5],
which corresponds to a soil moisture range of ~Mv ~
[3%, 40%].
Tables 1 and 2 show the Root Mean Square (RMS)
errors for the retrieved soil moisture values using the
NN-bascd algorithm applied to !EM L-band data. The
l " and 2nd rows of both tables report the results obtained
without and with using a priori information on the
surface roughness state, respectively. The exploited a
priori information consisted of training the NNs with
simulated !EM data corresponding to a reduced range of
roughness parameters. In particular, only relatively
smooth surfaces were considered (i.e. s ranged between
0.6 and I .6cm).
Table 1 has been obtained using the not regularised NN­
based algorithm. The results quantify the inversion
error, which represents the intrinsic ambiguity of data
(i.e. a measure of the set of soil moisture values
corresponding to the same a-11 measurements).
Conversely, Table 2 has been obtained using the
regularised NN-bascd algorithm.

Table I. Inversion errors by using the not regularised
NN algorithm. The !'1 and 2110 rows show the RMS
errors without and with a priori information on surface
roughness, respectively

RMS error on Mv% Test data
Data IEM data

Configuration 0 = 23° 0 = 45°
[2p:L], i.e. 5.26 3.:n

0.6cm<s<6cm
[2p:L] +a priori, i.e. 2.68 2.15
0.6cm<s< I .6cm

Table 2. Measurement errors by using the regularised
NN algorithm. The I" and 2'"1 rows show the RMS
errors without and with a priori information on surface
roughness, respectively

RMS error on M11% Test data
Data IEM data

Configuration ()= 23° 0 = 45°
0.5/1.0 dB 0.5/1.0 dB

[2p:L]. i.e. 6.9217.45 4.63/6.05
0.(icm<s<hcm

[2p: L J +a priori, i.e. 7.0517.40 5.19/(1 74
0.6cm<s< I .(1c111
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This means that both the training and testing data sets
have been perturbed by adding a zero mean random
Gaussian noise with standard deviation 0.5 and 1.0 dB.
In this respect, the results shown in Table 2 include not
only the inversion errors but also the unavoidable
measurement errors
In Table 1, the inversion errors significantly reduce
when adding a priori information. On the contrary, in
Table 2, the errors computed with and without a priori
information are slightly different. This result implies
that measurement errors almost destroy the a priori
information when using NN-based retrieval algorithm.
Table 3 summarizes the results obtained using the ITM
algorithm. The RMS errors on soil moisture estimates
have been reported as a function of different
initializations of the guess values. They have been
obtained using the expected parameters randomly
perturbed with increasing errors. The perturbation on
the true values p0=(s, !, &), ranged from 10% to 50% of
their total range !ls, Sl, fl&·, respectively. In addition,
the errors on the solution have been estimated as a
function of the tolerance adopted to stop the iterative
scheme. It can be observed that RMS error increases
both with the tolerance on a0 and with the level of
perturbation of the guess values p'', The !TM method
shows a performance in terms of RMS error that is
similar to the performance of the NN based method,
when the perturbation of the guess value is within the
40% of the initial range. For example for data at 23°, the
RMS error obtained by the !TM method (with 0.5d8
tolerance) is 7 .12, whereas the RMS error obtained by
the regularized NN is 6.92.
In summary, the ITM method can outperform the
performance of the NN method if the guess values (i.e.
St, r~,r! ) fall around the true solution within an interval
of 40% of their variability ranges (i.e. !ls, Sl, As).
Furthermore, to better evaluate the performance of the
ITM algorithm in the retrieval, the a priori information
was firstly restricted to two parameters, and then to one
parameter only. Table 4 shows the results obtained by
!TM using a priori information on s and Mv, i.e.
constraining two parameters out of three.

Table 3. Inversion error by using !TM. Guess valuesfor
s, I and Mv are the expected parameters randomly
perturbed by an increasing noise

RMS error IEM data
onMv%

Conf. (2p:L] e = 23° e = 45°
Perturb. Toler. on cr0(dB) Toler. on cr0(dB)
on p 0.10 0.25 0.50 0.10 0.25 0.50
10% 1.69 1.75 1.86 1.25 1.63 1.82
20% 3.23 3.44 3.55 1.98 2.68 3.26
30% 4.64 5.20 5.34 2.66 3.40 4.40
40% 5.88 6.79 7.12 3.33 4.02 5.23
50% 6.93 8.06 8.72 4.06 4.68 5.93

The parameter I is left free after starting with a guess
value equal to its mean value (i.e. 1~15 cm). The results
are similar to values shown in Table 3. This means that
the a priori knowledge on the correlation length is not
determinant on the retrieval accuracy of Mv.
Table 5 and 6 show the results obtained constraining
only one parameter (i.e. Mv ands, respectively).

Table 4. Inversion error by using !TM. Guess valuesfor
s and Mv are the expected parameters randomly
perturbed by an increasing noise, whereas for I is its
mean

RMS error IEM data
onMv%

Conf. (2p:L( e = 23° 0 =45°
Perturb. Toler. on cr0(dB) Toler. on cr0(dB)
on p 0.10 0.25 0.50 0.10 0.25 0.50
10% 2.14 2.22 2.24 2.21 2.09 2.01
20 % 3.52 3.73 3.89 3.03 3.08 3.29
30% 4.82 5.37 5.61 3.43 3.74 4.40
40% 5.92 6.88 7.32 3.67 4.17 5.21
50% 6.94 8.13 8.90 3.88 4.51 5.81

Table 5. Inversion error by using !TM. A guess value
for Mv is the expected parameter randomly perturbed
by an increasing noise, whereas for s and I are the
corresponding mean
RMS error on IEM data

M1'0/o
Conf. (2p:LI e = 23° 0 =45°
Perturb. Toler. on cr0(dB) Toler. on cr0(dB)
on p 0.10 0.25 0.50 0.10 0.25 0.50
10% 3.18 3.35 3.37 2.40 2.44 2.53
20% 5.19 5.95 6.10 3.09 3.19 3.60
30% 6.27 7.65 8.12 3.44 3.74 4.51
40% 6.83 8.45 9.47 3.67 4.16 5.24
50% 7.20 8.94 10.40 3.85 4.48 5.80

Table 6. Inversion error by using /TM. A guess value
for s is the expected parameter randomly perturbed by
an increasing noise, whereas for I and Mv are the
corresponding mean
RMS error on IEM data

Mv%
Conf. 12p:LI e = 23° e = 45°
Perturb. Toler. on cr0(dB) Toler. on cr0(dB)
on p 0.10 0.25 0.50 0.10 0.25 0.50
10 % 5.59 6.83 7.53 3.80 4.58 5.90
20% 6.10 7.31 7.98 3.86 4.61 5.96
30% 6.48 7.75 8.36 3.86 4.60 6.00
40% 6.87 8.23 8.87 3.88 4.62 6.05
50% 7.28 8.59 9.36 3.91 4.65 6.11



Table 5 shows that the performance of ITM on
estimating soil moisture are similar to those obtained by
the regularized NN approach when the a priori
information on Mv approximates the true values within
a range between 20% and 30% of its variability. On the
contrary, Table 6 shows that performances similar to
NN can be obtained using guess values only for s with
an error not exceeding 10%.
These results obtained on simulated data give a trend of
soil moisture retrieval errors as a function of the a priori
information accuracy. In summary, soil moisture
retrieval improvement may be achieved using ITM
rather than the NN approach if relatively good (i.e.
errors within 30%) guess values on Mv and s are
available.

EXPERIMENTAL DATA

The developed retrieval algorithms have been applied to
experimental SAR data acquired over the
Oberpfaffenhofen site in Germany during April 1994.
The exploited data set consists of fully polarimetric L­
band data acquired at 27° incidence. Qualitative ground
data on the site are available for more than 100
agricultural fields. They have been classified according
to their agricultural stage. For instance, bare fields have
been separated into sown (i.e. smooth) and ploughed
(i.e. rough) surfaces. Vegetated fields were classified
according to the crop type and the phenological state.
Although soil moisture content was not measured
during the ground campaign, soils were saturated due to
rainfall on the area. Consequently volumetric soil
moisture content can be estimated to be Mv=0.35 +/- 0.1
gr/cm ' corresponding to a relative dielectric constant
approximately ranging between 12 and 25.
Additional roughness information are available in the
frame of a ground campaign conducted over several
bare fields on the same site, in March 2000.
Quantitative measurements were carried out using the
CESBIO-ESA laser profiler. The analysis of this data
set can provide reference values for the surface
roughness parameter characteristic of the area. For
instance, the s parameter measured over seedbed and
ploughed surfaces was found equal to 0.9±0.4 cm and
2.0±0.6 cm, respectively. In this analysis, only data
referring to 38 fields classified as bare fields (i.e. either
seedbed or ploughed) have been exploited.
In order to obtain guess values for the surface roughness
state (i.e. the s parameter) the absolute value of
correlation coefficient between circularly co-polarized
components (i.e. IPRRLLI)has been exploited. Past
studies (see for instance [Mattia et al., 1997]) have
shown that this coefficient is extremely sensitive to
surface roughness and almost insensitive to soil
moisture content. On the contrary, the correlation
coefficient between linearly polarised components (i.e.
IPHHvvDwas found little sensitive to roughness and quite
sensitive to the presence of vegetation on the surfaces
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(i.e. a vegetation layer can quickly de-correlate HH and
VY channels). For the data set under study, Figure 3
displays IPHHvvlversus IPRRLd·Fields are labelled as
sown (i.e. smooth) and ploughed (i.e. rough). As can be
seen, in most cases the I PRRLLI coefficient correctly
discriminates between rough and smooth surfaces. On
the contrary, IPHHvvl is generally high for ploughed
fields and some sown surfaces. However, in the case of
several sown fields it presents unusually low values.
This behaviour probably indicates that on these surfaces
there was a not negligible layer of grass.
To run the ITM retrieval algorithm, the guess values for
the s coefficient has been obtained exploiting a simple
thresholding approach relating IPRRLdto s values. For
the Mv parameter, a guess value of 35% has been
adopted. Both for the NN and ITM algorithms, a
tolerance of 0.5 dB has been used and the results are
shown in Figure 4.
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Figure 3. IPHHvvl vs IPRRLLI(Oberpfaflenhofen site, SIR­
C L band data at 27° incidence, April 1994)
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It can be noted that NN generally under-estimates the
soil moisture content. In addition, results not shown
here demonstrate that the NN tends to over-estimate the
soil roughness values. On the contrary, the ITM
algorithm correctly predicts the expected soil moisture
values (Mv% around 35) both for seedbed and ploughed
fields. In addition, ITM returns realistic values also for
the surface roughness parameters.
However, Figure 4 shows that some ITM predictions are
stuck around Mv%=25. For those cases, the ITM
algorithm did not converge to feasible solutions. Most
of these data concern with sown surfaces. By increasing
the ITM tolerance to 1.0 dB, all the data concerning
ploughed surfaces converge to the expected values,
whereas several data concerning sown fields do no yet
converge. This behavior may be explained noticing that
these not converging data coincide with the fields
having low value for the IPHHvvl coefficient (see Fig.
3). This means that for these fields, the vegetation layer
present on their surfaces has significantly modified their
scattering signatures, which cannot anymore
successfully described by IEM.

CONCLUSIONS

Two model-based methods for soil moisture retrieval
from L-band SAR data have been illustrated and the
influence of the a priori information on the accuracy of
the retrieved soil moisture content has been
investigated.
Systematic results on a data set simulated by means of
the IEM model and consisting of HH and VV L-band
data at two incidence angles (i.e. 23° and 45°) have
been illustrated. The study demonstrates that, the first
retrieval algorithm, i.e. the Neural Network based
method, estimates the mean of all possible solutions,
whereas the second one, i.e. the ITerative model based
Method, estimates one of all possible solutions. As a
consequence, in absence of other information, the soil
moisture retrieval error obtained by the NN method is
smaller compared to the error obtained by using the IT
Method. On the contrary, using a priori information on
the variability range of surface parameters, the IT
Method may retrieve soil moisture content with a
smaller error than the NN method. More precisely,
according to our analysis, IT Method retrieves soil
moisture with better accuracy than NN method for guess
values falling in a range of 30%-40% from the true
values.
Finally, the developed retrieval algorithms have been
applied to SIR-C data acquired over the
Oberpfaffenhofen site (Germany) in April 1994. Results
show that NN generally under estimates soil moisture
values, whereas ITM algorithm correctly estimates soil
moisture content provided that accurate a priori
information about soil state is fed to the algorithm.
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ABSTRACT

The article is a review of radar remote sensing of snow,
including the basics, recent progress, present challenges,
and emerging technologies and methods in the field.

SYMBOL LIST

The main parameters in radar remote sensing of snow
along with the corresponding symbols and abbreviations
are listed in Table l and they are used throughout this
presentation.

Table 1: Symbols and abbreviations of parameters in
radar remote sensing of snow.

Parameter Symbol or
Abbreviation

Snow-covered area SCA

Snow water equivalent SWE

Snow wetness SW

Permittivity £ = E'-jE"

Backscattering coefficient cro
Incidence angle 8

Snow wetness is defined by volume and incidence angle
is counted from vertical (8 = 0° for nadir).

NEED FOR SNOW INFORMATION AND
PRESENT DATA COLLECTION METHODS

Most of the snow cover is located in the northern
hemisphere, where the mean snow-cover extent varies
from 46.5 million km2 in January to 3.8 million km2 in
August (Robinson et al., 1993). Changes in the annual
distribution of snow related to the climate change have
been observed during the last decades (Serreze et al.,
1999). In addition to playing a significant role in the
global climate, the cryosphere is a sensitive indicator of
changes in the climate system. Better understanding of
the interactions and feedback mechanism of the
land/cryosphere system and their adequate
parameterisation in climate and hydrological models is
needed ) (Allison et al., 2000), (Guyenne, 1995).

The amount and timing of snowmelt runoff from snow
and glaciers is valuable information for management of
water resources, including flood and avalanche
prediction and hydropower operation in many countries.
One of the main problem with hydrological models is
lack of information on the spatial distribution of model
variables and parameters (Guneriussen et al., 200 la).
Information on snow is needed on various temporal and
spatial scales, ranging roughly from one to ten days
(temporal resolution) and from 0.1 km to 100 km
(spatial resolution).

Present approaches to collect information on snow
range from traditional ground-based methods to
airborne gamma-ray measurement and to the use of
optical satellite imagery and microwave (radiometer and
radar) imagery. The level of these methods varies from
those purely in research phase to those used
operationally.

Ground-based methods are applied operationally in
many countries. In Finland the number of snow courses
(a few km long paths with typical land-cover type
distribution, along which snow depth and water
equivalent data are collected) used operationally is
about 160, scattered all over the country. The results are
reliable, but derivation of regional values from these
temporally and spatially sparse data is problematic.

Operational airborne snow cover mapping using
gamma-ray techniques has been performed in North
America since the 1980's (Carroll et al., 1989). This
method provides SWE and SCA along the flight path
under both dry and wet snow conditions, but calibration
and use over some land-cover types is problematic.

Canada has actively developed spaceborne microwave
radiometry for snow mapping since the 1980's
(Goodison, 1989).

Optical satellite measurements are easy to interpret
(excluding the problem with clouds) for snow-covered
area, but no data are available under dark and cloudy
conditions. The U.S. National Weather Service has been
mapping SCA with GOES satellite data since 1983
(Allen and Mosher, 1986).

Proc. 3"1 lnternational Symposium, 'Retrieval of'Bio- and Geophysical Parameters from SAR Datafor Land Applications". Sheffield, UK.
11-14 September 2001 (ESA SP-475. January 2002)
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Microwave radiometry can provide snow water
equivalent of dry snow cover with adequate accuracy,
assuming that regionally tuned interpretation algorithms
are used, e.g. (Hallikainen and Jolma, 1992).
Additionally, discrimination of wet snow from dry snow
works well, when time series of data are used. The main
problems are the effects of snow grain size and
vegetation (forest canopies), and poor spatial resolution.

U.S. National Oceanic and Atmospheric Administration
(NOAA) has measured snow cover on a weekly basis in
the northern hemisphere since 1986 using a variety of
sensors, including the Scanning Radiometer (SR) and
the Very High Resolution Radiometer (AVHRR)
(Matson, 1991). The current NOAA product is a daily
snow-cover product (Ramsay and Robinson, 2000).

With the launch of the Terra satellite on 18 December
1999 new snow mapping possibilities became available.
The Moderate Resolution Imaging Spectroradiometer
(MODIS) has recently started providing various
products for snow-covered area (SCA), Table 2.

Table 2. MODIS snow-covered area products from the
U.S. National Snow and Ice Data Center (NSIDC)
(http://nsidc.org/NASA/MODIS/snow_products.html).

Data Type Coverage Spatial Temporal
(km) Resolution Resolution

MOD!O_L2 1354by 500m Swath (scene)
2000

MODJOL2G 1200 500m Day of multiple
coincident
swaths

MODlOAJ 1200 500m Day

MOD10A2 1200 500m 8 days

MODlOCl Global 0.25° Day

MODJOC2 Global 0.25° 8 days

These products are considered provisional at the time.
Product quality may not be optimal, and incremental
product improvements are still occurring.

Development of radar methods to collect information on
snow has been slower in spite of early ground-based
experiments on the effect of dry and wet snow to the
backscattering coefficient of terrain (Stiles and Ulaby,
1980). The main advantages of radar-based methods
over microwave radiometry and optical methods are
better insensitivity to atmospheric effects (due to lower
frequencies for radar) and much better spatial resolution
(on the order of meters instead of kilometers), and
measurement capability at night and through clouds,
respectively. For example, the average cloudiness in
Finland (latitude 60° to 70° N) is in winter about 70 %
and, additionally, days are very short. About 70 % of

the land area in Finland is covered by boreal forests,
further complicating the use of optical satellite data.

In spite of the higher degree of complications for
interpreting radar data, the SCA products in Table 2 are
presently the reference, against which new methods
should be compared. Due to the limitations of optical
methods at high latitudes, an operational snow mapping
method there should include the use of radar data.

MICROWAVE DIELECTRIC PROPERTIES
OF SNOW AND SOILS

Water controls the dielectric properties of snow and
soils. The basic investigations in this field include a
study by Hallikainen et al. (1986) for wet snow, a study
by Matzler et al. (1996) for dry snow, and those by
Dobson et al. (1985) and Hallikainen et al. (1985) for
soils. Experimental data and theoretical models for the
dielectric properties of soils at temperatures below 0°C
are scarce (Hallikainen et al., 1985). Other
investigations include a study by Tiuri et al. (1984) for
wet snow. Recently, a new model for the microwave
complex permittivity of wet snow was presented
(Hallikainen and Vanska, 2001), extending the validity
range down to the MHz range.

With the possible introduction of higher frequencies for
radar remote sensing of snow (Rott, 2001), studies
concerning the extinction (absorption and scattering)
properties of dry snow in the 10 to 30 GHz range are
needed. Presently available information covers a
frequency range of 18 to 90 GHz (Hallikainen et al.,
1987) but the accuracy of results below 35 GHz is
limited due to the measurement method.

BACKSCATTER MODELING

The backscattering coefficient of snow-covered terrain
includes contributions from the snow-air interface, the
snow layer (volume scattering), and the underlying
ground surface. The observed backscattering coefficient
is affected by several snow and soil parameters,
including the following (Ulaby et al., 1986): Snow layer
thickness, snow volumetric water content, snow
wetness, snow temperature, snow density, surface
roughness (snow-air and snow-soil interfaces), and
snow layering. Depending on geographical area, the
effects of boreal forest (Koskinen et al., 1997) and those
of relief, aspect angle, layover, and radar shadowing
(Nagler and Rott, 2000) may be important.

Based on studies by Kendra et al. (1998) and by
Koskinen et al. (2000), the discrete particle model for
snow volume scattering agrees with experimental data
at C-band only if the snow particle size is assumed to be
substantially larger than the visually observed value.



Shi and Dozier (2000b) eveloped a physically-based
first-order backscatter model for dry snow. The cross­
polarisation signal is only generated from the snow­
ground interaction terms and it can be used to
investigate co-polarisation signals. As discussed later,
this model has been used to infer snow depth and
particle size from SIR-C/X-SAR measurements.
Previously, they developed a C-band polarimetric
backscatter model for wet snow ( 1995), accounting for
surface and volume scattering and including a total of
five various coherent/incoherent scattering terms, out of
which three terms represent surface-volume interaction
terms. Matzler and Wiesmann (1999) recently extended
their previously developed emission and backscattering
model to handle coarse-grained snow.

Ulaby et al. (1996) developed a semiempirical
backscatter model for 35 and 95 GHz. The model
expressions are given for each linear polarisation
combination in terms of incidence angle and four snow
parameters: depth, density, particle diameter, and
wetness. The model accuracy was reported to be on the
order of l to 3 dB. Other millimeter-wave backscatter
models for snow include those of Mead et al. (1993) and
Tjuatja et al. (1996). A review on modelling for
millimeter-wave remote sensing of snow has been
presented by O'Neill (1994).

Basic problems in backscatter modelling include
characterisation of snow medium and vegetation
(forest). The stickiness parameter is emerging to
account for the effect of snow particle lumping (Ding et
al., 1994). The transmissivity of boreal forest canopies
has been estimated from microwave radiometer
measurements at frequencies above 6.8 GHz, suggesting
that the values are above 0.9 at L-band (Kruopis et al.,
1999). Further studies are needed.

SNOW-COVERED AREA AND SNOW MELT

Determination of snow-covered area from radar data is a
complex problem, because snow may be either wet or
dry and soil may be either frozen or thawed. Moreover,
the volumetric wetness of snow can have values
between 0 and 5 % and that of thawed soil can have
values between 5 and 30 %, changing the value of the
backscattering coefficient correspondingly. Vegetation
may partially mask snow and underlying ground. In
practice, water authorities are mostly interested in snow
melt runoff, changing the problem to that of
discriminating wet snow from thawed snow-free ground
within a basin.

An operational snow melt monitoring system was
adopted for use in Finland recently (Metsamaki et al.,
2001), (Koskinen et al., 1999). It employs AVHRR
images, weather permitting, and ERS-2 SAR images,
when available. The system supports run off prediction.
The SAR method is based on pixel-wise comparison of
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present image with reference image(s) for wet snow­
free ground, e.g. from the previous snow season
(Koskinen et al., 1997). The change in the value of the
backscattering coefficient from that for wet snow to that
for snow-free ground (about 3 dB at C-band, depending
on land-use category) is assumed to depend linearly on
the fraction of snow-covered ground within a pixel. The
effect of boreal forest canopies is compensated using the
method presented in (Pulliainen et al., 2001). Using
their modelling approach, verified by comparisons of
computed results with ERS SAR data and airborne
HUTSCAT scatterometer data, Koskinen et al.
concluded that the SCA algorithm relying on reference
images for snow-free ground works better than that
employing reference images for dry snow (2000).

Similar SAR-based methods for have been developed
for other geographical areas. The method relying on
ERS-2 SAR and RADARSAT data was demonstrated in
Austria (Nagler and Rott, 2000). In Canada Baghdadi et
al. demonstrated the use of C-band SAR data for
mapping of wet snow, employing ERS-1 SAR data
( 1997) and airborne polarimetric data (1998) and,
additionally, they investigated the potential and
limitations of RADARSAT data for wet snow
monitoring (2000). Experiments on snow melt
monitoring with RADARSAT SAR images were
conducted also by Li, S. et al. (2000). Bernier et al.
(1998) studied the use of ERS SAR time series to
monitor dry and shallow snow cover. The use of a high
incidence angle was observed to help in the
discrimination of wet snow from snow-free ground; the
same was confirmed by Guneriussen et al. (200lb).

The use of airborne L- and C-band polarimetric data
was tested in Norway for discrimination of wet snow
from bare snow-free ground and vegetated snow-free
ground (Holden et al, 1998). The best classification
accuracy for discriminating wet snow from bare snow­
free ground was obtained with the C-band span (87 %),
followed by C-band VY and HH polarisations. In the
case of vegetated snow-free ground C-band HY and VH
polarisations gave the best accuracy (95 %), closely
followed by corresponding L-band channels.

The results from airborne C-band polarimetric radar
experiment in the Alps under summer melt and
rainstorm conditions showed that the best separabilities
between wet snow, glacier ice and other surfaces (rock,
moraine, grassland) are obtained with three polarimetric
parameters (Shi et al., 1994). They are the degree of
polarisation, depolarisation factor (a0h)a0vv), and total
power in VY polarisation. For discrimination of wet
snow-covered areas from snow-free areas the
separabilities (difference between class mean values
divided by sum of standard deviations) ranged from 1.4
to 2.1.
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One of the present challenges is to examine the use of
SAR systems operating above X-band to further
improve determination of snow-covered area.

CLASSIFICATION OF WET SNOW,
DRY SNOW, AND SNOW-FREE GROUND

Hallikainen et al. (1995) used data sets from ERS-1
SAR, airborne HUTSCAT scatterometer (C- and X­
band, 4 linear polarisations), and airborne microwave
radiometer data at 24, 35, 48 and 94 GHz to
discriminate dry snow, wet snow, frozen snow-free
ground and wet snow-free ground. A specific
combination of radar and radiometer data for
discriminating each parameter in the case of several
land-use categories and forest types was determined.

Stiles and Ulaby ( 1980) demonstrated that the capability
of radar to discriminate wet snow from dry snow by
radar improves with increasing frequency. Since the
highest frequency of a satellite-borne SAR system so far
is 5.3 GHz, Nghiem et al. (2001) used data from the Ku­
band SeaWinds scatterometer onboard the QuikSCAT
satellite to investigate snow signatures. They carried out
a ground-based Ku-band scatterometer campaign in
Alaska and applied its results to the satellite data. The
final outcome was daily global snow cover maps with
four separate categories: Snow, melting snow, refrozen
snow, and snow-free ground. They also showed the
evolution of seasonal snow cover over the northern
hemisphere in 1999-2001 with time-series SeaWinds
imagery.

Methods based on airborne radar polarimetry were
suggested for studying changes in L- and C-band
polarimetric descriptors (entropy, alpha angle, and
anisotropy) due to seasonal changes in snow-covered
areas in the Alps (Ferro-Famil et al., 1999).

The use of (a) Ku-band and even higher frequencies, (b)
SAR polarimetry, and (c) combined radar and
microwave radiometer measurements for large-scale
applications are some of the present challenges.

SNOW WATER EQUIVALENT

Opposing results on the dependence of the
backscattering coefficient vs. snow water equivalent
have been presented over a period of 20 years. Ulaby
and Stiles ( 1980) showed that the correlation between
cr0 and SWE is positive at 8.2 and 17 GHz. Based on
their experimental results they developed a
semiempirical model to characterise the relationship.
They considered the direct volume backscattering
component from the snow volume and the surface
backscattering component from the snow-ground
interface. Kendra et al. (1998) also found a positive
correlation between the two quantities from their data
over a smooth subsurface. However, this positive

correlation only existed over a frozen subsurface,
whereas there was no correlation over the thawed
subsurface (Bernier and Fortin, 1998). On the other
hand, Strozzi (1996) observed a negative correlation
between cr0 and SWE at 5.3 GHz. Rott and Matzler
(1987) observed no particular difference between dry
snow-covered and snow-free areas at 10.4GHz.

This dispute was explained by Shi and Dozier (2000b);
they concluded from their theoretical studies that the
correlation between cr0 and SWE for a given incidence
angle and polarisation may vary from positive to
negative, depending on snow and soil characteristics.

Shi and Dozier (2000a, 2000b) estimated snow water
equivalent for a test site (snow depths up to 5 m) using
SIR-C/X-SAR data at L-band, C-band, and X-band.
They first inferred snow density with L-band VY and
HH data and then determined snow depth and particle
size with C-band and X-band data. This algorithm is
based on a polarimetric dry snow backscatter model and
consequent characterisations and parameterisations of
various terms and relationships in order to decrease the
number of unknown components in backscatter
contributions. The algorithm performs well for
incidence angles higher than 30°. The density of snow
for a test site in China was determined with L-band
polarimetric data using a similar approach (Li, Z. et al.,
2000).

Arslan et al. (2001) investigated retrieval of SWE of dry
snow form airborne SAR C-band data during the ESA
EMAC'95 Snow and Ice Campaign in northern Finland.
They used an empirical model and data for non-forested
areas. This approach provided good results only after
massive spatial averaging of radar data. This is likely to
be caused by the large variability in soil type
(agricultural land, clear cut, and bogs) and,
consequently, in surface roughness.

The use of polarimetric descriptors for retrieval of snow
information from airborne L- and C-band data in the
boreal forest zone was tested by Praks et al. (1998).
Their study showed that entropy of natural targets is
high and the amount of polarimetric information in
backscatter is low. The alpha angle (related to the
backscatter mechanism) increases with increasing snow
depth, but has considerable scatter and is also affected
by forest stem volume.

Obviously, polarimetric multifrequency SAR data will
not be available from satellites in the near future.
Another new technique, SAR interferometry, already
proven in space, was recently applied to snow studies.
Guneriussen et al. (2001c) determined a relationship
between the InSAR phase and SWE. The results imply
that small changes in snow characteristics between
InSAR image acquisitions may introduce an increase in
the DEM height error. Li and Sturm (2001) had a



similar approach. They eonstructed an interferogram
from a pair of SAR images spanning a snow
precipitation event, and another SAR interferogram
from a pair of SAR images acquired a week earlier. The
second pair was used to remove the topographic
component, revealing the spatial distribution of the
snow precipitation event, obviously with reasonable
accuracy.

Koskinen (2001) investigated the feasibility of using
interferometric L- and C-band SAR imagery for
determining the extent and depth of wet snow cover. He
was able to determine the snow extent using SAR
intensity and Landsat imagery; however, the accuracy of
the digital elevation model (DEM) available for
interferometric height calibration was not adequate. A
reference interferometric height measurement would be
needed for the purpose.

The use of SAR interferometry for SWE mapping is no
doubt one of the major challenges in this area.

SNOW WETNESS

Investigations have shown both negative and positive
correlations between the backscattering coefficient and
snow wetness (Stiles and Ulaby, 1980), (Shi and Dozier,
1992), possibly due to different surface roughness
values. On the other hand, European SAR algorithms
for retrieval of snow-covered area employ observed
negative correlation between a0 and wetness for
reasonable snow wetness and depth values (Koskinen et
al., 1997), (Nagler and Rott, 2000), (Guneriussen et al.,
200lb).

Shi and Dozier ( 1995) applied their backscatter model
for wet snow in a test site with an average annual SWE
of 800 mm, showing that the relationship between a0
and SW is controlled by the relative contribution of
volume and surface scattering mechanisms. Their
results indicate that rough surface tends to cause
positive correlation and smooth surface negative
correlation depending, additionally, on snow
characteristics and incidence angle.

Based on their modelling approach, Koskinen et al.
(2000) concluded that, for snow and land-use conditions
typical of the boreal forest zone, the difference in the C­
hand VY-polarisation (ERS SAR) backscattering
coefficient between dry and wet snow increases with
increasing wetness. It finally saturates to a value of
about 7 dB at SW = 4 %; typical scatter due to varying
snow and land-use conditions is of the order of 5 dB.
The corresponding difference between snow-free
ground and wet snow was determined to be practically
the same, with substantially smaller scatter.

Ula by et al. (1996) investigated the use of 35 and 95
GHz for retrieval of snow characteristics. Although the
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role of snow particle size is substantial even at 35 GHz
(as in microwave radiometry), the backscattering
coefficient is highly sensitive to snow wetness,
exhibiting a dynamic range of about 20 dB for the
wetness range of 0 to 6 % for HY polarisation,
incidence angle 40 degrees.

The use of higher frequencies for SW mapping is a
challenge for near-future research.

MILLIMETERW AVE RADAR STUDIES OF SNOW

Millimeter-wave backscatter from snow has been
discussed to some degree in previous sections.
Additional work includes measurements at 35, 95, and
225 GHz (Chang et al., 1994) and analysis of 215 GHz
measurements and a geometrical optics model
development (Narayanan and Mcintosh, 1990).

EMERGING METHODS AND SENSORS

New methods for radar sensing of snow include SAR
polarimetry, SAR interferometry, and high-frequency
SAR. Although various decomposition techniques have
been introduced (Claude and Potier, 1996), the
covariance matrix eigenvalue-based decomposition
theory proposed by Claude (1992), has been generally
adopted for use in remote sensing. Few studies have
been conducted so far to thoroughly test the feasibility
of SAR polarimetry and interferometry for retrieval of
snow characteristics. The proposal for a space-borne
high-frequency SAR (Rott, 2001) is an interesting
initiative that, if successful, will lead to a dedicated
SAR mission for global snow mapping.

REFERENCES

Allen, M. W. and Mosher, F. R. (1986): Monitoring
snow pack conditions with an interactive
geostationary satellite system. Proc. 54'h
Annual Western Snow Conference, pp. 51-60,
Phoenix, AZ, USA, 15-17 April 1986.

Allison, I., Barry, R. G., and Goodison, B. E. (2000):
World Climate Research Programme Climate
and Cryosphere (CLIC) Project - Initial
Sequence and Coordination Plan
(http://www.np.no/clic).

Arslan, A.N., Praks, J., Koskinen, J., and Hallikainen,
M. (2001): An empirical model for retrieving
snow water equivalent from C-band
polarimetric SAR data. Report 45, Laboratory
of Space Technology, Helsinki University of
Technology, 35 pp., 2001.

Baghdadi, N., Gauthier, Y., and Bernier, M. (1997):
Capability of multitemporal ERS-1 SAR data
for wet snow mapping. Remote Sens. Environ.,



190

vol. 60, pp. 174-186, 1997.

Baghdadi, N., Livingstone, C. E., and Bernier, M.
(1998): Airborne C-band SAR measurements
of wet snow areas. IEEE Trans. Geosci.
Remote Sensing, vol. 36, pp. 1977-1981, Nov.
1998.

Baghdadi, N., Gauthier, Y., Bernier, M., and Fortier, J.­
P. (2000): Potential and limitations of
RADARSAT SAR data for wet snow
monitoring. IEEE Trans. Geosci. Remote
Sensing, vol. 38, pp. 316-320, Jan. 2000.

Bernier, M. and Fortin, J-P. (1998): The potential of
times series of C-band SAR data to monitor
dry and shallow snow cover. IEEE Trans.
Geosci. Remote Sensing, vol. 36, no. 1, pp.
226-243, Jan. 1998.

Carroll, T. R., Baglio, J. V., Verdin, J. P., and Holroyd,
E.W. III (1989): Operational mapping of snow
cover in the United States and Canada using
airborne and satellite data. Proc. 15'"Canadian
Symposium on Remote Sensing and
IGARSS'89, pp. 1257-1259, Vancouver, B.C.,
Canada, 10-14 July 1989.

Chang, P., Mead, J., Mcintosh, R., Davis, R., and
Boyne, H. (1994): A detailed study of the
backscatter characteristics of snowcover
measured at 35, 95 and 225 GHz. Proc. IEEE
1994 Int. Geoscience and Remote Sensing
Symposium (IGARSS'94), pp. 1932-1934,
Pasadena, CA, USA, 8-12 Aug. 1994.

Cloude, S. R. (1992): Uniqueness of target
decomposition theorems in radar polarimetry.
In: "Direct and Inverse Methods in Radar
Polarimetry," Editors: Boerner, W. M. et al.,
Kluwer Academic Publishers, pp. 773-791,
1992.

Cloude, S. R., Potier, E., (1996) A review of target
decomposition theorems in radar polarimetry.
IEEE Trans. Geosci. Remote Sensing, vol. 34,
pp. 498-518, March 1996.

Ding, K., Zurk, L., and Tsang, L. (1994): Pair
distribution functions and attenuation rates for
sticky particles in dense media. J.
Electromagn. Waves Applicat., vol. 8, 1585-
1604, 1994.

Dobson, M.C., Ulaby, F.T., Hallikainen, M., and El­
Rayes, M.(1985): Microwave dielectric
behavior of wet soil - Part II: Dielectric mixing
models. IEEE Trans. Geosci. Remote Sensing,
vol. GE-23, pp. 35-46, Jan. 1985.

Ferro-Famil, L., Pottier, E., Saillard, J., Dedieu, J.,
Bernier, M., and Fortin, J. (2000): The
potential of full polarimetric SAR data to
classify dry snowcover. Proc. IEEE 1999 Int.
Geoscience and Remote Sensing Symposium
(IGARSS '99), pp. 1792-1794, Hamburg,
Germany, 28 June - 2 July 1999.

Goodison, B. (1989): Determination of areal snow water
equivalent on the Canadian prairies using
passive microwave satellite data. Proc. Joint
15'" Canadian Symposium on Remote Sensing
and IGARSS'89, pp. 1243-1246, Vancouver,
Canada, 10-14 July 1989.

Guneriussen, T. et al. (200la): Description of Work;
Development of Generic Earth Observation
Based Snow Parameter Retrieval Algorithms.
Project Proposal to European Union, EESD
Programme, 200 l.

Guneriussen, T., Johnsen, H., and Lauknes, I. (200lb):
Snow cover mapping capabilities using
RADARSAT standard mode data. Canadian J.
Remote Sensing, vol. 27, pp. 109-117, April
2001.

Guneriussen, T., Hogda, K. A., Johnsen, H., and
Lauknes, I. (200lc): InSAR for estimation of
changes in snow water equivalent of dry snow.
IEEE Trans. Geosci. Remote Sensing, in press,
to appear in Oct. 2001.

Guyenne, T. (editor) (1995): Scientific Achievements of
ERS-1. ESA SP-117611,ESA-ESTEC, 162 pp.,
Noordwijk, The Netherlands, 1995.

Hallikainen, M., Ulaby, F.T., Dobson, M.C., and El­
Rayes, M. (1985): Microwave dielectric
behavior of wet soil - Part I: Empirical models
and experimental observations. IEEE Trans.
Geosci. Remote Sensing, vol. GE-23, pp. 25-
34, Jan. 1985.

Hallikainen, M., Ulaby, F.T., and Abdelrazik, M.
(1986): Dielectric properties of snow in the 3
to 37 GHz range. IEEE Trans. Ant. Propagat.,
vol. AP-34, pp. 1329-1340, Nov. 1986.

Hallikainen, M., Ulaby, F.T., and Van Deventer, T.E.
(1987): Extinction behavior of dry snow in the
18 to 90 GHz range. IEEE Trans. Geosci.
Remote Sensing, vol. GE-25, pp. 737-745,
Nov. 1987.

Hallikainen, M. and Jolma, A. (1992): Comparison of
algorithms for retrieval of snow water
equivalent from Nimbus-7 SMMR data in
Finland. IEEE Trans. Geosci. Remote Sensing,



vol. 30, no. l , pp. 124-131, 1992.

Hallikainen, M., Kurvonen, L., Koskinen, J.,
Jaaskelainen, V., and Makynen, M. (1995):
Combined use of radar and microwave
radiometer in retrieval of snow characteristics.
Proc. IEEE 1995 Int. Geoscience and Remote
Sensing Symposium (IGARSS'95), pp. 1511-
1514, Florence, Italy, 10-14 July 1995.

Hallikainen, M. and Vanska, T. (2001): A new model
for the microwave dielectric properties of wet
snow. Unpublished.

Holden M., Schistad, A., and Solberg, R. (1998): Wet
snow-cover mapping by L-and C-band
polarimetric SAR. Proc. IEEE 1998 Int.
Geoscience and Remote Sensing Symposium
(IGARSS'99), pp. 1533-1537, Seattle, WA,
USA, 6-10 July 1998.

Kendra, J. R., Sarabandi, K., and Ulaby, F. T. (1998):
Radar measurements of snow: Experiment and
analysis. IEEE Trans. Geosci. Remote Sensing,
vol. 36, pp. 864-879, May 1998.

Koskinen, J ., Pulliainen, J ., and Hallikainen, M. (l 997):
The use of ERS-1 SAR data in snow melt
monitoring. IEEE Trans. Geosci. Remote
Sensing, vol. GE-35, pp. 601-610, May 1997.

Koskinen, J., Metsamaki, S., Grandell, J., Janne, S.,
Matikainen, L., and Hallikainen, M. ( 1999):
Snow monitoring using radar and optical
satellite data. Remote Sens. Environ., vol. 69,
pp. 16-29, 1999.

Koskinen, J., Pulliainen, J., and Hallikainen, M. (2000):
Effect of snow wetness to C-band backscatter -
a modeling approach. Report 41, Laboratory of
Space Technology, Helsinki University of
Technology, 20 pp., 2000.

Koskinen, J. (2001): Snow monitoring using
interferometric TOPSAR data. Proc. IEEE
200 I Int. Geoscience and Remote Sensing
Symposium (IGARSS'OI ), 3 pp., Sydney,
Australia, 9-13 July 2001.

Kruopis, N., Praks, J., Arslan, A.N., Alasalmi, H.,
Koskinen, J ., and Hallikainen, M., (1999):
Passive microwave measurements of snow­
covered forest areas in EMAC'95. IEEE Trans.
Geosci. Remote Sensing, vol. 37, pp. 2699-
2705, 1999.

Li, S., Sturm, M., Kyriazis, S., and Logan, T. (2000):
Mapping snowmelt sequence at lvotuk, Alaska,
using RADARSAT SAR images acquired with

191

different standard beams. Proc. IEEE 2000 Int.
Geoscience and Remote Sensing Symposium
(IGARSS'2000), pp. 481-483, Honolulu,
Hawaii, USA, 24-28 July 2000

Li, S. and Sturm, M. (2001): Derivation of spatial
distribution of snow precipitation using
interferometric SAR technique. Proc. IEEE
2001 Int. Geoscience and Remote Sensing
Symposium (IGARSS'OI ), 3 pp., Sydney,
Australia, 9-13 July 200 l.

Li, Z., Guo, H., and Shi, J. (2000): Estimation of snow
density with L-band polarimetric SAR data.
Proc. IEEE 2000 Int. Geoscience and Remote
Sensing Symposium (IGARSS'2000), pp. 1757-
1759, Honolulu, Hawaii, USA, 24-28 July
2000.

Matson, M. (l 991) NOAA satellite snow cover data.
Paleogeography and Paleoecology, vol. 90,
pp.213-280, 1991.

Mead, J.B., Chang, P. S., Lohmeier, S. P., Langlois, P.
M., and Mcintosh, R. (l 993): Polarimetric
observations and theory of millimeter-wave
backscatter from snow cover. IEEE Trans.
Geosci. Remote Sensing, vol. 31, pp. 38-46,
Jan. 1993.

Metsarnaki, S., Vepsalainen, J., Pulliainen, J., Koskinen,
J., Huttunen, M., and Hallikainen, M. (2001):
The applicability of C-band SAR and optical
data for snow monitoring in Boreal forest.
Proc. Third Int. Workshop on Retrieval of Bio­
& Geo-physical Parameters from SAR Data for
Land Applications, 6 pp., Sheffield, UK, 11-14
Sept. 2001.

Matzler, C. (1996): Microwave permittivity of dry
snow, IEEE Trans. Geosci. Remote Sensing,
vol. 34, pp. 573-581, March 1996.

Matzler, C. and Wiesmann, A. (1999): Extension of the
microwave errussion model of layered
snowpacks to coarse-grained snow. Remote
Sens. Environ., vol. 70, pp. 317-325, 1999.

Nagler, T. and Rott, H. (2000): Retrieval of wet snow
by means of multitemporal SAR data. IEEE
Tram. Geosci. Remote Sensing, vol. 38, pp.
754-765, March 2000.

Narayanan, R. M. and Mcintosh, R. E. (l 990):
Millimeter-wave backscatter characteristics of
multilayered snow surfaces. IEEE Trans.
Geosci. Remote Sensing, vol. 28, pp. 693-703,
May 1990.



192

Nghiem, S. V., Tsai, W.-Y., Neumann, G., Sturm, M.,
Taras, B., Perovich, D. K., and Elder, B.
(20001): Remote sensing of snow with
SeaWinds scatterometer. Proc. IEEE 2001 Int.
Geoscience and Remote Sensing Symposium
(IGARSS'Ol), 3 pp., Sydney, Australia, 9-13
July 2001.

O'Neill, K. (1994): A review of modeling for millimeter
wave remote sensing of snow. Proc. IEEE
1994 Int. Geoscience and Remote Sensing
Symposium (IGARSS'94), pp. 1925-1928,
Pasadena, CA, USA, 8-12 Aug. 1994.

Praks, J., Koskinen, J., Arslan, A., Kruopis, N.,
Alasalmi, H, and Hallikainen, M. (1998):
Cloude's target decomposition theorems
applied to EMISAR data acquired during
EMAC'95 snow campaign. IEEE 1998 Int.
Geoscience and Remote Sensing Symposium
(IGARSS'98), pp. 1538-1540, Seattle, WA,
USA, 6-10 July 1998.

Pulliainen, J., Koskinen, J., and Hallikainen, M. (2001):
Compensation of forest canopy effects in the
estimation of snow covered area from SAR
data. Proc. IEEE 2001 Int. Geoscience and
Remote Sensing Symposium (IGARSS'Ol), 3
pp., Sydney, Australia, 9-13 July 2001.

Ramsay, B. H. and Robinson, D. (2000): Prospects for
the Interactive Multisensor Snow and Ice
Mapping System. Proc. 57h Eastern Snow
Conference, Syracuse, N.Y., USA, 17-19 May
2000.

Rott, H. (2001): Requirements for a high frequency
spaceborne SAR mission to measure the extent
and properties of the seasonal snow cover.
Proc. Third Int. Workshop on Retrieval of Bio­
& Geo-physical Parametersfrom SAR Datafor
Land Applications, 6 pp., Sheffield, UK, 11-14
Sept. 2001.

Rott, H. and Matzler, C. (1987): Possibilities and limits
of synthetic aperture radar for snow and glacier
surveying. Ann. Glaciol., vol. 9, pp. 195-199,
1987.

Shi, J. and Dozier, J. (1992): Radar response to snow
wetness. Proc. IEEE 1992 Int. Geoscience and
Remote Sensing Symposium (IGARSS'92), pp.
927-929, Houston, TX, USA, 26-29 May 1992.

Shi, J., Dozier, J., and Rott, H. (1994): Snow mapping
in Alpine regions with synthetic aperture radar.
IEEE Trans. Geosci. Remote Sensing, vol. 32,
pp. 152-158, Jan. 1994.

Shi, J. and Dozier, J. (1995): Inferring snow wetness
using C-band data from SIR-C's polarimetric
synthetic aperture radar. IEEE Trans. Geosci.
Remote Sensing, vol. 33, pp. 905-914, July
1994.

Shi, J. and Dozier, J. (2000a): Estimation of snow water
equivalence using SIR-C/X-SAR, part I:
Inferring snow density and subsurface
properties. IEEE Trans. Geosci. Remote
Sensing, vol. 38, pp. 2465-2474, Nov. 2000.

Shi, J. and Dozier, J. (2000b): Estimation of snow water
equivalence using SIR-C/X-SAR, part II:
Inferring snow depth and particle size. IEEE
Trans. Geosci. Remote Sensing, vol. 38, pp.
2475-2488, Nov. 2000.

Stiles, W. H. and Ulaby, F. T. (1980): The active and
passive microwave response to snow
parameters. l. Wetness. J. Geophys. Res. Vol.
85,no.C2,pp. 1037-1044, 1980.

Strozzi, T. (1996): Backscattering measurements of
snow covers at 5.3 and 35 GHz. Ph.D.
dissertation, Inst. Applied Physics, Univ. Bern,
Bern, Switzerland, 1996.

Tiuri, M., A. Sihvola, E. Nyfors, and M. Hallikainen,
(1984): The complex dielectric constant of
snow at microwave frequencies. IEEE J.
Oceanic Engin., vol. OE-9, pp. 377-382, 1984.

Tjuatja, S., Fung, A. K., Comiso, J. C. (1996):
Scattering and emission from dry snow in the
range 35-140 GHz. Proc. IEEE 1996 Int.
Geoscience and Remote Sensing Symposium
(IGARSS'96), pp. 2008-2010, Lincoln, USA,
27-31May1996.

Ulaby, F. T. and Stiles, W. H. (1980): The active and
passive microwave response to snow
parameters. 2. Water equivalent of dry snow. J.
Geophys. Res. Vol. 85, no. C2, pp. 1045-1049,
1980.

Ulaby, F. T., Moore, R. K., and Fung, A. K. (1986):
Microwave Remote Sensing - Active and
Passive, vol. Ill: From Theory to Applications.
Artech House, 1100 pp., 1986.

Ulaby, F., Siqueira, P., Nashashibi, A., and Sarabandi,
K. (1996): Semi-empirical model for radar
backscatter from snow at 35 and 95 GHz. IEEE
Trans. Geosci. Remote Sensing, vol. 34, no. 5,
pp. 1059-1065, Sept. 1996.



Process Modelling

Chairman: A. Rosenqvist





195

REMOTE SENSINGDATAASSIMILATION IN LANDSURFACE PROCESS MODELLING

BACHHeike 0\ MAUSERWolfram <2l

(/)Vista Geowissenschafttiche Fernerkundung GmbH
Luisenstr. 45, D-80333 Munchen, Germany
Tel. +49-89-52389802, Fax +49-89-52389804

Email: hach@vista-geo.de

(2) Institute for Geography, University of Munich
luisenstr. 37, D-80333 Munich, Germany

Tel. +4989 2180 6674, Fax +4989 2180 6675
Email: w.mauser(li)ggf.geo.uni-muenchen.de

ABSTRACT

Land surface process models describe the energy-, wa­
ter-, carbon- and nutrient-fluxes at the land surface on a
regional scale by combining a given set of environ­
mental parameters and variables (e.g. water balance
model. plant physiology model, atmospheric boundary
layer model, erosion model). They need spatially dis­
tributed input parameters, which can be delivered from
remote sensing analyses using both optical and micro­
wave sensors. Thus. land surface process models are the
main drivers for four dimensional data assimilation
(4DDA) which is based on the synergistic data utiliza­
tion of remote sensing and ancillary data both in space
and time.

To ensure the constant flow of the necessary input pa­
rameters and variables. the development of adequate
data-assimilation and data-fusion techniques is manda­
tory. Parameter models operate at the centre of this data
fusion process to convert remote sensing measurements
into a set of model input parameters and variables. Dif­
ferent strategies to use remote sensing derived parame­
ters in models are demonstrated. They span from the
simple delivery of static input-parameters. over the
provision of dynamic model parameters. model forcing
and recalibration of internal model variables. to inver­
sion and validation of land surface process models.

Examples will illustrate these different data assimilation
strategies using SAR and optical data sources. The int..
gration of land surface parameters derived from remote
sensing (e.g. land use. digital terrain model. surface soil
moisture) in flood forecast is a rather straight forward
task. For water balance modelling. soil moisture and
snow cover assessment will be illustrated. This task is
already more complex. since a continuous process must
be simulated and the data assimilation must avoid in­
consistencies in model performance. The application of
remote sensing data assimilation methods for crop
growth and agricultural production models further re-

quires complex feedback mechanisms. Examples will be
presented from the ESA-study GeoB/RD (Bach et al.
2001).

INTRODUCTION

Progress has been made in the bio-geophysical model­
ling of land surface processes on different scales. Com­
plex land surface process models of local validity were
developed in plant ecology and boundary layer meteor­
ology to understand the feedback between soil and at­
mosphere as well as to understand plant growth and
carbon assimilation of single plants and plant canopies.
Their development was based on a wealth of experimen­
tal data gathered on experimental sites over a broad
range of land surface types. These models need a large
to very large number (sometimes more than I00) of
input parameters to accurately reproduce observations.
Simplified models were derived from these complex
models as early as in the late 80's driven by the need of
meteorologist for a somewhat better representation of
the land surface in global and mesoscale circulation
models. Roth developments. on the complex, small.
verifiable scale as well as on the abstract, simplified and
global scale created a gap in the description of land
surface processes on the regional scale of landscapes.
Nevertheless. this scale is most relevant for applications
since most environmental management decisions in
terms of land-use. land management and environmental
protection are made on this scale.

Today. with the need to better understand fluxes of
carbon. water and nutrients on the scale of landscapes it
has become clear, that modelling of the spatial interac­
tions of hydrological and biological processes on the
landscape level is a scientific task by itself It has be­
come a tool of major importance to check the depth of
our understanding of environmental processes and inter­
actions. Regional landscape models have now devel­
oped to a stage of maturity to serve as a valuable tools
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for decision-making within a practical framework. Land
surface process models and their predictive abilities will
eventually form the basis to intelligently balance the
conflicts between nature and man in a future world,
which is marked by the need of sustainable landscape
management within the boundary conditions of growth
in human population and prosperity.

Models need data at several stages of their execution
cycle. Data is necessary as parameters describing the
state of the described system, as dynamic state variables
expressing changes within the system and for the valida­
tion of the model results. Since landscape models de­
scribe a process, which takes place in time and space
they have to be spatially distributed by their very nature.
Spatially distributed process models need spatially dis­
tributed data on all levels. This is where remote sensing
as the science of the interaction between natural objects
and electromagnetic waves enters the stage. Remote
sensing provides the necessary data to be able to shift
from point measurements to spatial measurements.
However, scale, resolution and temporal availability of
remote sensing observations need to be matched wi.h
the studied phenomena. Hence data assimilation and
data fusion techniques are required. 4DDA (four dimen­
sional data assimilation) is the keyword in the upcoming
future.

The actual scientific status of data assimilation in land
surface process models is still in an early stage. The
level of processing of remote sensing data often rarely
exceeds simple land use classifications. One main rea­
son for this lies in the fact, that the presently available
Earth observation (EO) instruments to study the land
surface do not have a very suitable set of system pa­
rameters to adequately study dynamic land surface
processes. To fully utilise the potential of the EO in­
struments to quantitatively deliver spatial fields of
model parameters the full synergy between the whole
range of available sensors (optical and microwave) and
their ability to interact with models has to be exploited.

It is evident that remote sensing is the most efficient and
in many aspects also the only way to quantitatively
assess spatial distributions of input parameters for land
surface process models. However there are currently
limitations and open questions in the determination of
land surface parameters both with optical and micro­
wave data. Even with a perfect set of advanced sensors
these problems can only be solved with improvements
in processing algorithms and assimilation procedures.
The main causes for limitations in accuracy are:

• The land surface parameters cannot directly be
measured by remote sensing. Instead the interaction
of the Earth's surface with electromagnetic waves is
quantified. These scattering- and absorption­
properties of the surface (reflectance, transmission,
absorption, or scattering) must be converted into

meaningful land surface variables such as leaf area
or soil moisture using parameter models. Often pa­
rameter models consist of inversion procedures of
radiative transfer models, which model the remote
sensing (RS) process. Of course this indirect ap­
proach may introduce errors in the retrieval of land
surface properties.

• Undesired influences are contained in the measured
remote sensing signal, which have to be eliminated.
In the optical spectral range the atmosphere influ­
ences the measured signal through absorption and
scattering processes in the atmosphere. Advanced
atmospheric correction schemes have to be applied
before any further analysis. The synthetic aperture
microwave signal is strongly influenced and dis­
turbed by the speckle noise.

• The spectral information is often ambiguous. This is
again true both for optical and microwave data. With
one observation of a sensor with a given geometry
and spectral configuration two different land use
types (e.g. forest and com) may provide the same
spectral signature. However their biophysical prop­
erties (leaf area, height, biomass, carbon-fixation)
might differ strongly. The radar backscatter of the
land surface is influenced by at least two factors, the
dielectric constant and surface roughness. With one
observation alone and using existing spacebome
SAR systems these two factors can hardly be dis­
criminated.

• Information might be hidden because parameters
that are necessary for modelling processes on the
land surface may not be identical with the parame­
ters that can be derived from remote sensing. For in­
stance with C-band SAR the soil moisture of the soil
surface (top 2-5 cm) can be measured. However the
soil moisture of the whole root zone (which may be
15 - 250 cm thick) is required for water balance cal­
culations.

These difficulties and discrepancies are some of the
underlying causes why remote sensing still does not
play a central role in modelling of land surface proc­
esses on the regional scale. They will not be overcome
simply by using new generation sensors alone. In addi­
tion the assimilation of remote sensing data in process
models must be accepted as a central task of research
for the next years. Remote sensing activities, which are
solely driven by remote sensing science or technology
will sooner or later loose not only financial support but
also attraction. If however Earth observation sources are
routinely used in land surface process models, which are
of relevance for practical applications, e.g. for water­
shed or agricultural production management, remote
sensing will remain a most relevant and fascinating field
of research.



DATA ASSIMILATION STRATEGIES

There are several possible options to use remote sensing
data within a land surface process model. The main
difference between the different approaches lies in the
goal and the degree of abstraction.

Option I: Determination of fields of static model input
parameters using remote sensing data and substitution
of classically derived parameter values through remote
sensing derived parameter values in the model.

Examples are land use and terrain elevation information.
The values of the parameters change very slowly with
time and are therefore used to initialise land surface
process models. Therefore remote sensing data with
limited temporal resolution is sufficient for this purpose.

Option 2: Dynamic model parameters update through
remote sensing measurements.

In this case remote sensing measurements are converted
into values of dynamically changing physical parame­
ters of the land surface. Their values are introduced
from outside the model instead of deriving them inside
the model based on some reasonable physical assump­
tion like conservation laws for mass and energy. The
model is therefore forced into a realistic representation
of the physical behaviour of the system instead of ac­
cumulating errors in an uncontrolled way. Examples are
leaf area index (LAI) and albedo.
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Figure I: Forcing of model behaviour through
externally providing measured LAI values
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The assimilation of land surface parameters derived
from remote sensing by externally feeding the parame­
ter values into the model, which are then temporally
interpolated, is illustrated in Fig. I.

Option 3: Parameter determination through model re­
calibration or model inversion.

Recalibration is used whenever the model misbehaves.
To recalibrate internal model parameters, the process
model is run again for the antecedent time steps, which
led to the present state, with the values of a set of inter­
nal model parameters being optimised until the model
reproduces the measured parameter value. This proce­
dure produces a new set of values for the model initiali­
sation parameters, which are then used for the determi­
nation of the further development of the system. This
procedure is illustrated in Fig. 2 for the case of surface
soil moisture.

The challenge of this option is the selection of internal
parameters to be optimised. For this purpose, sensitivity
studies are required. In this example soil hydraulic
properties can be adjusted until simulation and observa­
tions correspond.

For model inversion the procedure described above is
inverted. For this purpose the original process model is
extended to be able to also simulate remote sensing
observations (e.g. at sensor radiances, backscatter val­
ues) from parameter values calculated by the model.

time
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Model Result
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AdJusted Model
Result
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time

Figure 2: Recalibration through estimation of an
optimal set of parameters to represent

remote sensing measurements
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Instead of forcing a model into a certain direction
through measurements the model is fed with a virtual
set of parameter values. The outputs of the process
model (e.g. LAI , biomass or plant height) then in tum
can be converted into simulated radiances or backscatter
intensities. These values are then compared with the
radiances or backscatters values measured with remote
sensing instruments. The model parameters are varied
systematically until model results and remote sensing
measurements coincide. One then concludes, that the
chosen virtual parameter set of the inverse model cor­
rectly represents the natural situation.

While this procedure can universally be applied, the
conclusion is only true when a unique solution exists for
the inversion problem. This is hard to prove and hardly
the case for complex models and arbitrarily chosen sets
of parameters. One approach, which relaxes the problem
is to only change one parameter when inverting. This
can be done to derive e.g. static soil hydraulic properties
from a comparison of time series of microwave meas­
urements and the results of an inversion of a soil hy­
draulic model combined with an inverse radar backscat­
ter model.

Option 4: Direct comparison of model results and re­
mote sensing measurements.

Some land surface model parameters can be directly
compared with remote sensing measurements. This is
possible whenever the physical model parameter is
related to a radiation flux or a surface property directly
resulting from radiative transfer. Examples are surface
temperature, albedo, surface soil moisture, snow cov­
ered area, inundated area, etc. Remote sensing meas­
urements of these properties can be used for spatial
verification I validation as long as the measured values
(not the parameters themselves) are not used within the
model.

Examples for these 4 options of data assimilation will
follow.

STATIC MODEL INPUT PARAMETERS
FROM REMOTE SENSING

The flood model IFFS serves as example for the first
two options. IFFS is a hydrological model used for the
translation of rainfall into runoff. The most important
results of IFFS are the peak discharge of a flood, which
is responsible for the extent of flooding and the dis­
charge volume, which is necessary to manage reservoirs
for flood retention purposes. IFFS consists of two parts
(Bach et al., 2000 b). The first part of the system de­
scribes the watershed properties and is assumed to be
temporally static (see Fig. 3).

An interferometrically derived elevation model is used
as prime remote sensed data source for IFFS to deter­
mine topographic information on the watershed. The
phase information of a tandem pair of ERS SAR data
served as basis. The relative vertical accuracy of the
DEM of 10 m is sufficient for the extraction of flow
patterns in hilly and mountainous regions to generate
the hydrological structure of the runoff model. Addi­
tionally, optical satellite data are classified to deliver the
land cover distribution. Together with a soil map, the
watershed is then classified into -hydrologic relevant
classes of water storage capacity, which is expressed in
dimensionless CN-values. In addition to remote sensing
data, only information on the reservoirs (storage vol­
ume, discharge curve) is required for this static set-up of
the hydrological model.
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Figure 3: Static model inputparameters from remote
sensing as used in theflood model IFFS

UPDATING OF DYNAMIC MODEL PARAMETERS

The second part of IFFS consists of the modelling of the
reaction of discharge on a rainfall input (see Fig. 4). For
this dynamic part of the system, rainfall information is
required as the driving variable. Different options are
possible to generate this information. Meteorological
station data can be interpolated, but also remote sensing
data can be used (METEOSAT, weather radar). Nu­
merical Weather Prediction (NWP) models further al­
low to forecast the rainfall.

Within the dynamic part of IFFS (Fig. 4), also soil
moisture information is of crucial relevance for runoff
modelling because it determines the extent of saturation
of the watershed and thereby the partitioning of rainfall
into surface runoff and infiltration. The same amount of



rainfall, which normally does not lead to a significant
increase in water level, can cause a severe flood, if the
soil has already been filled with water and the storage
capacity is close to zero. Because information on the
actual soil moisture distribution is normally missing, it
is estimated in hydrological models by utilising an ante­
cedent precipitation index, that is derived from rainfall
measurements of the preceding days, or a moisture
index, that is derived from actual discharge values.
However, this parameter can not reflect adequately the
full temporal and spatial variability of soil moisture.
Large errors in flood and inundated area forecast may
occur as a result. Therefore SAR data are used to derive
soil moisture distributions, which have the potential to
improve the antecedent moisture characterisation of the
watershed. With this information, the actual water stor­
age capacity of the soil is determined as input into the
rainfall-runoff model (see Fig. 5).
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Figure 4: Updating of dynamic model parameters in
IFFS through the provision ofsoil moisture maps

The inversion procedure to derive soil moisture from
ERS-SAR images will be described below. It is re­
stricted to non-forested areas, since C-band microwaves
can not penetrate forest. For the hydrological applica­
tion gaps of information are however not allowed.
Therefore the soil moisture derived on the forest-free
parts of the subwatersheds is assigned to the whole
subwatersheds in an appropriate way as illustrated in
Fig. 5.

See colour plate

Figure 5: Provision of ERS derived soil moisture
distribution for the flood model IFFS
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Fig. 6 shows results of flood calculations for a 200
years flood in the 800 km2 Ammer catchment in the
Bavarian part of the Alps, which caused exceptional
damage. In the graph the measured discharge is com­
pared with modelled discharge produced with different
soil moisture information. The dotted curve shows the
model result under the assumption of a dry watershed,
which means several dry days before the rainfall. As can
be seen, the simulated discharge values are much too
small and not even enough to produce a flood alert. The
total amount of discharge produced under this assump­
tion is only about half of the observed discharged water
volume (27 vs. 53 Mio m3). The broken curve shows the
result of the model calculation using a wet watershed,
which means rainfall directly before the flood. In this
case the model overestimates the peak discharge as well
as discharge volume. When using soil-moisture infor­
mation derived from ERS-data taken the day before the
flood the solid grey line shows the closest correspon­
dence between measured and modelled peak discharge
and discharge volume. This clearly demonstrates the
potential for improved flood simulation, which lies in
the use of remote sensing derived model parameters in
integrated modelling environments like IFFS.

INVERSION OF SOIL MOISTURE FROM ERS-SAR
MEASUREMENTS

The moisture content of the top soil-layer, which was
used in IFFS, was retrieved from ERS SAR data by
using a semi-empirical approach. Its principles are
shown in Fig. 7. A first prerequisite is to physically
correct the influence of topography on backscatter and
resolution of the SAR-image and thereby to convert
backscatter into o0 -values of flat terrain (Riegler &
Mauser, 1998). The approach then empirically corrects
influences on o0-values from vegetation type and bio-
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mass to convert o0 values into dielectric constant of
soil-water mixture of an equivalent bare field with an
RMS-roughness of 2.4 cm acc. to Ulaby (1994) (Rom­
bach & Mauser, 1997). Finally the dielectric constant is
converted into soil-moisture using soil physical proper­
ties.

Biomass

Soil Moisture Volume-
scattering

Dielectric- ao or:
constant

tD Roughness

Soil Type -D
Local I Vegetation typeIncidence

Topography

Figure 7:Soil moisture retrievalfrom ERS data using
the IGGF approach

The necessary information on land cover can be gath­
ered through the classification of optical remote sensing
data, the soil physical properties come from a soil map.
This model works well for annual vegetation if all the
ancillary data is available with the appropriate accuracy.
Although it is a semi-empirical model based on meas­
urements in Southern Germany it could be successfully
applied in the Flevoland test-site without further adapta­
tions (see Fig. 8). The comparison of field-measured
and modelled soil moisture values for different land
covers in Flevoland is shown inFig. 8.
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Figure 8: Comparison of the measured and ERS­
derived soil moisturefor a dutch test-site Flevoland

(Mauser, 2000)

PARAMETER DETERMINATION THROUGH
MODEL INVERSION

Model inversion is a common technique to derive a
desired physical quantity. Whenever the model result is
already known (e.g. through measurements) one can
work his/her way backwards through the model to arrive
at the unknown physical quantity of interest, which
produces the measured result. This approach is valid if
the model produces unique solutions.

Radiative transfer models (like GeoSAIL (Bach et al.
2000a)) can be inverted to determine surface parameters
from remotely sensed surface reflectances. An extended
methodology of model inversion consists in combining
GeoSAIL and the growth model PROMET-V (Schnei­
der & Mauser 2000, Mauser & Schadlich 1998). Its
purpose is to optimise the performance of a vegetation
growth model and is illustrated in Fig. 9.

The approach is based on two feedback-loops, which
are established to ensure that a stable, most probable
and spatially variable output of the growth model
(namely biomass, yield, plant height) is assured through
the use of remote sensing data. Fig .9 contains two
branches, a remote sensing based retrieval of plant pa­
rameters through radiative transfer modelling to the left
and a land surface process model based retrieval of
plant parameters from meteo-data and geo-biophysical
maps to the right. As an example the case of leaf area
index (LAI) is demonstrated in Fig. 9.

Optical remote sensing data are first atmospherically
corrected using the atmosphere correction procedure
PULREF (Bach & Mauser, 1994). The observed reflec­
tance spectra are then compared with modelled spectra
calculated with the optical RS model GeoSAIL (Bach et
al. 2000 a, Verhoef, 1984). Total leaf area, fraction of
brown leaves and surface soil moisture are retrieved
using an inversion loop. The golden section method is
applied to minimise the spectral matching error between
remotely sensed and modelled spectra.

The standard concept of model inversion is extended by
using the growth model as additional information source
(first feedback to GeoBIRD-INVl) to determine the
valid range of the surface parameter from the land sur­
face process model. The valid range produced by the
growth model takes into account influences like the
course of the weather during the considered year of
observation, the quality of the soil and management
practices. The free model parameter is adjusted within
the given range of validity until a best match between
remotely sensed and modelled reflectance spectra is
reached.
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Figure 9: Methodologyfor the combination of a growth model (PROMET-V, right) and an optical remote sensing
model (GeoSAIL, left)for enhanced retrieval of bio-geophysical land surface parameters. In the leftfeedback loop land
surface parameters (LAI,fraction of brown leaves and surface soil moisture) are derivedfrom optical remote sensing
data. In the rightfeedback loop the growth model is adjusted to allow the improved simulation of biomass, canopy

height andyield.

A second feedback loop is applied to recalibrate and re­
initialise the land surface process model PROMET-V
based on the outputs from the remote sensing model.
GeoBIRD-INV2 uses the LAI obtained from the
GeoSAIL inversion as input. Internal model parameters
of PROMET-V are now adjusted until the modelled LAI
of the growth model and the LAI retrieved from RS
observation fit best. From sensitivity analyses, it was
found that plant density is the most sensitive land sur­
face parameter for crops. In case of meadows, the days
of cutting proved to be the most crucial and at the same
time the least known parameter. Both parameters are

also spatially highly variable. To take care of the high
degree of spatial variability in the natural processes,
PROMET-V is re-initialised on a pixel-by-pixel basis
using those values of plant density or cutting date which
provide a modelled LAI that best matches the LAI de­
rived from the remote sensing observations. This feed­
back between optical observation and growth model
considerably improves both the representation of the
natural spatial variability and the overall accuracy of the
results of bio-physical maps produced by the growth
model PROMET-V, as can be seen in Fig. IO.
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2.4 DIRECT COMPARISON OF MODEL RESULTS
AND REMOTE SENSING MEASUREMENTS

Remotely sensed land surface parameters can also be
used to validate the results of regional, spatially distrib­
uted land surface models and thereby check the spatial
performance of models. This strategy of using remote
sensing data can be applied to a large range of modelled
variables. It covers the comparison of modelled and
measured patterns of emitted long wave radiation from
the land surface (Mauser and Schadlich, 1998), which
checks the performance of land surface energy balance
models, the comparisons of modelled and measured
spatial patterns of backscatter values, which may check
the spatial performance of plant architectural models
and the comparison of the modelled and measured spa­
tial extents of snow cover, which allows to check the
spatial performance of snow accumulation and snow­
melt models.

An example of such a comparison is given in Fig 11. In
the left image the snow cover pattern of the State of
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Baden-WUrttemberg has been derived from a
NOAA/ AVHRR image. The centre image shows the
results of the spatial snow cover model SNOW-D,
which is run by the German Weather Service (DWD).
The right image shows the spatial comparison of the
snow covered areas derived by the two methods. The
different grey levels show areas, where snow cover is
indicated by the NOAA/ AVHRR without modelled
snow cover, where observations and model coincide and
areas, where no snow is indicated by the AVHRR­
image and where the model shows snow cover. On
average the model calculations result in a snow cover,
which is 12% larger than the snow cover, which is de­
rived from satellite data. A closer analysis of the pat­
terns shows that snow cover only partly coincides with
elevation and that additional factors like land use and
rainfall patterns have to be taken into account to im­
prove the spatial performance of the model.
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Figure 11: Verificationof snow cover results ofthe SNOW-D model ofthe German WheatherService and snow cover
classifications with NOAA-AVHRR
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CONCLUSIONS

The preceding examples showed, that several proce­
dures have already been established to assimilate remote
sensing data into complex regional land surface process
models. In each case the potential of improvement of
model performance towards a more realistic and accu­
rate description of land surface heterogeneity was dem­
onstrated. The proper treatment of spatial heterogeneity
of the land surface is the key for the extended applica­
tion of land surface process models in planning and
decision making.

Measurements of the spatial heterogeneity of the land
surface is the domain of remote sensing. 4DDA of re­
mote sensing data into land surface process models will
therefore strongly improve land surface process model­
ling and should become a central future research task in
remote sensing.

Information from the land surface process model can
further be used to improve the understanding and inter­
pretation of remote sensing measurements. Land surface
models can constrain the retrieval of land surface prop­
erties from remote sensing measurements to meaningful
values.

To fully exploit the potential of remote sensing the
whole range of available sensors has to be activated and
the complete information content, which accumulates
over consecutive observations, has to be extracted and
utilized within integrated model/observation environ­
ments. Data assimilation techniques using optical re­
mote sensing data currently are more sophisticated than
SAR based methods. The maturity of the techniques
should be balanced through research into combined
applications and modified model structures, which can
handle both data sources.

The weather independency of SAR-systems makes them
a prime candidate for dynamic land surface process
models. This is also where the demand for remote sens­
ing data is largest. Ironically, no sensor with high tem­
poral availability (1-3 days) is yet available to exploit
this advantage of SAR. It would strongly enhance the
acceptance of microwave remote sensing data among
the land surface modelling community.
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ABSTRACT

Stirred by raising concerns about potentially harmful
impacts of global change and by the long political
struggle around the Kyoto-Protocol, scientists have
started to explore the mechanisms of the global carbon
cycle in more depth. Often the magnitude of carbon
fluxes and carbon pools is not sufficiently well known
due to the lack of environmental data. Therefore new
methods to collect relevant biogeophysical parameters
arc urgently needed. Such data will be useful for moni­
toring land-use, land-use change and forestry (LU­
LUCF) activities specified in the Kyoto-Protocol and
for improving our understanding of the global carbon
cycle and its feedback mechanisms with changing cli­
mate patterns in general. This article discusses relevant
aspects of the Kyoto-Protocol and monitoring require­
ments. For clarity, it is suggested to distinguish two sets
of requirements: 1) requirements arising from the
"Kyoto" reporting guidelines, and 2) requirements aris­
ing from the scientific need to better quantify the global
carbon balance. These provide the framework for dis­
cussing the potential use of radar remote sensing. This
article further elaborates the arguments first presented in
Wagner (2001).

INTRODUCTION

Since the dawn of the Industrial Era major chances have
occurred in the global carbon cycle. Mostly due to fossil
fuel combustion and the clear-cutting of forests the
atmospheric carbon dioxide (C02) concentration has
risen by about 28 %, affecting the Earth's radiation
budget. Among the long-lived and globally mixed
greenhouse gases C02 contributes most (60 %) to the
warming-up of the lower atmosphere and surface
(IPCC, 2001). To prevent an further uncontrolled in­
crease of C02 and the other greenhouse gases (CH4,

N20, halocarbons) the international community adopted
in December 1997 at the third Conference of the Parties
(COP3) in Kyoto the so-called Kyoto-Protocol, which
contains for the first time legally-binding commitments
to limit or reduce greenhouse gas emissions. Ensuing
political arguments could - after the withdrawal of the
United States - be resolved in July 2001 at the sixth

session of the Conference of the Parties (COP6) in
Bonn. It is to be expected that 55 states will ratify the
Kyoto-Protocol until 2002 which will then enter into
force.

BIOLOGICAL SINKS AND SOURCES

Besides reductions in fossil-fuel emissions the Kyoto­
Protocol allows that "biological sinks" are included in
the calculations of the amounts of emissions assigned to
each country in the commitment period 2008-2012. A
"sink" is defined as a process, activity or mechanism
which removes a greenhouse gas from the atmosphere.
An ecosystem represents a sink for C02 if its assimila­
tion of carbon through photosynthesis exceeds its loss
through respiration and extraction (harvest) (WBGU,
1998). Correspondingly, a "source" is a process, activity
or mechanism that releases C02 to the atmosphere.
Article 3 Paragraph 3 of the Kyoto-Protocol limits the
biological sources and sinks to "afforestation, reforesta­
tion, and deforestation (ARD)" defined on the basis of a
change in land use as decided at COP6. Article 3 Para­
graph 4 of the Kyoto-Protocol further provides for the
possibility of using additional "land-use change and
forestry" activities such as "forest management'', "crop­
land management", "grazing land management" and
"revegetation" (COP6) to meet reduction commitments.
Together these activities are denoted as "land-use, land­
use change and forestry" (LULUCF) activities.

The inclusion of LULUCF activities has been a contro­
versial issue in the debate around the Kyoto-Protocol.
One criticism has been that LULUCF activities are but a
distraction from the real task of reducing fossil fuel use.
In fact, in the short term the saving potential of LU­
LUCF activities is larger than the proposed emission
reductions while in the long term it must be considered
that the carbon storage capacity of the biosphere has a
natural limit. The biosphere can thus be regarded as
being only a temporary buffer of industrial emissions. In
light of these concerns it was agreed at COP6 to limit
the total of additions and subtractions resulting from
LULUCF activities in the commitment period 2008-
2012 to a maximum of 1 % of the base year (1990)
emissions of a country, times five.

Proc. 3"1 International Symposium, 'Retrieval of Bio- and Geophysical Parametersfrom SAR Datafor Land Applications', Sheffield, UK,
11-14 September 2001 (ESA SP-475. January 2002)
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Another reason for concern has been the lack of objec­
tive, comparable and cost-efficient methods for
monitoring LULUCF activities. A complete inventory
of all agricultural and forested land is exceedingly
expansive. But, as many scientists have pointed out,
only a complete account of all sinks and sources applied
over long time and large space scales (full carbon
accounting) is the appropriate basis for any accounting
system for terrestrial carbon (Steffen et al., 1998). The
more pragmatic position taken on by IPCC is to use a
partial carbon accounting approach to the discontinuous
commitment periods. It was agreed at COP6 ''That the
treatment of these [LULUCF] activities be based on
sound science" and that "Consistent methodologies be
used over time for the estimation and reporting of these
activities".

MONITORING REQUIREMENTS

When discussing monitoring requirements arising from
LULUCF activities it is suggested to distinguish two
areas:

l. Requirements arising from agreed reporting instruc­
tions based on the "Revised 1996 IPCC Guidelines
for National Greenhouse Gas Inventories" (which
were approved at COP3 in Kyoto) and complemen­
tary documents ("Reporting Requirements");

2. Requirements arising from the need to better under­
stand and quantify the full carbon balance over
large areas and long time periods to meet the guid­
ing principles of "sound science" and "consistent
methodologies" ("Scientific Requirements").

REPORTING REQUIREMENTS

To demonstrate the compliance with the Kyoto-Protocol
each country must report sinks and sources during the
commitment period 2008-2012 based on the Revised
1996 IPCC Guidelines and supplementary documenta­
tion. As the Kyoto-Protocol considers only anthropo­
genic activities, only human-induced sinks and sources
are relevant. For transparency and reconstruction work­
sheets are used to cover the various LULUCF activities.
As one example, Table-I shows the necessary input
parameters and steps to complete Worksheet 5-1 which
is used to report "Changes in Forest and Other Woody
Biomass Stocks" for different forest ecosystems and
tree species.

SCIENTIFIC REQUIREMENTS

The terrestrial carbon cycle is closely coupled with the
global energy and water cycles and progress in model­
ling carbon fluxes has advanced in accordance with
improvements of global climate models.

Variable Name Unit Input or
Formula

A Area of forest/biomass kha Input
stocks

B Annual growth rate kt dm/ha Input
c Annual biomass increment ktdm C=AxB
D Carbon fraction of dry Input

matter
E Total carbon uptake incre- ktC E=CxD

men!
F Commercial harvest (if 1000 m3 Input

applicable) round-
wood

G Biomass conver- Idm/rn3 Input
sion/expansion rate (if
applicable)

H Total biomass removed in ktdm H=FxG
commercial harvest

I Total traditional fuelwood ktdm FAOdata
consumed

J Total other wood used kt dm Input
K Total biomass consumption kt dm K=H+l+J
L Wood removed from forest kt dm from Work-

clearinc sheet 5-2
M Total biomass consumption kt dm M=K-L

from stocks
N Carbon fraction Input
0 Annual carbon release kt c O=MxN
p Net annual carbon uptake kt c P=E-0

(+)or release(-)
a Conversion to C02 annual Gg C02 0=Px44/12

emission(-) or removal(+)

Table 1: Steps for filling in Worksheet 5-1, Module
"Land use change and forestry", Submodule "Change in
forest and other woody biomass stocks" according to the
Revised 1996 IPCC Guidelines (IPCC, 1996).

While significant progress has already been made in
modelling the land surface and land-atmosphere fluxes,
problems remain to be solved in the areas of moisture
processes, runoff prediction, land-use change, the treat­
ment of snow, sub-grid scale heterogeneity, and
freeze/thawing processes at high latitudes (IPCC, 2001;
Cramer et al., 1999; Kicklighter et al., 1999). In general,
it can be said that the lack of homogeneous, thoroughly
validated global datasets derived from in-situ and re­
motely sensed observations continues to hamper efforts
to verify and improve models.

Recognising the policy imperative for a global carbon
observing system the key observation requirements have
been reviewed by various working groups and panels.
The Terrestrial Carbon Theme Team established by the
Integrated Global Observing Strategy Partnership
(IGOS-P) has identified the following key themes of a
future operational network of satellite and ground ob­
servations: land cover and land use, biomass, seasonal
growth cycle, fires and other disturbances, solar radia­
tion, surface-atmosphere fluxes, methane related prod-



ucts, soil moisture, canopy biochemistry (IGOS-P,
2001). A more complete list of parameters useful for
model-input or verification/validation can be found in
Cihlar et al. (2000).

RADAR REMOTE SENSING

It is outside the scope of this paper to provide a com­
prehensive list of carbon-relevant biogeophysical prod­
ucts that can be retrieved from radar measurements of
current or planned missions. Rather the potential use of
radar remote sensing is discussed in more general terms
in the light of the requirements laid out above.

FULFILLINGREPORTINGREQUIREMENTS

A major point to note is that the Kyoto-Protocol consid­
ers only human-induced sinks and sources. As LULUCF
activities must be allowed to be carried out on land units
of vastly different size, Synthetic Aperture Radars
(SARs) with a resolution of a few meters are needed to
map also small land units (< lha). Even if the spatial
resolution of current and soon to be launched SAR sen­
sors is only in the order of 10-30 m they are deemed
useful to map initial areas of different land types. SAR
systems which will be available in the commitment
period 2008-2012 will have a spatial resolution in the
order of one or a few meters and will therefore be better
able to determine the extent and rate of changes as a
result of LULUCF activities. The retrieval of additional
parameters such as the annual growth rate or carbon
fraction of dry matter (Table 1) is either not physically
possible or appears too difficult. According to IPCC
(2000) "The utility of data from satellites raises the
question of whether such data will be used as a primary
source of data by countries reporting sources and sinks
of carbon or whether they will be used for verification."

Experiences made with the use of remote sensing for
agricultural monitoring (area assessment and yield
monitoring) and for agricultural control (combat fraud)
in Europe point into the direction that it may be the
better choice to use remote sensing only for verifying
LULUCF activities. In this case remote sensing only has
to answer the question "How likely is it that the reported
LULUCF activities correspond to reality?" which is
more easily done than providing accurate numbers when
used as a primary tool for reporting. Also, it should be
considered that the strengths of remote sensing - objec­
tivity and consistency - make it an ideal technique for
verification and control activities.

FULFILLINGSCIENCEREQUIREMENTS

While the reporting requirements put rather stringent
bounds on the use of radar remote sensing (high spatial
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resolution, only area mapping), the many open issues
surrounding the science of the terrestrial carbon balance
leave much room for innovative radar remote sensing
products at a large range of time and space scales. Bio­
mass, soil moisture, wetland dynamics, freeze/thawing,
rice field mapping etc. are all of interest to the study of
the terrestrial carbon balance. These parameters can
either be used for verification and validation, or as driv­
ing variable if they are available at every carbon model
grid point. If the parameter describes a dynamic process
(e.g. soil moisture) it must also be available at regular
time intervals. In the following section two radar prod­
ucts of relevance for full carbon accounting are pre­
sented as demonstration cases.

EXAMPLES

SOILMOISTUREFROMSCATTEROMETERDATA

Plants loose water for carbon dioxide at an exchange
rate as high as 400 molecules of water per C02 mole­
cule fixed (Donovan and Sperry, 2000). The water
stored in the soil within reach of the plants is therefore
of central importance for determining gross primary
productivity (GPP) and net primary productivity (NPP).
In most global carbon models moisture availability is
simulated on the basis of monthly long-term means of
climatic variables, with large differences observed de­
pending on the modelling strategy for the effect of water
stress on NPP (Cramer et al., 1999). A comparison of
model outputs of different NPP models gives useful
insight, but substantial progress in better modelling the
water balance and its effect on NPP can only be ex­
pected if in-situ or remotely sensed soil moisture data
become available.

At microwave frequencies radiation emitted from (pas­
sive techniques) and reflected by (active techniques) the
earth's surface are strongly dependent on the moisture
content of the soil due to the pronounced increase of the
soil dielectric constant with increasing water content.
Both passive and active techniques must account for the
confounding effects of vegetation and surface roughness
on the measured signal. In fact, accounting for these
effects has proven to be a major scientific challenge.
Currently it is hold that using passive techniques the
effect of soil moisture dominates over that of surface
roughness, while the converse is true for radars (Jackson
et al., 1999; Kerr et al., 2000). Therefore a passive mi­
crowave concept has been chosen for the Soil Moisture
and Ocean Salinity Mission (SMOS) which will provide
global soil moisture data at a resolution in the order
from 30-50 km and with a high repetition rate of 3-5
days. SMOS has been selected as ESA's second Earth
Explorer Opportunity Mission and is foreseen to be
launched around 1995.
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Figure 1: Average plant available water content in upper meter of the soil in millimetres for the month August for Af­
rica, Europe and Asia estimated from a global hydrologic soil map and ERS Scatterometer data acquired in the years
1992-2000.White areas represent missing data either due to lack of data (Australia), strong azimuthal effects which are
currently not considered in the algorithm (desert areas), closed forest cover (Central Africa) or snow surfaces (Himala­
yan).

Given the higher spatial resolution of SARs and the
predominant role of radiometers in large scale soil mois­
ture studies, spacebome scatterometers like the one on
ERS-1/2 have initially not appeared to be attractive
sensors for soil moisture monitoring. Nevertheless,
significant progress with both semi-empirical models
and change-detection approaches has been made in
recent years. An evaluation of operational land applica­
tions of scatterometers conducted on behalf of
EUMETSAT concluded that the change detection ap­
proach developed by Wagner et al. ( l999a/b) is the most
mature method (Wismann and Woodhouse, 2001).

A validation of the accuracy of scatterometer derived
soil moisture data with an extensive set of gravimetric
in-situ measurements in the Ukraine and Russia showed
that the water content in the first meter of the soil can be
estimated with an accuracy of about 0.06 rrr'm". This
allows to distinguish about five soil moisture levels.
Due to the wide swath width of scatterometers soil
moisture products can be provided at a global scale and
regular time intervals (daily, weekly, decade). For a part
of the land surface area no soil moisture information can
be given, either because of dense forest cover, azimuthal
effects over desert areas (sand dunes) or because open
water surfaces cover a significant portion of the scat­
terometer pixel (wetlands, inundation, rice cultivating
areas). Figure 1 shows a soil moisture map of Africa,
Europe and Asia depicting the mean condition for Au­
gust (based on the years 1992-2000). More examples
can be found at the website of the Institute of Photo­
grammetry and Remote Sensing, Vienna University of
Technology: http://www.ipf.tuwien.ac.at/ww/home.htm.

BURNTAREAMAPPINGWITH SAR TANDEMDATA

Forest fires are amongst nature's primary carbon cy­
cling mechanisms. Their net effect on the global carbon
balance depends on the balance between disturbance
and forest regeneration. An increased occurrence of
fires in a forest ecosystem - e.g. caused by increased
human ignitions or dryer soil conditions - may have the
effect that the ecosystem becomes a carbon source,
while in years with relatively few fires it acts as a car­
bon sink. Information on the spatial and temporal vari­
ability of forest fire activity is therefore of prime impor­
tance for a better understanding of the global carbon
balance. But over remote areas such information is often
not available. Conard and Ivanova (1997) point out that
perhaps the largest source of error in estimates of car­
bon release through forest fires in Russia is inaccurate
knowledge of burnt areas, but also fire type (crown or
surface fires) is important. Optical sensors achieving
daily coverage like the Advanced Very High Resolution
Radiometer (AVHRR) have demonstrated their utility
for operational fire monitoring and burnt area assess­
ment (e.g. http://ckm.iszf.irk.ru/index_e.htm). Neverthe­
less, to obtain more accurate estimates of the area burnt
and to be better able to determine fire type higher­
resolution sensors should be used as a complementary
data source.

One radar technique which has proven to be particularly
useful for forest mapping is repeat-pass interferometry.
Between 1995 and 1998 the two satellites ERS-1 and
ERS-2 were operated in a tandem modus. Thereby it
was possible to acquire SAR images from the same spot
of the earth with a time difference of one day.
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All Land Categories

0 Polygon Size->50
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Enterprise: Bolshemurtinskii
Testsite Number: 4
Longitude Center: 92.10"
Latitude Center: 54.90"

Sensor: ERS. GTC
Track: 348, Frame: 2457
ERS-1 Tandem Image:
Date: 1997-09-25
Orbit: 32400
ERS-2 Tandem Image:
Date: 1997-09-26
Orbit: 12727
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Figure 2: Tandem coherence versus growing stock volume for a testsite located in the Bolshemurtinskii enterprise. The
data were collected and processed within the framework of the SIBERIA project (Schmullius et al., 2001).

The degree of correlation between the two SAR images
is called the coherence. It is high if the relative geome­
try of the sensors and scatterers remains nearly un­
changed between the acquisitions. But when the base­
line and/or the target characteristics change due to rain
or other environmental effects then the coherence is
low. Over forested terrain, wind, that moves the scatter­
ers (needles, branches) near the tree-tops from one ac­
quisition to the next, causes a decorrelation of the sig­
nal.

The relationship between the coherence and forest pa­
rameters like stem volume or height varies significantly
from image to image, but a monotonous decrease with
increasing biomass is generally observed, particularly at
low biomass levels (Fig. 2). At higher biomass the co­
herence approaches a limiting value. Therefore the tan­
dem coherence is particularly suited to map burnt forest
areas as they have a low standing biomass. In the SI­
BERIA project (Schmullius et al., 2001) a 1 million km2

large forest maps was produced using ERS tandem
coherence data and SAR images from the Japanese
Earth Resources Satellite JERS-1. The classification
separated three low biomass classes (0-20, 20-50 and
50-80 m3/ha growing stock volume) from one large
forest class containing all forests with a growing stock
volume greater than 80 m3/ha. The final forest map and
much more technical details can be found at the SIBE­
RIA website: http://pipeline.swan.ac.uk/siberia/.

CONCLUDING COMMENTS

"Kyoto" presents a real chance to demonstrate the use­
fulness of remote sensing for convention and environ­
mental monitoring. But "overselling" has to be avoided
by all means. In the past much has been promised and
too often potential users have been disappointed. There­
fore one should be very clear when discussing the po-

tential use of remote sensing for "Kyoto". In this article
it is suggested to distinguish reporting from scientific
requirements. This allows to draw a clear line between
the various remote sensing initiatives in this field. For
meeting reporting requirements, high-resolution imagers
are needed because it is not possible nor meaningful to
restrict LULUCF activities to areas exceeding a certain
size. Having in mind the experiences made in the agri­
cultural sector it is further suggested that remote sensing
should primarily be used for verification and control
rather than as a primary data source.

On the other hand, a wide range of optical, thermal and
microwave sensors will provide useful information to
tackle some of the unsolved scientific questions sur­
rounding the global carbon cycle. Two techniques from
the radar world are presented as demonstration cases in
this article: the use of scatterometers for retrieving soil
moisture and SAR interferometry to map burnt areas. A
scatterometer comparable in design to the ERS Scat­
terometer will be available in the future: The Advanced
Scatterometer (ASCAT) on board of the METOP satel­
lites. This instrument will make it possible to monitor
soil moisture over a long time period at short time inter­
vals. Thus it will contribute to better model the global
carbon balance and to better interpret yearly fluctuations
of the atmospheric C02 content. Unfortunately, the
future of SAR interferometry is less secure. (Presently,
the employment of a RADARSAT-2/3 tandem mission
is discussed, but with a different orbit configuration
than ERS-1/2.) Nevertheless, for scientific studies the
data acquired during the ERS-1/2 tandem mission in
1995-1998 represent a valuable, global data source on
forests. Even a simple forest/non-forest map could be of
high value for the study of the carbon cycle, if available
at a global scale.
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ACRONYMS

ARD

ASCAT
AVHRR

COP
ERS
ESA
EUMETSAT

FAO

IGOS-P

IPCC

JERS
LULU CF

MET OP

RADARSAT
SAR
SIBERIA

SMOS

UNFCCC

WBGU

Afforestation, Reforestation and Defor­
estation
Advanced Scatterometer
Advanced Very High Resolution Radi­
ometer
Conference of the Parties to UNFCCC
European Remote Sensing Satellite
European Space Agency
European Organisation for the Exploi­
tation of Meteorological Satellites
Food and Agriculture Organisation of
the United Nations
Integrated Global Observing Strategy
Partnership
Intergovernmental Panel on Climate
Change
Japanese Earth Resources Satellite
Land-Use, Land-Use Change and For­
estry
Meteorological Operational polar satel­
lites of EUMETSAT
Radar Satellite (Canada)
Synthetic Aperture Radar
SAR Imaging for Boreal Ecology and
Radar Interferometry Applications
Soil Moisture and Ocean Salinity Mis­
sion
United Nations Framework Convention
on Climate Change
German Advisory Council on Global
Change
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ABSTRACT

Retrieval of bio- and geophysical parameters from remote
sensing data is an important field of research, and the prospect
of extracting such information in an operational manner with
a high degree of accuracy is somewhat of a holy grail and a
strong driver of current scientific work.

Meaningful parameter retrieval however requires not only the
availability of appropriate sensors and inversion algorithms,
but also that the data that arc to he utilized arc acquired in a
planned and systematic manner. Regional extrapolation of
locally developed retrieval algorithms is imperative if the
applications arc to be more than of mere academic interest,
and spatially consistent data over large areas thus become a
requirement. The terrestrial parameters that we are attempting
to characterize and quantify arc furthermore in a state of
constant change as a result of both human-induced and natural
events, and unless we take the temporal dynamics of these
phenomena into account, we will lack the temporal context
and our measurements will merely constitute snap-shots in
time.

Providing systematic, repetitive observations over large areas
is potentially one of the strengths of remote sensing
technology, and one where it could provide substantial
support to both scientific and commercial applications.
However, high resolution remote sensing data are generally
not acquired systematically, neither in time nor in space, and
this is considered a serious impediment extensive use of the
technology, and for the development of operational
applications.

In this paper, various aspects of requirements for systematic
data acquisitions are discussed, with emphasis on the needs
for regional scale parameter retrieval, relevant in the context
of climate change research and terrestrial carbon cycle science.

INTRODUCTION

Model development - an example
Development of algorithms for retrieval of specific
parameters on the ground from satellite remote sensing data,

he it above-ground biomass or soil moisture contents, may
typically evolve as follows: Beginning with theoretical
modelling to assure good understanding of the interaction
between the ground target and the signal, the next step
generally entails real data observations over a small field site
with well measured ground parameters, which in turn may
lead to an improved theoretical model and subsequently to
repeated satellite observations over the site. The model may
then he modified to cope with slightly different target
characteristics and additional data observations may be
performed to investigate the influence of e.g. environmental
changes or variations in sensor characteristics. Ultimately, a
sufficiently robust algorithm may have been developed,
which allows parameter retrieval also outside the immediate
study area, and it may now he of interest to apply the
algorithm at a scene level, or preferably, at a regional scale to
any environment that fulfils the criteria to which the
algorithm has been designed to work.

Up to this point, it has been the skill of the researcher and
the information contents of the data sets utilized that have
governed the ultimate quality and usefulness of the algorithm
developed. Applications at regional scales however, or even
locally in areas different from that of the study site, require
the availability of remote sensing data with the specific type
of characteristics as to which the algorithm has been
developed. And to he sure, such data rarely exist.

More often than not, it is the inadequacy of existing (high
resolution) satellite data archives, rather than the models per
sc, that is the limiting factor for extended and operational
retrieval of bio- and geophysical parameters.

The inadequacy of current data archives
High resolution satellite data arc typically not collected
homogeneously over large areas, but instead in a fragmented
manner over several local sites that have been specifically
requested by commercial or scientific users. The AO
programmes of most satellite missions arc good examples of
this, aimed at satisfying the diverse and local interests of the
scientific investigators. This results in that some passes may
be acquired systematically over long times, while the data
coverage over neighbouring passes may be totally neglected.

Proc. 3"1 lnternationai SY1111wsi11111.'Retrieval otBio- and Geophvsical Pww111·r1•1"1·fro111S1\R Duta ior Lund At>t>lirnflons '. Sheffield. UK
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Figure I. Yenisey river, Russia. JERS-1 L-band SAR data
acquired during frozen (left) and thawed (right) conditions.

Commercial satellite operations result in a similar situation;
data are principally acquired over sites requested by paying
customers.

Most satellite mrssions generally also entail some kind of
background mission objective, typically a "global coverage"
goal, aimed at obtaining at least one acquisition over each
node on the Earth. The actual usefulness of such global
archives should however be seriously questioned. The
misleading notion that SAR data are "weather independent"
seems to prevail, and the data are generally acquired without
any respect to seasonal effects (figures I and 2).

Coarse resolution data archives
Fragmented data archives is typically a problem for high
resolution sensors and the usefulness of systematic and
consistent data observations can be demonstrated by coarse
resolution satellites such as e.g. MODIS and NOAA
AVHRR. Despite the low I -km spatial resolution, AVHRR
data are utilized extensively by scientists all over the world.
The success of NOAA AVHRR data with respect to wide
usage, can be attributed to a few main factors:
• Global coverage (sensor always on);
• Repetitive temporal coverage (any year, any season)
• Long-term consistency (since early 1980's)
• Low prices (affordable to anyone anywhere).

The popularity of AVHRR data can be probably be attributed
at least as much to its tremendous data archive, as to the
sensor itself.

Applying the AVHRR acquisition strategy directly to high
resolution sensors is however not feasible due to various
technical constraints (power, data volumes, on-board storage
etc.) and we will in the following discuss acquisition
strategies from the aspect of high resolution data, and in
particular Synthetic Aperture Radar.

-6

iii
" -8-:
I
I--' -10 ~--······--··

-12

_.'9·: -vj .,,.
E 300

2:' E
~ ;- 200

~] 100::

0 Monthly rainfall
__....___ Rubber (mature)=:=~~~t~?~~~\~)g)
---·0· · -- Oil palm (mature)

~:~:~::::g::~~i:%~~~)g)
FMAMJJASO

1995

Figure 2. Seasonal backscatter variations
for rubber and oil palm.

SYSTEMATIC ACQUISITIONS - WHAT IS IT?

Spatial and temporal consistency
For regional scale applications, such as biomass retrieval
over extensive ecological regions, it is an absolute
requirement that data acquisitions are performed in both a
spatially and temporally consistent manner. Spatial
consistency here in principle means large regional coverage
without acquisition gaps. Temporal consistency refers to
limiting the time period of the regional data capture in order
to minimize backscatter variations caused by seasonal
differences between passes. Gaps that inevitably do occur
occasionally should be covered during the next cycle for
minimal impact. Daily acquisitions within the target area
should in principle yield a full regional coverage within one
satellite repeat cycle (- 30-45 days).

The existmg data archives are however not altogether
fragmented and inadequate for regional studies. Most satellites
have during several occasions during their lifetime been
subject to dedicated acquisition campaigns with regional
emphasis. Within the Global Rain Forest and Boreal Forest
Mapping (GRFM/GBFM) projects (Rosenqvist et al. 2000),
JERS-1 SAR data were acquired systematically over the entire
rain forest and boreal forest zones on the Earth. And
similarly, within the SIBERIA project (Schmullius et al.
2000), ERS-1, ERS-2 and JERS-1 data were collected over
central Siberia for a regional forest assessment. Several more
such examples exist, also with RADARSAT.

However, despite the significantly improved utility for
regional scale applications that such intensive acquisition
campaigns bring about, it should be noted that they still are
far from perfect. For one thing, the spatial coverage is only
limited to the campaign area and for any study outside this,
only the standard archive is available. Within the campaign
area however, the spatial component is adequately fulfilled
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Figure 3. Regional JERS-1 coverage over Equatorial Africa (106 passes)
acquired Jan. 7-March. 7, 1996, within the Global Rain Fore st Mapping project.

and the data can be analyzed at any scale from local to
regional or sub-continental. The requirement for temporal
homogeneity is largely also fulfilled (with the exception of
occasional missed acquisitions that have been replaced with
passes with deviating dates) and if mosaicked, the composite
can in principle be treated as one image. What is lacking is
the temporal repetition component.

Adequaterepetition frequency
Most of the terrestrial parameters that we want to characterize
and quantify are in a state of constant change and in many
cases, it is these changes that we are interested in. Carbon
cycle science and Kyoto Protocol support are predominantly
focused around this change component, and hence, unless we
take the temporal dynamics of the terrestrial parameters into
account, we will lack the temporal context and our
measurements will merely constitute snap-shots in time.

Adequate temporal repetition should thus be added to an
optimal data acquisition strategy, on top of the requirements
for spatial and temporal homogeneity. But what is actually
"adequate"repetition? - It naturally depends on the ground
parameter of interest. Agricultural crops, for instance,
generally have life cycles spanning over a few months, and in
order to sample the different growth stages properly, every­
cycle acquisitions (3-6 weeks with current hi-res satellites)
during the cultivation period are required. The same high
frequency is required for studies of seasonal inundation
phenomena in major river basins, which are characterizedby
rapid variations.

Forest and forest biomass, on the other hand, are subject to
longer growth cycles of several decades, although deforest-

ation events may happen anytime. For monitoring of changes
in forest cover, annual or bi-annual repetition frequency
would probably be more adequate,dependingon the intensity
of land cover changes. Monitoring of desertification and forest
degradation in semi-arid zones is yet another application area.
These processes are often even more long-term and 3-5 year
repetition may perhaps be sufficient in such areas.

So, consequently, the temporal repennon frequency of the
acquisitions have to be adaptedwith respect to the land use,
and a land use based stratification of the Earth may thus be
required in a global data acquisition plan.

Timing
Timing is also an important component of repetitive
observations, as seasonality may intrcduce bias in time series
of data. Annual acquisitions of e.g. forest cover should
therefore preferably be planned during the same season every
year, favourably during seasons with stable dielectric
conditions. Spring acquisitions should be avoided in the
boreal and temperate zones as thaw and snowmelt may
obscure actual changes. In the tropical zone, dry season is
preferreddue to lower and more stable dielectrics and larger
radiometric dynamic range between base soils and vegetation
cover.

Long term continuity
Assuring long-term continuity of acquisitions with
intercomparable sensors is well known requirement. It is
imperative for any kind of climate change related research, as
well as for operational support to the Kyoto Protocol, which,
it should be noted, is open-ended.
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Figure 4. CentralAmazon river basin, Brazil. Spatially and

temporally hcmogeneous L-band SAR data coverages
during low water (left) and high water (right) seasons.

Leaving the temporal and spatial aspects of data acquisition
planning, sensor configuration and consistency is also an
issue to consider.

Sensor consistency
It is well known that radar frequency, polarization and
incidence angle have strong effect on the backscatter and for
good and bad, the JERS-1 and ERS-112 satellites featured
instruments with fixed sensor parameters. On one hand, this
assured inter-comparability between scenes acquired over the
same area at different times, but on the other hand, extraction
of additional information by use of e.g. multiple incidence
angles, was not possible. Variable incidence angles are
available with RADARSAT-1, and with the launch of
ENVISAT, ALOS and RADARSAT-2, both incidence angles
and polarization have to be specifically selected.

This introduces a conflict of interests as different applications
have different requirements. There is also a conflict of
interests between basic research, e.g. investigations of the
effects of variable incidence angles and polarizations, and
more operational applications, among those e.g. regional
scale extraction of biophysical parameters.

In order to avoid, or at least to minimize, fragmented
acquisitions with a multitude of different sensor
combinations, this issue should be addressed by the science
community and c. "best trade-off' set of sensor parameters
should sought. Because, more than optimal sensor
configuration, the availability of spatially and temporally
consistent, and ir.ter-comparable, data at regional scales, is
likely to govern the extent of remote sensing data used in an
operational manner in the future,

CONCLUSIONS

The title of this paper, Systematic data acqutstuons - a
prerequisitefor meaningful biophysical parameter retrieval?,
is posed as a question, and as a brief summary of what has
been discussed above, the reply should be "yes". It may be
argued that "meaningful" biophysical parameters can be
extracted even from a single scene, but without the spatial or
temporal context, such activities will probably be more of
academic interest than anything else.

Parameter inversion is an important area of research because
of its potential impact on regional and global scale issues of
public concern. Climate change is real and the UNFCCC
Kyoto Protocol is an evidence that the general public all over
the world want to see a change. The general public is also
tax-payers who have the right to demand that the resources
spent on Earth Observation satellites are utilized in favour of
the public and the environment.

Going for a comprehensive and long-term data acquisition
strategy is a win-win scenario for the public, the science
community as well as for the space agencies. It is obvious
that the establishment of comprehensive and consistent data
archives in line with what has been discussed above, would
stimulate both scientific and commercial utilization of
satellite data. The inability for remote sensing technology to
take off to become operational can to a large extent be
attributed to the ignorance of the importance of systematic
observations. It is time for a change and this is the way to
go. Hallelujah.
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ABSTRACT

The conceptual framework within which Earth
Observation (EO) data can be absorbed into dynamic
biophysical models of forests is described. The specific
quantities relevant to this problem that can be derived
from EO data are identified. together with the types of
sensors necessary and available. Radar has unique
capabilities in detecting freeze-thaw events over large
areas. but Its most telling contribution to quantitative
estimates of carbon fluxes is through measurements of
biomass. This is best demonstrated in a form suitable for
interfacing to models by the large-scale biomass maps
of central Siberia produced in the SIBERIA project.
However. their production required Tandem coherence
measurements. which arc no longer available. Of the
current and upcoming radar satellites, only ALOS­
pALSAR seems capable of providing estimates of
biomass on the routine basis needed for carbon
modelling. This will require systematic. large-scale data
acquisition and reliable biomass product recovery to be
demonstrated. If such a general framework can be
established. it also provides a context for absorbing data
from non-satellite sources, such as VHF airborne
systems.

I. INTRODUCTION

The largest single source of uncertainty in the global
carbon budget. amounting to 1.3 Gt C i1• is due to
terrestrial ecosystems (IPCC, 2000). There are major
uncertainties in the spatial distribution of carbon stocks
and carbon exchange, in the response of terrestrial
ecosystems to C02/N fertilization and climatic variation,
and in the estimates of carbon emissions due to human
induced or natural disturbances. In addition, current
estimates of emissions from land use change and
disturbance arc primarily based on tropical regions, and
ignore significant extra-tropical fluxes

Forests cover 28% of the land surface but contain 46%
of the terrestrial carbon. stored as biomass and soil
organic carbon. In addition, changes in forest extent.
such as deforestation or the northward spread of the
boreal forest in a warming climate, exert major
feedbacks on climate (Betts et al., 1997). Forest
ecosystems therefore play a dominant role in the

terrestrial carbon budget. However, there is deep
uncertainty and disagreement among the scientific
community about whether forests act as a source or a
sink of carbon, and how this depends on forest type. age
and history, and site and climatic conditions. Such
uncertainty, combined with the lack of reliable methods
to monitor and verify national carbon sequestration
projects, creates major problems in international treaty
negotiations.

The extent of this uncertainty is well illustrated by two
recent authoritative reports on carbon fluxes, from
which Figs. l(a) and (b) are taken (with some minor
modifications). It can be seen that, while both reports
are in rough agreement about the sources of atmospheric
carbon and its net increase, they differ significantly in
the estimated strengths of the ocean and biospheric
sinks. For the period 1989-1998, IPCC (2000) gives an
inferred value for the net terrestrial uptake of carbon
(the net biome production [NBP]) as 0.7 Gt C y·1. In
contrast, the corresponding value in the Royal Society
report (2001) is l. 5 Gt C i1• In the face of such
uncertainty, it is not surprising that the Kyoto protocol
negotiations were difficult.

Fossilfuels,
cement
6.3 ± 0.6

Ocean uptake
2.3 ± O.B

Land use change
1.6± 0.8

Biosphericsink
2.3±1.3

Figure 1(a) Estimated carbon sources and sinks 1989-
98 (Gt Cy-1) (JPCC,2000).

Ocean uptake
1.7 ± 0.5

Fossil fuels.
cement
6.4 ± 0.4

Tropical
biosphericsink

1.9± 1.3Land use change
(mainly tropical
deforestation)

1.7 ± 0.8
Temperate and
boreal biospheric

sink
1.3± 0.9

Fig. 1(b) Estimated carbon sources and sinks in the
1990's (Gt Cy-1) (Royal Society, 2001).

Proc. 3"1 International Symposium, 'Retrieval of' Bio- and Geophysical Parumetcrsfrom SAR Data for Land Applications', Sheffield, UK,
11-1./ September 2001 (ESA SP-./75, January 2002)
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Methods for measuring and monitoring carbon stocks
produce estimates of unknown reliability. At a regional
scale, methods are based upon measurements at a small
number of field sites, which may not represent the
spatial variability of the region. At the global scale,
estimates are based on global inventories and surveys
which are incomplete and inconsistent as regards factors
needed to calculate carbon stocks (IPCC, 2000; FAO,
1995). In addition, annual increases in forest carbon (the
net ecosystem production [NEP]) cannot be recovered
from this approach, despite it being known that NEP
shows significant annual and inter-annual variation.
NEP is, however, readily simulated and extended both
spatially and temporally by process models, but such
models suffer from inadequate representation of state
variables (for example, human impacts may be ignored)
and are only weakly tied to data which can constrain
their calculations.

The need to take a more integrated approach to
quantifying terrestrial carbon stocks and fluxes, which
combines data sources and models, is well recognised
(IGOS-P, 2000; GOFC, 1999). Earth Observation (EO)
data have a key role to play in this process, by
producing consistent, regular and large-scale
measurements of forest function and structure and
associated factors, such as land cover.

2. THE TERRESTRIAL CARBON BALANCE

Two equations form the quantitative basis for discussing
the terrestrial carbon balance, namely the mass balance
equation:

!J.C= !J.BA+Ma+ M + !J.S

and the process (source-sink) equation:

!J.C= P-Rp -RH -D,

where the symbols are defined as follows:

/J.C carbon sequestration by vegetation and soil,
B biomass (A: above and B: below ground),
L litter,
S soil carbon,
P photosynthesis,
R respiration (P: plant and H: heterotrophic),
D carbon loss by disturbance.

(1)

(2)

Eq. (1) can also be regarded as an allocation equation,
giving the destination of the carbon produced or lost by
the processes described in (2). This allocation
significantly affects the processes, so the equations are
strongly coupled.

3. CARBONCYCLE-EARTH OBSERVATION
INTERFACES

The relation of these two equations to EO data is shown
schematically in Fig. 2, adapted from IPCC (2000). The
leftmost of the central two columns corresponds roughly
to (1) and is expressed in forestry terms. The right
central column corresponds precisely to (2) and uses

ecological terms. To left and right are the interfaces to
EO data. It can be seen that remote sensing is capable of
providing direct measurements relevant to /J.BA (above
ground biomass can be measured by optical and radar
sensors, up to a saturation level), P (fAPAR and
possibly other determinants of biochemical activity) and
D (land cover change and fire extent), and can supply
information helpful in estimating some of the other
terms (such as soil moisture and temperature, which
affect soil carbon processes expressed through /J.S ).

In fact, the relation between EO data and (1) and (2) has
further aspects, since these flux equations obey various
constraints and boundary conditions. A more complete
picture is given by Fig. 3, in which the upper part shows
a time-dependent vegetation model (essentially a solver
of (1) and (2)) fed with input data on atmospheric
conditions and soil type (this is representative of the
current generation of such models (Cramer et al.,
2001)). The lower part of the figure shows the range of
ways in which EO data can interact with this overall
structure.

Earth
Observation

Earth
Observation

Forestry
Description

Ecological
Description

LAI. IAPAR
Photosyntttuls ...., I Phenology [optical]

Freeze-thaw (radar)

Resp/,.tlon

orosseonuar
Increment

Forest Structure
(hl-resopt1cal.radar) D/sturNnce .......i uerorestenon. Fires

Disease Ioptrcer SAA)

Net Change in
standing volumeBiomass.

Biomass increment,
Height (SAR. cptrcel]

Fig. 2 Earth Observation-Forestry-Ecology Interfaces

WTH
RETRIEVED

PARAMETERS

INITIALISATION RUN TIME CONTROL ASSIMILATION TESTING

EARTii OBSERVATION

Fig. 3 Carbon Cycle =Earth Observation Interfaces

Initialisation of the calculation can be constrained by
current land cover. Run-time changes due to
disturbances (land cover changes, fire) can also be
provided by EO, together with the timing of important
biophysical switches (freeze-thaw, snow cover) and



plant development indicators (greening up and
senescence). Assimilation of data into the models is
possible through terms in the process equation (2),
particularly though use of coupled vegetation-radiation
models connecting vegetation functional variables
(especially fAP AR and albedo) to quantities observed
by a satellite. Finally, we have quantities more closely
related to the mass balance equation (1) (for example,
biomass and forest height). These can be used for
testing model predictions, but provide no direct insight
into where the model is failing if there are discrepancies
between observed and calculated values.

The conceptual structure shown in Fig. 3 does not have
an intrinsic scale, but the dynamic vegetation models
(DVMs) currently capable of running within this
structure are designed to operate at continental to global
scale. At the opposite extreme are models used for local
scale calculations (individual stands). Such models,
whether designed for the needs of science or forestry,
tend to be data rich and site specific, and have little need
for EO data. However, an important issue is whether
these two extreme scales can be brought together
through models which operate at a regional scale (for
example, at catchment to country scale), because of the
need for national carbon monitoring and reporting. This
will require significant methodological developments,
driving from both large and small scale, as illustrated by
Fig. 4. Key issues in getting to the regional scale are:

• the substantially more comprehensive range of
processes which must be absorbed by current
DVMs, which will involve rethinking their
basic assumptions;
significantly improved assimilation of data,
from EO and other sources;
the extent to which local models can be
generalised, using methods from the DVMs;
the extent to which data loss in the local
models as we coarsen the scale can be
mitigated by other data sources, especially EO.

•

•

•

data loss (mitigated by EO) data gain (from EO)

rncreased uncertainty reduced uncertainty

Generalised model:
What key elements
must be retained?

Augmented model:
What effects from local
models must be added?

Fig. 4 Using models and data for translation between
scales.
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4. RECOVERINGMODEL VARlABLES
USING EO DATA

The carbon assessment methods and models make use
of different sources of data, with requirements at time
scales ranging from invariant data (DEMs, soil maps) to
daily meteorological data, and remote sensing data.
Table 1 summarises the relevant land surface variables
and the main EO data sources that can provide these
variables at different spatial and temporal scales. This
non-exhaustive list indicates systems under study by (*).

The operational status of the quantities derived from EO
data is very varied. In the optical domain, AVHRR data
has a well-developed data reduction and supply chain,
and can be built into operational information systems
(for example, mapping vegetation status using NDVL or
snow cover), as long as data gaps due to cloud cover can
be accommodated. The ground segment of the Terra
mission is working towards routine supply of a range of
products, including fAPAR, albedo and LAI. For these
data sources, the ability to interpret the satellite data in
terms of geophysical properties (although requiring
more caution than is generally exercised) has
encouraged data exploitation. In the radar domain, the
situation is quite different. Data supply (at least for the
ERS and Radarsat satellites) has not been a major
problem, other than cost, but there are few examples of
readily available, robust derived products for land
applications. This is discussed further in the next
section.

Earth Observation data
Land surface
variables High spatial Medium sp. Low spatial

resolution resolution resolution
<JOOm JOOm<res<J km >J km

Land use & Landsat TM, Envisat MERIS, NOAA/
land cover SPOT TerraMODIS AVHRR, SPOT/
Disturbances Envisat ASAR, VGT
(clearcut, fires ..) Alos PALSAR,

Radarsat
LAl,fAPAR, Envisat MERIS, NOAA/
albedo Terra MODIS, AVHRR, SPOT/

TerraMISR, VGT
POLDER

Vegetation Envisat MERIS, NOAA/
phenology TerraMODIS AVHRR, SPOT

NGT
Canopy height VCV (Lidar)
Biomass Envisat InSAR, P-band SAR*

Alos PALSAR,
TerraSAR*

Land surface ERSATSR2,
temperature Envisat AATSR

MO DIS,
AVHRR

Soil moisture Envisat ASAR SMOS*
Snow water SSM/I
equivalent
Freeze/thaw ERS Scat,

QuickSCAT
Sea wind

Table 1: Information relevant to forest carbon
modelling which can be recovered from EO data, and
the systems potentially capable of providing this
information.
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5. THE ROLE OF RADAR REMOTE SENSING

Table l and Fig. 2 indicate where radar and SAR can
contribute to quantifying carbon dynamics. Information
on land cover dynamics is usually most easily acquired
from optical data, with radar playing a complementary
role when cloud cover is a problem. Large scale freeze­
thaw maps derived from scatterometers have been
produced (e.g., Boehnke and Wismann, 1997). These
are uniquely radar products, relying on strong dielectric
changes in plant materials at or around the freezing
point. Similar products could be produced from a low
resolution SAR, such as the Envisat ASAR in global
mode. Methods to recover soil moisture from SAR data
are still the subject of much debate (see, for example,
Borgeaud [200l] in these proceedings), and are only
just beginning to have an impact on process modelling
(see Bach and Mauser [2001] in these proceedings).

In terms of quantities which can be directly applied in
models for forest carbon dynamics, radar is the key
technology for measuring above ground biomass (see
(l) and Sect. 2). This is clear from Table 1, while in
Table 2 we summarise the contribution made by
different types of radar system.

The sensitivity of the radar backscatter to biomass
results from the relationship between the signal and the
biomass of the vegetation elements involved in the
interaction. In the microwave region, the nature of the
dominant scatterers (and to a lesser extent, the
attenuators) in a forest canopy changes with the
wavelength, If the scatterers are too small compared to
the wavelength, their backscatter contribution is not
significant. In general, the main scatterers at X band (3
cm wavelength) are leaves or needles, at C band (6 cm),
leaves, twigs and small branches, at L band (25 cm),
primary and secondary branches, and at P band (70 cm),
the trunk and larger branches. As a consequence, since
the signal saturates when the number of scatterers
becomes important, saturation occurs at levels of
biomass which increase from X to P band.

Biomass range Remote sensing data
Up to 50 tons/ha Lsband SAR (ALOS-

PALSAR*, TerraSAR*)
C-band InSAR

Up to 150 tons/ha P-band SAR*

Up to 500 tons/ha VHF SAR (airborne)

Table 2: The approximate ranges of biomass sensitivity
for different SAR sensors. (*) denotesfuture sensors.

Experimental studies with AIRSAR and E-SAR over
different types of forests (temperate, boreal and tropical)
(Le Toan et al., 1992, Dobson et al., 1992, Beaudoin et
al., 1994,Hsu et al, 1994,Rignot et al., 1995, Hoekman
and Quinones, 2000, Mougin et al., 1998) indicate that

the backscatter intensity saturates at 30, 50 and 150-200
tons/ha respectively at C, L and P bands. Note that the
saturation values quoted here and in Table 2 are
indicative of a range and depend on the experimental
conditions (e.g. radar incidence angle, polarisation) and
forest characteristics.

At C band, the sensitivity of the backscatter intensity to
forest biomass variation at very early stages of growth
depends strongly on the ground conditions, including
soil moisture, soil frost, snow cover and vegetation
status. In addition, the low dynamic range of the
backscatter between 0 and 30 tons/ha has prevented the
development of robust inversion algorithms using ERS
(or RADARSAT) intensity data.

C band interferometric coherence acquired at short time
intervals, as in the Tandem ERS missions, shows a
decline with increasing biomass, caused by an increased
contribution by the temporally unstable scatterers in the
vegetation canopy as biomass increases. In the
SIBERIA project, ERS Tandem data were used,
together with JERS data, to map forest biomass up to 80
m3/ha (or 50 tons/ha) in central Siberia (Sclunullius et
al., 2001). The importance of this project was to show
that geophysical parameters highly relevant to
quantifying the carbon dynamics of boreal forests could
be recovered at continental scale (750,000 knr') from
SAR data, given the appropriate data, methods and scale
of effort. An unfortunate aspect of this achievement is,
however, that the data types needed to produce this type
of map are no longer available, and in the case of
Tandem data, will not be available for the foreseeable
future.

The saturation in Tandem coherence at a biomass level
of 80 m3Iha observed in the SIBERIA project may be
considerably increased under very low temperature
conditions (Askne et al., 2001, in these proceedings).
This could be due to deep freezing of the vegetation,
causing severe reduction in the dielectric constant of the
leaves and twigs. The dominant scattering elements then
change from these more usual plant components to
larger elements.

At L band, the backscatter results from a more complex
interaction, where the main scatterers are the primary or
secondary branches. Since the soil backscatter at L band
is often lower than that of the canopy, the signal
increases with increasing biomass until saturation. This
increasing trend has been observed in a majority of
cases with JERS-1 (L band, HH polarisation and 35°
incidence angle) until saturation at approximately 50
tons/ha. However, the sensitivity to biomass is small, of
the order 2-3 dB for the biomass range up to 50 tons/ha,
and depends on the ground conditions. During the
lifetime of JERS (1992-1998), several works have been
published on the use of JERS data for forest mapping,
but few provided biomass maps. The forthcoming L­
band polarimetric ALOS-PALSAR is expected to
provide data with the same saturation level but with



higher sensinvity to biomass and a reduction in
disturbing conditions, particularly at cross polarisation.
The dynamic range of L-HV as observed by airborne
SARs exceeds 5 dB (Melon et al. (2001), in these
proceedings). With the continuous provision of ALOS­
pALSAR data, biomass maps similar to those provided
in the SIBERIA project could be a valuable contribution
to validating the biomass increments in regenerating
forests predicted by carbon dynamics models.

A P-band SAR, with saturation level up to 150 to 200
tons/ha, is capable of covering the biomass range of
most forests, except mature tropical forests. The
dynamic range of the backscatter, which is the contrast
between the forest backscatter at saturation level and at
low biomass level, has been found to exceed 12 dB at P
band. HY polarisation and 40° incidence angle. The
large dynamic range is particularly fitted to robust
algorithms inverting the backscatter signal into biomass
classes, e.g. of intervals of 10-15 tons/ha. Until recently,
P-band spaceborne SARs could not be envisaged.
mainly because no frequency was allocated for remote
sensing at P band. At present, the official request for
frequency allocation appears to have a good chance of
success in the next World Radio Conference. With this
condition, it is probable that a P band SAR payload will
be defined and launched in the future.

In recent works, even longer wavelengths have been
studied. TI1e CARABAS-II system. developed by the
FOI (Swedish Defence Research Establishment), is an
airborne ultra-wideband and widebeam SAR operating
in the lower VHF band (20-90 MHz). Experiments and
physical modelling indicate that VHF SAR backscatter
is sensitive to biomass up to 500 tons/ha. Such a system,
although not envisaged as a spaceborne payload, could
provide complementary airborne coverage over large
areas of high biomass range. The right way to assess the
role of such sensors is in the context of the whole
information system needed to follow forest dynamics.

6. CONCLUSIONS

Understanding the role of forests in the terrestrial
carbon cycle is a scientific goal of the highest scientific,
political and economic interest. Tackling this problem
requires the combined resources of ecologists,
modellers, statisticians and remote sensing scientists.
SAR and other microwave sensors can make specific,
well-defined contributions to this problem. In particular,
radar is uniquely fitted, amongst all EO technologies, to
provide estimates of biomass. However, there is a long
way to go from turning this potential into a product
which is meaningful in terms of forest carbon models.
Even with the right sensor (and ALOS-PALSAR is
certainly a step in this direction), experience in the
SIBERIA and other large-scale projects has shown the
need for systematic data acquisition and quality
controlled product generation from that data. Failure to
rise to this challenge will lead to SAR being
marginalised in one of the major environmental issues
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of the age. Conversely, a serious attempt to get SAR
retrieved information into a modelling context will yield
significant scientific gains, providing a framework to
both assess and use radar data.
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ABSTRACT

In this paper an experiment aimed at evaluating the
potential of SAR systems in monitoring hydrological
parameters in a large watershed of a semi-desert area
was described. Remote sensing and ground truth
measurements were carried out in Morocco, within the
framework of the EC project FLAUBERT (FLood in
Arid Units By Earth Remote Techniques). ERS/C-band
SAR and JERS/L-band SAR images collected from
October 97 to June 99 were analyzed. In spite of the
very low changes in space and time, the spatial and
temporal analysis of L- and C-band backscattering
showed the capability of SAR to point out yearly
variations due to vegetation cycle and rain events and to
map semi-arid vegetation. By using interferometric
coherence a separation of several soil and vegetation
classes in the same image was obtained.

INTRODUCTION

The utility of remote sensing for monitoring land
surface characteristics in arid and semi-arid regions,
where conventional methods are very expensive and
time consuming, is well recognized in recent literature
(Deroin et al. 1997, Tansey et al. 1998) However, the
operational capabilities of relatively new sensors such
as the Synthetic Aperture Radar (SAR) are not yet fully
exploited

The main parameters controlling surface water cycle in
arid and semi-arid regions are the relative distribution of
bare rock areas, the spatial and temporal distribution of
wild and agricultural vegetation, soil moisture and
surface roughness The potential of Synthetic Aperture
Radar (SAR) in monitoring these quantities has been the
subject of several studies carried out mostly in vegetated
regions. In desert areas, backscattering variations are
mainly caused by surface slope and surface roughness,
since in general soil moisture is very small and has no

Pn»: 3''1 /111er11u11011ui Snnt><>.1111111.'Rctrtcval "' /!1"· and Ge"l'ins1rn! Paranutcrs /ro111 S,·\I< Dou, [or l.and AJ't>licw1"11s '. Shef/ie/c/, UK.
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significant effect on the backscattering (Deroin et al.
1997, Evans et al. 1992).

THE EXPERIMENT

Remote sensing and ground truth measurements were
carried in 1999/2000 on a flat, arid region located in
Morocco. The test area fitted exactly with the Foum
Tillicht catchment. This basin of 1259 km2 is the left
upstream branch of the Ziz watercourse in South-East
Morocco It belongs to an arid zone, where the average
yearly precipitation is 160 mm, with a short humid
season alternated with a long dry one. On this site,
several preliminary activities were carried out by the
Ecole Mohammedia d'Ingenieurs - Rabat The basin
was divided in five hydrologic sub-basins. For each sub­
basin, a classifier which identified nine classes
(different types of soil and vegetation cover) was
developed from optical data and validated in several
field campaigns.

The analysis of SAR data was focused on a flat region
which included bare and uniformly vegetated areas
zones. Each area was classified on the basis of soil
porosity (high and medium) and vegetation type. A
sparse cover of vegetation grew on the muddy and
schistous surfaces with a variable stone cover. The main
species growing on limestone, muddy soil and schistous
soil were Mugwort (Artemesia Herb alba) and Alfa
(Stipa tenacissima), the latter with various densities.
Systematic measurements of soil moisture and plant
water content were not worked out, but, according to
meteorological data available from ground stations, soil
and vegetation could be considered very dry In some
areas, statistical and fractal parameters of soils were
extracted from roughness measurements carried out by
means of a pin profilometer.

The backscattering coefficient of ten selected areas was
extracted from five ERS/C-band and four JERS/L-band
SAR images In addition, coherence maps obtained
from repeat pass interferometry, at time intervals
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between two and ten months, were combined to obtain a
composite image with a significant information content
on land characteristics. Both types of information were
compared with ground data. Due to the high stability of
the area, we assumed that soil surface characteristics,
vegetation cover, and vegetation density did not change
significantlyduring the season

SARDATA ANAYSIS

Sensitivity to vegetation cover
The temporal evolution of backscattering coefficient
(o") was analyzed for each site by using a series of C­
band ERS-1/2 and L-band JERS-1 images collected
between June 1998 and October 1999 and between
October 1996 and June 1998, respectively. The analysis
showed that the spatial variation of the backscattering
coefficient at the same date was comparable to the
temporal variation observed in each area and remained
below 3 dB. This result is similar to those obtained by
other authors on arid lands (Deroin et al. 1997).
However, the annual variations of L-band cr0 (Fig. 1)
show for all sites a maximumin winter '98, which could
reasonably correspond to a rainy season and therefore to
higher values of soil moisture.
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Fig. 1- Temporal variations of JERS-1/L-band o"
measured in some of the test areas.

The sensitivity to vegetation cover (VC) of the two
main types of vegetation existing in the area (Alfa and
Mugwort) was tested at both bands. At L-band, as the
VC increased, backscattering decreased for Alfa and, to
a lesser extent, for Mugwort. Instead, at C-band the
decrease was very clear only for Alfa (Fig. 2) (Paloscia
et al. 2001). These diagrams suggest the possibility of
operationally retrieving the vegetation cover from SAR
data.

In arid regions NDVI can give reasonable information
on vegetation canopy, although the presence of rocks
can affect the reflectance of the images. In this case
SAR data can add some information, as it can be noted
in the diagram of Fig. 3, where a direct comparison of
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Fig. 2 - ERSIC-band o" as afunction of Vegetation
Cover measured on Alfa canopies.

optical and radar data is shown. We can observe that
NDVI (NormalizedDifference Vegetation Index) is able
to better separate Alfa and Mugwort than the ERS
backscattering. However, the spread of data in cr0 is
related to the vegetation cover, the latter changing from
0.2 to 0.7 from the right to the left of the clusters
(Paloscia et al 2001).
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Fig. 3 - NDVI vs. o" at C-bandfor Alfa andMugwort

Sensitivity to soil surface characteristics
Due to the nature of the soils present in the area, a
quantitative description of their surface including stone
cover, stone shape, stone dimensions, etc, appeared very
difficult to obtain. Thus, soil surface was characterized
qualitatively by assuming four classes of stone cover,
from 1 for little stones to 4 for stones with a dimension
larger than 30 cm.

At L-band o" was not related to the surface
characteristics, whereas, at C-band, a general increasing
trend as a function of stone dimensions could be noted
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in spite of a rather high dispersion of points, especially
for class 3 (Fig. 4).

Although the description of surface characteristics is no
directly related to geometrical quantities, these results
are in agreement with hose obtained by Deroin et al.
(1997). In their study the authors found that C-band o"
of arid land increased ass a function of the maximum
height of the rocks (hmax,in cm) and proposed the
following empirical relationship between these two
quantities:

By applying this relationship to our data, we found that
the maximumheight of rocks ranged from 3.5 to 6.8 cm
and was in reasonable agreement with ground
observations (Paloscia et al., 2001).

Interferometric analysis
The identification of some land features in the area was
carried out by using coherence maps obtained from
repeat pass interferometry (Wegmuller et al. 1997). The
interferometric analysis of Morocco area, including the
five test-sites, was carried out using sixERS-SAR-SLCI
images (CEOS format) collected from ESA-ESRIN
within the framework of this project and of the ESA
ERS project A03. The images were acquired in the
following dates: 14/04/1997, 01/09/1997, 10/10/1999,
08/05/2000, 17/07/2000 and 25/09/2000.

By coupling these 6 SLCI images two by two, 15
different coherent images were produced. In particular,
two couples were used for obtaining two maps which
showed the highest resolution and the minimum noise
respect to the others. Couple 1: 14/04/1997- 01/09/1997
and couple 2 : 17/07/2000 - 25/09/2000. After the co­
registration, interferogram and coherence maps were
realized. From the coherence maps (Fig. 5 a and b) we
note that, in general, for the couple 1 the coherence is in
general low (black =low coherence and white = high
coherence) whilst for the couple 2 the coherence is
rather high.
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Fig. 5 - coherence maps: couple 1 (a): 1410411997-
0110911997 and couple 2 (b): 1710712000- 251091
2000. (black = low coherence and white = high
coherence) (Area dimensions: 28 x 32 Km2)

The high mean value of coherence for the couple 2 is
due to the fact that both images were acquired during
the summer period where, due to the absence of rain
events, vegetation and soil remains practically in the
same condition. Vice versa, for the couple 1, the images
were collected in two different periods: the first in April
where vegetation and soil were in the most wet period
of the year and the second in September where soil and
vegetation were in very dry condition. In addition we
can assume that the major effects is due to vegetation
and not to the soil moisture, since in the image is
possible to distinguish some area (corresponding to bare
soil) where the coherence is high whilst if we had an
high mean value of soil moisture for the first image (for
example due to a rain event) a low level of the
coherence was expected in the whole image.

To better investigate these aspects a color composite
image (RGB) was obtained by combining the coherence
of the 2 couples of ERS images and the difference
between the two coherence images. This approach made
it possible mapping semi-arid vegetation and separating
five land classes: mountains or rocky areas, deserts,
areas covered by spontaneous semi-arid vegetation,
humid areas with agricultural vegetation, and rivers or
ridges (Paloscia et al. 2001). To validate this INSAR
classifier, a comparison with an optical classifier, which
was developed and tested by EMI team, was carried out.
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A visual inspection of the images demonstrated that the
two classifierswere in good agreement to each other.

CONCLUSIONS

The capability of L- and C-band SAR data in assessing
land features has been confirmed, also in semi-arid
lands. The analysis of backscattering coefficient of
JERS-1 and ERS satellites showed a rather good
agreement with the vegetation cover of at least one type
of natural vegetation (Alfa). The interferometric
analysis pointed out that using two coherence images a
classification map showing five different cover classes
can be obtained.
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Abstract: This experimental study was carried out in the
framework of the DUP project "Dedicated Remote
Sensing Product Generation for the Agro-Industry:
Cereal Case" leaded by Synoptics b.v. (NL). The main
objective is to investigate the potential contribution of
the ENVISAT images for the discrimination of the main
crops at a regional scale. ASAR Alternating Polarisation
(AP) and Wide Swath (WS) modes have been simulated
from 15 ERS images over Belgium. A quantitative
approach was completed using 791 parcels
corresponding to the following crops: winter wheat,
winter barley, spring wheat, spring barley, grasses,
sugar beet, maize and potato. The impact of the spatial
resolution of the ASAR sensor is assessed through the
comparison of the results obtained for the AP (30m) and
WS (150m) modes with regards to the field size. Both
pixel-based and parcel-based unsupervised classification
approaches have been applied. Dedicated interpretation
schemes were developed for specific crop
discrimination. The promising results obtained from the
150-mASAR signal are expected to be further enhanced
by the very high acquisition rate of the WS mode, i.e. an
acquisition every 3 to 5 days.

Keywords: crop discrimination, ENVISAT, Wide
Swath-ASAR, coarse spatial resolution.

1. INTRODUCTION
The SAR sensors capabilities for agriculture monitoring
have been largely documented in the literature but the
temporal resolution and the spatial extension of the
acquisition was often found as a major constraint for
any operational use. The potential contribution of
coarser SAR sensor, such as the Wide Swath (WS)
mode of the ASAR sensor, has not been investigated
yet. In the framework of the project "Dedicated Remote
Sensing Product Generation for the Agro-Industry:
Cereal Case" leaded by Synoptics b.v. (NL) [2] and
sponsored by the Data User Programme (ESA-ESRIN),
two main questions have been addressed with regards to
the ASAR use for crop inventory with regards to agro­
business needs :
(i) what is the ASAR WS signal content for the
crop discrimination?
(ii) would it be possible to process the ASAR WS
signal without any a priori information?

The first question deals with the impact of the 150-m
spatial resolution of the ASAR sensor. This resolution is
coarser than the current SAR sensors in orbit but the
signal speckle is expected to be slightly reduced
because of the larger number of look (ENL > 11.5).This
scaling issue is based on the comparison of the results
obtained for the respective AP and WS modes time
series simulated from the same ERS data set. In this first
step temporal profiles and parcel-based classifications
are computed using a priori field boundaries knowledge
in order to put the emphasis on the 150-m signal content
analysis. In this perspective the contribution of the
higher temporal resolution of the ASAR WS mode, i. e.
an acquisition every 3 to 5 days, is discussed.

The second step investigates the accuracy of the pixel
by pixel classification and documents the impact of the
a priori knowledge of the field boundaries for the ASAR
WS data interpretation.

2. AVAILABLE DATA
The study relies on a data set including 15 ASAR WS
and AP simulations (from ERS SLC) acquired from
early January 95 to late October 95 (Figure 1). The field
data set consists of about 800 parcels covering 8 crops
and the hourly rainfall distribution for 5 meteorological
stations. The first four images were acquired during the
ERS F phase from four different orbits while the
following were recorded during the G phase from only 2
adjacent tracks (151 and 423). The study area located in
the Region limoneuse (Belgium) was selected to include
environmental variability including various topographic
and field size conditions.

Winter Wheat
Winter Barley
Winter Rape Seed =; ; ;;;;;;;;::µ; :;; :; **=;::>
Fodder Maize
Sugar Beet
Early Potato
Mid-Late Potato
Late Potato
Potato Bintje
Permanent Meadow
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Figure 1: Crop calendars as observed for the study area in 1995.
The distribution of the 15 ERS acquisition dates are also shown at
the bottom.

Proc. 3'd International Symposium. 'Retrieval ofBio- and Geophysical Parameters from SAR Datafor Land Applications', Sheffield, UK,
11-14 September 2001 (ESA SP-475. January 2002)
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The image and vector data set has been integrated in an
image processing system to extract the signal mean per
object, i.e. per field. For the AP simulations, a buffer
zone of 1 pixel around the field boundaries was used to
discard the mixel located at the field edges. On the other
hand, no buffer zone could be used for the WS
simulation because of the critical field size with regards
to the 150-m resolution.

For the inter-calibration simulation each simulated
image has to be adjusted using a coefficient computed
to match the track averaged value of a forest zone to the
temporal signal mean calculated by track. The temporal
signal average of the 151 AP mode track serves as
reference.

The data management system used for the research
allows to address the various issues using respectively
image processing system, regular tables processor or
advanced statistical packages, such as the SAS software,
according to the analytical requirements.

3. ASAR SIMULATION METHODOLOGY

3.1.Alternating Polarization Mode
The acquisition scheme of ASAR AP raw data is shown
in the Figure 2a. The system acquires echoes in a first
polarisation for a time interval TB (burst), then switches
in a second polarisation for a time interval of same
length (burst), then back to the first polarisation and so
on. The unfocussed response of three point targets at
different azimuth positions is drawn as a solid line:
different parts of the Doppler history are acquired at
different polarizations, corresponding to different
bursts. The theoretical instantaneous azimuth spectrum
of the AP data is illustrated in the Figure 2b for a case
when the burst time TB is exactly equal to half of the
aperture time TA.

TA

TAz

TB
TRg

TAz

Figure 2: ASAR Alternating Polarization data: temporal
distribution of the ASAR AP data (a) and spectral distribution of
the ASAR AP data (b).

The polarization separation filter, shown in Figure 3,
can be constructed easily by referring Figure 2b. The
basic filter is composed of a summation of NS/2 ideal
band pass filters of bandwith BWB, spaced in the
frequency domain by a distance 2BWB. Its frequency
response may be written as:

Ns/4
H (f) = L re ct( f - 2kBwb

k=-Ns/4 B )wb

where: NS= TA I TB
=f PRF/fMTB
= f PRF /BWB

o.a

0 ..2

-0...S u.o 0.!5-
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Figure 3: Polarization separation filter.

Summarizing, the AP simulation chain can be described
as follows:

i. Single Look Complex (SLC) azimuth
filtering according to AP burst pattern.

TB

t, ••••: J Ii••· ··•·1 I
ii. Detection.
iii. Multilooking

3.2. Wide Swath Mode
The WS mode simulation can be straightforward
derived from the AP mode. Therefore, the simulation
chain can be summarised as follows:

i. SLC azimuth filtering according to WS
SAR burst pattern.

TB

1: •••••••I I I I I
ii. SLC range filtering to reduce the

bandwidth.
iii. Detection.
iv. Multi-looking.

A detailed description of the algorithms is given in
Pasquali et al., 1999 [l].



4. OBJECT-BASED APPROACH

4.1. WSsignal sensitivity to crop types
The WS signal content was first assessed using the
mean profiles of the largest fields, i.e. bigger than 6 WS
pixels, located in the study area. The differences
between the temporal profiles of the main crops (Figure
4a) clearly demonstrate a differentiation of the ASAR
WS temporal profiles according to the crop type.
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Figure -4: Regional average profile over the largest fields (bigger
than 6 pixels) for the ASAR WS mode (top graph) and ASAR AP
mode (bottom graph). The curves are computed using 95 winter
wheat, 27 winter barley, 70 grasses, 20 potato, 5 maize and 88
sugar beet fields.

This information content was compared to the ASAR
AP mode time series for the same set of fields (Figure
4b). For a given date, the range between the signal of
the various crop types was almost two times larger for
the AP mode than for the WS mode. The variation over
time for the different crops were more independent in
the AP mode than in the WS mode. The WS signal
range between crops is smaller and the profile shape of
barley or grasses tends to be more similar to the overall
trend. This is of course related to the smoothing effect
associated to the mixed pixel (border pixel) which is
much stronger for the WS mode.

However, the WS regional profiles are quite consistent
to the AP profiles, despite the small number of pixels
included in each field. It must be noticed that the spring
wheat and spring barley profiles were not plotted
because the number of large fields for these crops was
too small.
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4.2. Scaling issues

Field size impact according to each crop
The variability of the profiles due to field size must be
studied using subset including the same number of
fields for each size class. This was only possible for
winter wheat and sugar beet, thanks to their field size
diversity. Figure 5 indicates an impact of field size of
maximum 0.5 dB on the mean for winter wheat crop.
The impact on the mean is stronger for the drier days of
the period with contrasted crop stages in the fields (29
June and 3 August). However, the evolution of the
standard deviation of the means according to the size
class shows a strong influence of the field size; the
bigger variations over time are observed for the smaller
fields. The sugar beet case leads to similar conclusions
but is not presented here.
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Figure 5: Field size impact on WS winter wheat regional profiles
computed from the same number of fields (n = 63 for each subset).
The top graph presents the evolution of the means and the bottom
one shows the standard deviation of the means. The mean fields
size is expressed in WS pixels.

Field size impact on crop discrimination
For this purpose the fields were clustered into 4 subsets
defined by field size intervals. However, the number of
fields belonging to each size class varied much.

The differences between the profiles of the 6 studied
crops decreased with the size of the fields included in
the regional average. The discrimination power is lost
for the small fields in the WS mode. While the smaller
fields introduced some noise in the profile, the overall
crop profiles including all the fields still allowed some
crop discrimination. This impact is clearly illustrated by
the Figure 6 for the wheat - barley discrimination
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possible in early April and late June. On the opposite no
field size effect was observed for the AP mode (the
smaller fields still include 26 AP pixels).
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Figure 6: Wheat and barley profiles for all the fields (graph a) and
for subsets with decreasing fields sizes: equal or bigger than 10
pixels (b), from 6 to 9 pixels (c), equal 4 or 5 pixels (d) and equal 2
or 3 pixels (e). The field size is expressed in WS pixels.

4.3. Temporal issues
The coarse pixel size is expected to be balanced by the
very high temporal resolution of the ASAR WS mode.
Of course it is not obvious to document the effect of a 3
to 5-day temporal resolution using a 16 or 19-day
temporal resolution data set. However, the latter
demonstrated the strong interaction between rainfall and
crop types, and its specific variation during the season.
Such an approach could foreseen only if a very high
temporal resolution is available.

The regional profiles obtained for the different crops
shown in the Figure 4 are strongly affected by the
rainfall distribution. The two peaks observed in June
and in July can be directly related to the rainfall
distribution. The cumulated rainfall corresponding to
the 24-h period before the acquisition reaches 14mm on
the 13 June and 2 mm on the 18 July and on the 7
September. There is virtually no rainfall recorded for
the 24-h period before the other acquisitions.

The most interesting point is the evolution of the
relative sensitivity of the crop signal to the soil
moisture. This evolution varies according to the crop
type and could be used to discriminate them. For
instance, the mid-June moisture affects much more the
sugar beet signal than the winter wheat (difference
between the 25 May and 13 June signals is much higher
for sugar beet). On the opposite, the mid-July soil
moisture influences much more the winter wheat profile
than the sugar beet one (difference between the 18 July
and the 3 August signals is much higher for winter
wheat). Various indices have been tested to discriminate
the crop type using this contrasting behaviours with
regards to the soil moisture. A simple threshold of the
ratio of these two temporal differences reaches a
classification accuracy of 70 % between leafy and
cereals crops, if the grasses are not considered. These
results are clearly promising and are expected to be
enhanced if the time interval between consecutive
acquisitions is reduced. The probability to get the
appropriate data set for such an interpretation approach
is quite high using the ASARWS mode (Figure 7).

Figure 7: ASAR WS mode acquisition capabilities with regards to
the 24-h cumulated rainfall for the year 1995.

On the opposite the high temporal resolution should
allow to discard all the acquisitions affected by recent
rainfalls without any consequence on the temporal
profile. This would be a critical step forward for a more
automatic classification.

4.4. Parcel-based classification
The results described above call for the investigation of
crop discrimination using parcel-based algorithms.
Because the bigger parcels contributed for most of the
crop production, only 306 parcels were considered for
the classification (59% of the surface covered by the
791 parcels). These bigger parcels showed also more
consistencies in their time profiles.

Various interpretation schemes have been applied. From
Figure 4 several combinations of dates have been tested
using unsupervised classifications. The best results were
obtained using April, May and June images and
provided an overall accuracy of 67%. This would have
the main advantage of delivering the results before the
end of June. Just better accuracy (68%) was achieved
using time series indices in addition to this combination.
Table 1 fully describes the results of the various
combinations. The first index, called range index,
corresponds to the difference between the maximum



backscattering value of the time series and the minimum
value. The second index is the ratio between two values:
the difference between the backscattering of the 13 June
and 25 May and, on the other hand, the difference
between the 18 July and the 3 August. As it was
explained in the previous section, this ratio index takes
into account the differential rainfall effect on the
different crop types.

Used channels k'\ccuracy Delivery time
1)20/4, 25/5, 13/6& 2916 67% End of June
2) Range & ratio index 59% September
3) 20/4, 25/5, 13/6, 29/6, range & ratio 68% September
index
4) 9/5;25/5, 29/6, 3/8 (dry days) 63% August

5) 13/6, 1817,7/9 (wet days) 63% September
6) 3-step strategy : 83%

step 1 : grass discrimination 85%
1011, 28/l, 7/9

step 2: cereals discrimination 85%
13/6, 1817,ratio index

step 3 : wheat/barley discrimination 82% September
2014, 2515, 2916

Table 1: Performances of parcel-based unsupervised classification
applied to different data combinations.

The relevant information for a specific discrimination
provides some noise for an other discrimination.
Therefore a 3-step strategy was proposed for the cereals
identification. First January and September images were
used to distinguish the grasses from the other crops with
an accuracy of 85%. Then the cereals/no cereals
classification based on the June, July and the differences
ratio reached an accuracy of 85% as well. Finally the
winter wheat and the winter barley were distinguished
the best with an accuracy of 82% using the April, May
and June images. The June date alone contributes for
79% of this discrimination. This 3-step strategy
classifies correctly 83% of fields between the winter
wheat, the winter barley and the other crops.

5. PIXEL-BASED CLASSIFICATION APPROACH

5. 1. Classification
The per-pixel classification is the most simple way to
extract the information and it does not required any
ancillary data. An unsupervised classification has been
applied to cluster the pixels of the agricultural zone
(mask of the agricultural region covering 2 NUTS) into
69 classes based on the following dates : 20 April, 25
May, 13 June and 29 June. The 69 clusters have been
grouped and labelled based on the field information
belonging to one NUTS zone. The other NUTS zone
was used to validate the classification and the labelling
into crop types. Only 3 different labels were attributed :
winter wheat, grasses, and sugar beet. The overall
accuracy of this classification reaches only 47% of the
pixels (Table 2).
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This result can be carefully compared with the 67%
accuracy obtained by the parcel-based 1-step
classification using the same dates combination.
However this was 67% of parcels and concerns only the
bigger parcels, while the 47% result includes all the
agricultural pixels without any field size consideration.
Furthermore, the parcel-based classification accuracy
could not be assessed using an independent validation
set.

Attributed classes
WW WB G p M SB OM

WW 243 I 88 68 39,1
"' WB 64 I I 51 54 100~co G 82 I 136 I 60 51,1"'u p 6 o I I 16 JOO-;:;
(I) M 14 8 I I 20 JOO" SB 113 33 I 219 40
I COM 53,4 0 57 0 0 49,9

General accuracy: 46,9%
Table 2: Confusion matrix of the per-pixel classification
approach. The omission and commission errors (respectively OM
and COM) are expressed in percentage of pixels; other values are
the number of pixels. The class symbols are WW= Winter wheat,
WB= Winter barley, G= Grasses, P= Potato, M= Maize and SB=
Sugar beet.

5.2. Colour composites
Based on the temporal profile presented in the Figure 4,
some colour composites have been made using different
combinations of channels. The most simple way is to
assign an image channel to each of the 3 colours (red,
green and blue). Figure 9 presents such a combination
of 3 dates : the 20 April, the 29 June and the 7
September. On this composite, cities appear in white or
green. The temporal profile of the 6 main crops show a
higher backscattering coefficient on the first and/or the
last date than in the second one (Figure 4). Therefore,
the majority of the agricultural areas is coloured in red,
blue and magenta (additive colour mixing of the red and
blue). This composite was compared with a map
indicating the main crop types in the region. The cereal
fields appear principally in blue (higher value at the
third date than the two first), the sugar beet and potato
fields appear mainly in magenta (low value at the
second date) and the grass parcels are coloured in green
(due to a more stable profile than the other crops).

The composite presented in Figure 10 was built using
only neo-channels : the difference of the intensity of the
13 June and the 25 May, the intensity difference of the
18 July and the 3 August and the ratio of the first
difference by the second. The first important thing to
note is the high level of noise. However, most of the
cereal fields appear in green and most of the leafy crops
are in magenta. This composite represents the
differential rainfall effect on the different crop types.

Not all crops are discussed here. So, in all of the colour
composites, even if the majority of the fields of one
considered crop type appear in the same colour, not all
fields of this colour do probably correspond to this crop
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type. Moreover, the observed colour composites were
made using Wide Swath simulation, i.e. with pixels of
100 meters resolution. This critical pixel size is
represented in the Figure 8, with regards to the fields
size. So, the WS pixels have to be considered as mixels.

Figure 8: Critical size of the WS pixels compared to the size of the
fields (drawn in white).

Figure 9: Colour composite of 3 dates: the 20 April (Red), the 29
June (Green) and the 7 September (Blue).

Figure 10: Composite of 3 nee-channels : the difference of the
intensity of the 13 June and the 25 May (R), the difference of the
intensity of the 18 July and the August (G) and the ratio of the
first difference by the second (B). Non-agricultural area are
masked.

6. PRACTICAL AND POTENTIAL OPERATIONAL
USE OF RESULTS

This study used a set of ASAR WS simulated images to
figure out what kind of crop information could be
extracted and when this could be delivered in an
operational context.

The results clearly demonstrate the following:
• Field boundaries are a prerequisite for crop
identification.

• It is feasible for large fields (> 6 ha) to distinguish
between winter wheat and winter barley with an
accuracy higher than 80% (thanks to field boundaries
a priori information). This result can be delivered by
the end of June because most of the discrimination is
due to the shift of the ripening phase between both
crops. Very similar performances are obtained for the
leafy crops or specifically for the sugar beet at the
same conditions.

• Grasses are easily detected with an accuracy of 85%.
• The WS mode is useful for crop area estimation but
sensitive to the field size distribution. The larger is the
fields, the better the discrimination. The crop area
made up by small fields can not be considered.

• High temporal resolution will have a great impact on
crop identification results if detailed rainfall
distribution figures are also available.

It is important to keep in mind that the results presented
here were obtained from a time series of 15 images
while the ASAR WS mode will provide 60 images for
the same period. The experiment clearly demonstrated
the usefulness of rainfall data as ancillary information.
The same classification performances were achieved
from the dry dates as from the wet dates, as long as they
are processed separately. Furthermore, new indices
based on good knowledge of the crop stages and their
respective interaction with soil moisture for the signal
backscattering, are expected to further enhance the
current results.

The study has been carried out in a region with rather
medium to small field sizes compared to the important
European regions for agriculture production. It is
therefore difficult to be sure that field boundaries will
remain a prerequisite.

These conclusions of course assume that the simulations
used in this experiment correspond to the quality of the
ASAR WS images provided by the sensor once it will
be in orbit.
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ABSTRACT

This paper outlines the range of requirements that
farmers and those concerned with protecting the
environment may have for remote sensing-derived
information. Remote sensing researchers and system
developers must have a clear understanding of these
requirements so that research can be effectively
focused. Key issues include:- the relevance of derived
information. measurement accuracy. spatial resolution,
timeliness, reliability of information supply, robustness
of interpretation, data handling, cost and end-user
confidence.

INTRODUCTION

Unless research is carried out for purely academic
reasons, it is important for research scientists to have a
good understanding of the potential end-uses of their
research. Without this understanding, the strategy and
priorities of a research programme can be miss-directed.
This can lead to wasted effort, missed opportunities,
unanswered questions and proposed solutions which are
either impossible or difficult to implement on a
commercial operational basis.

The science of remote sensing/Earth Observation (EO)
is very different to those of agronomy and
environmental management. It should be no surprise
therefore that there is often a weak understanding of
each others science, aims and objectives. and practical
constraints. Although the situation is improving, it is
suggested that there is still plenty of scope for a much
closer working relationship between the EO science and
information provider communities and the agri­
environment end-user community. Without a close
working relationship between these communities. the
full potential of EO may not be realised.

This paper is directed to research scientists and system
developers working in the field of remote sensing and
EO who are carrying out research to develop practical
uses for EO based information for crop management by
farmers and for measuring and monitoring the natural
land and water environments. The aim of this paper is to
identify the information requirements of these end-user

Proc. 3'" lnternational S1'111posi11111. 'Retrieval ofBin- and Geophvsical Purameters trom SAR Dota ior Land Applications '. Shejficld. UK.
I /-1./ September 2001 (ES;\ SP-./75. Janunrv 2002)

communities. The use of EO for classifying agricultural
crop types is not considered.

ARABLE CROP MANAGEMENT

As in most businesses. farmers need information in
order to take decisions. The information must be
understandable, at an appropriate level of accuracy, and
supplied in a form that can be easily applied in practice.
It must also be provided reliably and at a time when it is
relevant. Of most importance, the end-user must have
confidence in the information, and consider it to be
more cost-effective than alternative sources of
information that may meet the same requirement.

Over many years, agronomic scientific research has
identified numeric criteria/thresholds which should be
used in practice as the basis for field-level decisions
such as the selection of agro-chemical products and
fertilisers. or their application rates. For example, the
ADAS/University of Nottingham Centre for Agronomy
has demonstrated the potential advantages of managing
winter wheat according to crop physiological or
'Canopy Management' guidelines. In essence, this
approach is geared to achieving an optimum crop
canopy structure in terms of defined wheat plant and
shoot populations, and the green area index (GAi) that
will intercept most incoming radiation. Excessive shoot
populations or amounts of green tissue are usually non­
productive and are well known to aggravate disease and
lodging problems. Agronomic research has shown that
crop input decisions (e.g. use of nitrogen fertilisers,
growth regulators, fungicides, herbicides) are likely to
be most accurate where the crop condition in individual
fields and field areas is measured quantitatively and
then the use of inputs related to defined target
benchmarks. The Wheat Growth Guide (HGCA, 1997)
represents an important output of wheat physiological
research. The Guide provides benchmark values for a
typical wheat crop, providing farmers with a framework
against which the management of their own crop can be
measured, and input decisions made. Parameters found
to be important include plant population (plants/me),
shoot number (shoots/me), green area index (GAi) and
nitrogen uptake (kg N per ha).
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However, there are currently no practical or cost­
effective methods for gathering quantitative crop
information. Thus, current methods of day to day
decision-making are largely based on either subjective
assessments from manual crop walking, or from
representative crop or soil sampling which produces an
average piece of information for a field or part of a
field. Such sampling will not measure any crop or soil
variation within the field which can be practically
significant in many farming landscapes. Current
methods used in practice also tend to be laborious, time­
consuming and thus expensive.

The shortage of cost-effective crop measurement
methods is a major limitation that is restricting the
practical adoption of agronomic research knowledge by
farmers. It is thus restricting the ability of farm
businesses to move forward profitably and in an
environmentally friendly way. As highlighted by
Sylvester Bradley et al. ( 1995), Dampney et al. ( 1998)
and King and Dampney (1999), remote sensing
techniques seem to offer a potential solution to this
problem. The development of reliable, robust and cost­
effective sensing techniques to aid farm and field level
crop management decisions is a recognised research
requirement of the agricultural industry.

Remote sensing may also be able to provide information
to aid whole farm management. Farmers (especially UK
farmers) are managing increasingly large land areas and
manual crop inspection is time-consuming and
expensive. EO information could provide a means for
rapid 'office-based' identification of crop or soil
variations within individual fields across the whole farm
allowing targeting of crop inspections, early warning of
the location of pest or disease attacks, and comparison
of crop development between fields to assist in the
timing and prioritisation of crop management
operations. Until robust quantitative interpretation
models are developed for optical/radar data, this type of
application identifying relative differences between
cropped areas, but still requiring ground inspections,
may have most potential for commercial development.

The development of non-destructive remote sensing
techniques seems to offer a potentially cost-effective
approach for gathering quantitative information rapidly
over large areas and with good spatial structure.
However, there are different remote sensing
technologies (e.g. radar, reflectance) that may be more
or less applicable to meet certain end-user requirements.
There are different sensing platforms (e.g. satellites,
aircraft, tractors, hand-held) and associated information
delivery systems which will have different advantages
and disadvantages, and there are different competitor
methods to remote sensing that will be considered

before the farmer or his adviser decides what to use or
purchase. Finding the best solution for meeting a
particular requirement will require an integrated
approach taking account of all of these factors, and
probably others as well. It is not within the scope of this
paper to consider the merits of different sensor
technologies.

In order to be practically useful and valued, it is
important that a sensor based information service meets
a range of customer needs. Significant weaknesses in
any one aspect could seriously influence the potential
value of the information.

Information relevance
The information must relate to an end-user requirement
so that it can be used to help a decision process. A
system that can measure something with a high degree
of accuracy, but which has no relevance to a decision­
making process, will be of no practical value. Table l
summarises the range of decisions taken in a typical
winter wheat cropping year, and the soil and crop
growth information needed to take those decisions. In
most cases, decisions also take account of field history,
crop variety, experience and target markets. Most
decisions are taken in the autumn and spring when
crops are young or very rapidly growing. A similar
basis for decision making is used for other arable crops
though the details and timing may be different. For
irrigated crops, irrigation decision-making is an
additional requirement, currently based on calculated
soil moisture deficits and/or fixed point measurements
of this deficit.

Measurement accuracy and spatial resolution
In agricultural systems, perfect accuracy is rarely
achievable. An acceptable degree of accuracy might be
considered as something that equals or improves on a
current standard, or which has a better cost­
effectiveness. Information at an appropriate spatial
resolution is important. Very high resolution is not
likely to be cost-effective or indeed needed as the
farmer will not usually be able to differentially manage
very small crop areas. It is unlikely that farmers will
wish to manage cropped areas smaller than 0.1 ha.

Timeliness
Information must be provided at a calendar time when it
is needed (see Table 1). It must also be provided within
an acceptable time lapse between acquisition and
delivery to the end-user. Information provided after a
decision has been taken will usually be of little use and
will be regarded as a waste of money. In reality,
information delivery within 7 days of acquisition is
needed for most practical purposes.
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Table l: Information requirements for a typical winter wheat farmer

Farm decision Timing Soil or crop growth information Commonly used current methods
needed

Soil cultivations Aug-Oct Soil type and structural condition Manual soil inspection
Seedrate Sept-Oct Soil type, seedbed tilth Manual seedbed inspection
Nitrogen fertiliser use Feb-May Soil nitrogen supply, crop green area Manual crop inspections (canopy

index (GA!) and colour), soil chemical analysis
Weed control Nov-Mar Weed identification and population at Manual inspection
(herbicides) young vegetative stage or when in head
Pest control Pest type and level Manual inspections
(pesticides)
Disease control Apr-June Disease type, disease level, early Manual crop inspections, regional
(fungicides) identification of disease foci diseases forecasts
Lodging control (plant Mar-Apr Shoot population, soil type Manual inspection of crop and soil
growth regulators)

Reliability of information supply
Farmers need to decide on their core information
sources well ahead. For example, many farmers employ
a consultant to walk crops throughout the season and
provide crop management advice. Although remote
sensing may have the potential to replace some current
information sources, farmers must be convinced that
any new method will be useful, cost-effective and
supplied in a reliable way. Otherwise they may be left
with no information on which to base decisions. The
poor reliability of EO-based optical information due to
UK cloud cover and short day-lengths particularly in the
winter/spring months is well known, but is not a
problem suffered by radar/SAR based systems. Sensors
mounted on farm machinery may be an alternative way
of implementing sensor technologies on farms, though
would not achieve the near-instantaneous cover of large
areas that is possible using airborne or space-borne
sensors.

Robust interpretation of information
To be of practical use, a user must be able to interpret
and apply information in a practical way. Currently, in
spite of much research, there are no clearly proven
methods (inversion algorithms) for reliably and robustly
interpreting remotely sensed information into
quantitative crop or soil measurements. Robustness of
interpretation is crucially important and interpretation
must be accurate under a range of environmental and
crop conditions - e.g. the effects of different light levels
(optical); soil conditions, crop surface moisture and
wind, crop row direction, land slope (radar); crop
variety characteristics.

Data handling
Raw data must be processed, interpreted and transmitted
in a practically useable and user-friendly form,
recognising that many farmers and advisers have weak
skills in electronic data management, and limited time
on a day to day basis for handling and making use of
information. The compatibility of data from different
sources is of increasing importance and it is essential
that data is provided in a form that can be integrated
with the electronic data handling systems used on farms.

Cost
The information must be cost-effective. Costs must
include those associated with training and the on-farm
equipment purchases needed for a new approach (e.g.
computers for data handling, precision farming
equipment).

End-user confidence
End-users (i.e. farmers and their advisers) will not adopt
new technologies unless they are confident that the
investment of cost and time is warranted. The
agricultural industry is currently in decline and in the
last few years has become increasingly sceptical of new
'precision farming' technologies where there has been
strong publicity of new approaches to crop management
but often with little convincing hard evidence from
research or demonstration farm activities to show a
good chance of positive cost-benefit. An aggravating
problem is there has been insufficient encouragement
for farmers to use the new technologies and approaches
in a simple way before attempting more sophisticated
and complex uses.
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AGRI-ENVIRONMENT

Rural Policy & Environmental concerns
Rural development measures are experiencing a major
expansion in support, with the UK Government
switching from food production aids to support for the
environment and the broader rural economy (Coates,
1999). The England Rural Development Programme
provides a range of measures to encourage more
environmentally beneficial farming and to facilitate the
movement of farming, forestry and other rural
businesses and communities towards changing markets.
This approach benefits wildlife, the landscape and
historic interest of the countryside, whilst helping
farmers to modernise and restructure the farming
industry. The principal agri-environment (AE) schemes,
run by DEFRA (Department for Environment, Food and
Rural Affairs) are the Countryside Stewardship Scheme
(CSS) and Environmentally Sensitive Areas (ESAs).
These two schemes alone already account for about
20,000 management agreements with farmers and
landowners (JRC, 200 I).

Coupled with this, there is a need to balance profitable
agriculture with the maintenance of water quality within
the standards laid down by national and international
legislation, including the EU Habitats Directive and
Nitrates Directive. The latter in particular has been the

driver for several successful initiatives aimed at
reducing losses from land with the objective of
maintaining concentrations in water bodies below 50
mg/I (e.g. Lord & Archer, 1999). Concerns are now
focusing on the planned implementation of the Water
Framework Directive, which came into force in
December 2000. Environmental concerns include
losses of nitrogen, phosphorus, sediment and pesticides
from fields into water courses. Nitrogen and phosphorus
can contribute to the risk of eutrophication of water
bodies with associated ecological impacts, while erosion
and sediment loss can cause the siltation of river beds,
inhibiting fish spawning.

End-users and their information needs
In contrast to profit-driven crop management
applications, where farmers and their advisers are the
primary end-users of EO information, agri-environment
(AE) applications are typically driven by the needs of
policy makers and their technical advisors at local,
regional, national and international levels (Table 2).

In common with farmers and their advisers, policy
makers and their technical advisors share the need for
EO derived information that is cost-effective compared
with alternative sources, of an appropriate level of
accuracy, supplied in an interpreted form that is relevant
to their needs, can be readily understood and is time.

Table 2. Example end-users of remotely sensed imagery to support the implementation of agri-environment policy

Spatial scale Example end-user(s) Example policy "drivers"
Field or farm Farm managers; local EA* advisers, AE Local Environment Action Plans (LEAP)

scheme Project Officers (DEFRA)
River catchment or aquifer, EA* regions, DEFRA policy makers & Water Framework Directive,
designated area (e.g. ESA) advisors England Rural Development Programme
National DEFRA policy makers & advisors; EA*; Nitrate Vulnerable Zones (NVZ),

NAW**; SEERAD*** Nitrates Directive, Habitats Directive,
England Rural Development Programme

International EU policy makers; Trans-boundary river OSPAR**** reporting
cornrmssions

* Environment Agency
**National Assembly for Wales
*** Scottish Executive Environment and Rural Affairs Department
****Oslo-Paris Convention for the Protection of the Marine Environment of the North East Atlantic

From the technical advisors perspective, remote
sensing techniques have the advantages that the
information derived could be available relatively
quickly, is both spatially and temporally precise and is
potentially available for relatively large areas at an
affordable cost. These factors contrast with alternative
sources of contextual data, such as agricultural census
sources, which are retrospective (often over 2 years
old), often spatially aggregated to parish or parish

group level, and do not provide the same level of
contextual information on the management of
agricultural land, which is of such importance in limiting
the risk of pollution loss from individual fields and in
managing and monitoring agri-environment schemes.

Information gathering by technical advisors is often
associated with specific government-led initiatives such
as ESAs, Nitrate Sensitive Areas (NSAs) or NVZs.



Many of the agri-environment initiatives have a
common requirement for a substantial GIS and image
processing component to develop, implement and
monitor the effects of more environmentally benign
forms of land management. EO data are already being
used at the various defined stages of the AE scheme
chain (Figure 1) and have further potential

-+
Figure I. Stages of the AE chain

Analysis of end-user needs at each stage in the AE
chain is necessary to ensure the development of
relevant applications of EO data. For example, with
compliance monitoring and other regulatory control,
remote sensing may be considered as an alternative to
site control and has been fully recognised as an "on­
the-spot check" in the control of arable aids. A recent
study (JRC, 200 I) identified the following criteria as
important for determining which AE measures might
lend themselves to compliance monitoring using EO
data.
• The measure is widespread and of economic

importance.
• The measure is currently costly to control e.g. by

site visits to measures operating in remote and
inaccessible parts of the country.

• The measure is currently difficult to control
directly by on-the-spot field visits particularly
where management actions associated with the
measure have to be implemented on many farms
over a short period.

• The measure has the potential
controlled by remote sensing.
Remote sensing has the potential
effective way of supporting
traditional checks.

to be a cost­
or targeting

to be fully

•

Applying the end-users criteria above, identified that
EO data from current satellite based sensors, including
IKONOS, SPOT, ERS and Landsat, have a potential
role to play in the compliance monitoring of a range of
field scale management practices (such as the cutting
of hay meadows, heather burning and retention of
winter stubbles) and in identifying the presence of
small scale features of the landscape (such as hedges,
walls, grass margins and beetle banks). The end-user
requirements need to be kept under review by the
research community. The movement restrictions
imposed as a consequence of the current foot and
mouth outbreak in the UK, resulted in the suspension
of site visits for agri-environment management. The
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to provide policy makers with the information they need.
This potential is being encouraged by a number of
research initiatives, such as the new NERC-funded
LOCAR (LOwland CAtchment Research) thematic
programme.

outbreak has heightened awareness of EO data as a
visualisation tool, particularly in the absence of site
visits, allowing simple presence I absence and
measurement tasks to be performed for the management
of agri-environment schemes.

Satellite imagery, including RADAR and optical imagery
is well established as an operational and cost-effective
means of detecting land-use change when monitoring the
environmental impact of ESAs (Slater & Brown, 2000).
However, from the end-users point of view, the
application of remote sensing techniques needs to extend
well beyond the identification of individual land use
types. Research has demonstrated that site-specific
factors of relevance to the agri-environment sector can
be measured using satellite optical and radar data.
Factors such as surface roughness (a function of
cultivation method and timing, soil type and antecedent
rainfall), effective slope length, and fractional ground
cover (limiting the erosive power of incident
precipitation), all affect erosion risk potential, surface
runoff and the associated loss of sediment, phosphorus
and surface-applied slurries from fields to watercourses.
A BNSC LINK-funded consortium involving ADAS,
Reading University and Infoterra (formerly NRSC) has
demonstrated how such remotely sensed information
may be used to constrain uncertainty in model
predictions of nutrient pollution at both field and
catchment scale (Hutchins et al., 2000, Silgram et al.,
200 I). Such applications of remote sensing can
strengthen our understanding of the relationship between
land use management and nutrient loss processes by
identifying areas at high risk of loss both within and
between fields. Methodologies and algorithms for
processing remotely sensed imagery are of particular
relevance to the developing implementation strategy for
the new Water Framework Directive, which adopts the
catchment as a de facto unit for environmental
management.
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Policy makers and agri-environment advisors require
interpreted results from the analysis of remotely sensed
data. They often have neither the time nor photo­
interpretation skills to deal directly with EO data. As
desktop GIS software packages such as ArcYiew
become simpler for non-technical staff to use,
Windows based applications are increasingly being
developed as an effective means of distributing
analysed EO data in the form of maps and reports.
RDS is currently exploring ways of making remotely
sensed data (orthophotography) directly accessible to
agri-environment advisors.
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ABSTRACT

An algorithm, based on an electromagnetic model
and a neural network, aimed at monitoring the mul­
titemporal evolution of wheat fields, is described.
Three different sites are used to validate the model,
provide reference ground data, and test the algo­
rithm.

1. INTRODUCTION

In the last decades, important advances have been
achieved in the agricultural applications of SAR.
Since the 70's, several ground based experiments
proved a significant radar sensitivity to crop pa­
rameters, and results were summarized in impor­
tant books (Ulaby et al., 1986). Further experimen­
tal studies were were carried out by means of air­
borne SAR campaigns. Finally, the launches of ERS,
RADARSAT and JERS made it possible to moni­
tor crop cycles continuously by means of spaceborne
SAR's.

In parallel, crop scattering models are being refined.
Vegetation elements such as leaf, stem and ear have
been represented as discrete elements and their scat­
tering and absorption cross-sections computed by
theories developed for canonical shapes, that is discs
and cylinders. Further developments are in progress,
leading to include multiple scattering, leaf curvature
and coherent interactions.

From the application point of view, the objective
is the solution of the retrieval problem. It means
that the evolution of important vegetation variables

such as Leaf Area Index (LAI, m2 /m2) and Biomass
(kg/ m 2) has to be estimated by means of SAR ac­
quisitions. This problem is considered in the present
paper, with specific reference to wheat fields. Three
main steps may be identified: i) to adopt a conve­
nient radar configuration, ii) to establish a reliable
relationship between the backscatter coefficient rJ0

and the vegetation variables, and iii) to solve the in­
verse problem. As far as the first step is concerned,
several studies indicate that the ERS configuration
(i.e. C band, VV polarization, 23°), in spite of its
limitations, may lead to interesting results for some
crops, such as wheat and rice (Cookmartin et al.,
2000; Le Toan et al., 1997). The second step is still
in progress. Important advances have been achieved,
but some studies indicate that present models are
not yet sufficiently accurate (Cookmartin et al., 2000;
Stiles et al., 2000). Finally, the third problem is very
complex, since rJ0 depends on several soil and vegeta­
tion variables. Therefore, inversion based on a single
radar observation is not feasible. Multiple observa­
tions are needed, and the problem shows difficult as­
pects in any case.

The idea suggested in this work is to use an electro­
magnetic model and a known multitemporal set of
detailed ground data, collected in a reference site, to
generate a multi temporal set of simulated rJ0 's which,
on its turn, is used to train a neural network. Then, a
test site is considered. The network, using as input
a multi temporal set of experimental rJ0 's collected
over the test site, estimates the differences between
the crop cycle of the reference site and the crop cy­
cle of the test site and, hence, the time evolution of
its vegetation variables. Of course, the so obtained
algorithm is based on some approximations, which
will be critically discussed in the paper. However,
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it shows the advantage of fully exploiting the poten­
tial of multitemporal data and training the network
with model outputs which consider the evolution of
all vegetation variables.

Section 2 describes the experimental data, collected
by the ERS-2 SAR over wheat fields of the Driffield
(UK) site and by the RASAM scatterometer over
wheat fields of the Central Plain (CH) site. The
experimental data have been made available in the
framework of an EEC Concerted Action, named
ERA-ORA. Also some information about the refer­
ence site is given. Section 3 describes the electro­
magnetic model used to train the retrieval algorithm.
The latter is described in Section 4. Section 5 shows
and discusses the obtained results. Finally, indica­
tions about further studies, required to improve the
accuracy of the algorithm, are given.

2. THE EXPERIMENTS

Three data sets are considered in this work. ERS-2
signatures collected at the Driffield site in 1997, as
well as detailed ground truth, are used to critically
estimate the accuracy of the electromagnetic model.
RASAM signatures collected at the Central Plain
site in 1988, with some fundamental ground data,
are used to test the retrieval procedure. Finally, in
order to train the neural network, the model is run
using as input a detailed ground data set, collected
at the French Avignon site with a sampling time of
3 days.

2.1. Model validation site (Driffield)

In 1997, several fields were monitored at the Driffield
site by ERS-2 SAR. During the campaign, the impor­
tant soil and vegetation variables were measured. In
particular, multitemporal signatures of 3 wheat fields
(numbered by 2, 3 and 5) are available. Radar data
are accompanied by detailed information about soil
moisture and soil roughness, as well as dimensions
and moisture ofleaf, stem and ear. The experiment is
described and discussed by Cookmartin et al. (2000),
where details are available. Some aspects, which are
important to our objective, are summarized below.

Figure 1 shows the temporal evolution of volumet­
ric Soil Moisture Content (SMC), crop biomass and
backscatter coefficient measured by ERS-2. It is evi­
dent that simultaneous effects of soil drying and crop
growing occur in springtime. Both effects contribute
to lower the backscatter coefficient. Therefore, in­
version of a single parameter by means of empirical
methods is not reliable, but physical models are re­
quired to single out the different effects. For all the
three fields a clear o" minimum is observed at Day of
Year (DoY) ,....,150, followed by a slight a" increase.
The biomass, on its turn, shows the highest values
in a subsequent time interval, i.e. between DoY 150
and DoY 200.
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Figure 1. Temporal evolution of Soil Moisture Con­
tent, biomass, and a" (measured by ERS) in the 3
fields of Driffield site

Figure 2 compares, in the three fields, the trends of
geometrical variables, such as leaf width, stem diam­
eter and ear diameter. Although with some differ­
ences, the time evolutions followsimilar rules among
the three fields. Therefore, developing retrieval al­
gorithms based on a reference field, as it is done in
this paper, appears to be reasonable. Of course, the
accuracy of the algorithm will be improved if the ref­
erence field is taken in the same climatic zone and is
of the same species and variety.

2.2. Test site (Central Plain)

RASAM is a microwave radiometer/ scatterometer
system. It operated over several fields in Switzerland
between 1984and 1991. Signatures were collected at
the frequencies of 2.5, 3.1, 4.6, 7.2, 10.2 and 11.0
GHz, at several angles between 10° and 70°, and
at VV, HH, HV and VH polarizations (Wegmiiller,
1993). Ground data covered some significant pa­
rameters such as soil moisture, soil roughness, crop
height, crop biomass, etc. In this paper, the retrieval
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Figure 2. Temporal evolution of leaf width, stem di­
ameter and ear diameter in the 3 fields of Driffield
site

procedure is tested using multitemporal signatures
collected over a wheat field in 1988 at the Central
Plain site.

Figure 3 shows the time evolution of Soil Moisture
Content, biomass and (}'0• Two frequency bands, i.e
3.1 GHz (S) and 10.2 GHz (X), two polarizations, i.
e. VY and HH, and an angle of 30° are taken. The
SMC remains relatively high (i.e. > 25%) during the
whole cycle, with some limited and rapid variations.
SMC effects on (}'0 are appreciable at S band, HH
polarization, while are not evident at X band and/or
at VY polarization. As far as general (}'0trends are
considered, a minimum similar to the one observed
in Fig. 1 for ERS is noted at S band (particularly
at VY polarization), while at X band the trend is
monotonic decreasing.

100 200
Day of Year
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Figure 3. Temporal evolution of Soil Moisture Con­
tent, biomass, and (}'0 in the field of Central Plain
site

2.3. Reference site (Avignon)

As it will be shown in the next Section, the neural
network has been trained using a multitemporal set
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of simulated signatures with short sampling time. Of
course, the same short sampling time was required
for the ground data used as model inputs. Measure­
ments carried out over a wheat field in 1993 at the
French Avignon site have been used. Data covered
all the important biophysical and geometrical vege­
tation variables, with a sampling time of 3 days. De­
tails about the site and the measurements are given
by Ferrazzoli et al. (2000).

3. THE MODEL

The model assumes the vegetation medium to be a
homogeneous half-space with rough interface, repre­
senting the soil, overlaid by an ensemble of discrete
lossy scatterers, representing the plant constituents.

The electromagnetic properties of the soil are de­
scribed by its bistatic scattering coefficient. The lat­
ter is computed by the Integral Equation method
with an exponential correlation function. The elec­
tromagnetic properties of the scatterers, which rep­
resent the plant constituents, are described by their
bistatic scattering cross sections. Dielectric elements
of simple shape, such as discs and cylinders, are used.
For discs, representing leaves, the Physical Optics
approximation is adopted. Cylinders represent stems
and ears. For these kinds of scatterers computations
are carried out assuming the internal field to be the
same as that of an infinite length cylinder.

Once the bistatic scattering cross sections of the scat­
terers have been computed for a discrete set of inci­
dence and scattering directions, the electromagnetic
behaviour of the ensemble of scatterers is obtained.
To this end, the matrix doubling algorithm is used,
under the assumption of azimuthal symmetry. The
same algorithm is used to combine the vegetation
layer scattering contribution with that due to the
soil. The backscatter coefficient of the whole medium
is finally computed.

Details about the rriodel are given in Bracaglia et al.
(1995). In order to simulate the particular geometry
of a wheat crop, we consider a lower layer filled with
thin vertical cylinders, representing stems, and an
upper layer filled with vertical cylinders, represent­
ing ears, respectively (Ferrazzoli et al., 2000). Discs,
representing leaves, are distributed along the verti­
cal direction. A uniform lower half-space with rough
interface represents the soil.

The model is tested against Driffield data, since
ground truth in this site are sufficiently detailed to
be used as inputs. Figure 4 shows the results for the
three wheat fields. A general agreement is observed
during the growing phase, up to ,....,DoY 150. Both
the model and the experimental data show a decreas­
ing o" trend, which is due to both the soil drying
and the vegetation attenuation increase. After this
decreasing period, both simulated and experimental
data sets show a minimum, followed by a slight in­
crease in the late part of the cycle. A disagreement
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Figure 4. Comparison between experimental (ERS)
and simulated a" 's in the 3 fields of Driffield site

is observed in the location of the minimum. In the
experimental data, it occurs at ,....,DoY 150, i.e in the
early earing, while in the simulations is located in the
mature phase. Apparently, the model overestimates
ear attenuation. This problem, which has been ob­
served in other works and leads to an inaccuracy in
the retrieval, needs further investigations.

4. THE RETRIEVAL ALGORITHM

A retrieval algorithm has been developed and tested
over the Central Plain site. Neural simulations are
based on the Stuttgart University neural network
simulator (SNNS). The topology is formed by a
multi-layer perceptron with two hidden layers, while
a sigmoid function is applied as activation function
of the network units. The retrieval process is subdi­
vided into two phases: training and test.

4.1. Training

A reference site, for which a multitemporal set of
detailed ground truth is available, is selected. For



each Day of Year of the reference site [DoY]REF the
model is run to simulate o" 's at the required fre­
quencies, polarization and angles. Vegetation inputs
are given by the ground data measured at the refer­
ence site. As far as soil variables arc concerned (i.e.
soil moisture, height std. and correlation length), a
parametric approach is adopted: computations are
carried out for several values of soil variables. It is
also introduced a "density factor" Fd in the compu­
tations. This means that a0's are simulated for a
field with a number of plants per m2 (N) which may
be different from the value measured at the reference
site (NREF). The Fd = N/NREF ratio is varied up
to a maximum value of 2. In this way a set of simu­
lated o" 'sis generated, covering several [DoY]HEF 's,
several situations of soil variables and Fd's, and the
selected frequencies, polarizations and angles. Model
outputs are used to train the neural network. As a
result of the training phase, multitemporal sets of
backscatter coefficients are associated to crop cycles
which may differ from the reference cycle in crop
density, and also in temporal location and tempo­
ral duration, as it will be better clarified in the next
Section.

4.2. Test

A test site is considered. A multitcmporal set of
a" 's measured at the same frequencies, polarizations
and angles as those of the training phase, is taken.
Soil parameters are assumed to be known, and taken
from ground data of the test site. As far as vege­
tation parameters are considered the network, using
experimental a0's as input, estimates the differences
between the multitemporal ground data of test field
and the ones of reference field. These differences may
concern the density factor, the temporal location and
the temporal duration. The outputs provided by the
network are the Fd factor and a couple of parame­
ters, named a and b, containing information about
the temporal evolution of the cycle, as indicated be­
low.

Let YR be the retrieved value of a vegetation variable
for a given Day of Year in the test site, [DoY]TEST,
and YM be the measured value of the same vari­
able for a given Day of Year in the reference site
[DoY]RFF· Some variables, such as biomass and
LAI, are dependent on density. In this case we haw:

Yn([Do1lrn.5T) = Fd · YM ([DoY]nEF) (1)

with:

[DoY]nEF = [DoY]IUoFO +
a· ([DoYhEsT - [DoY]mm1 + b) (2)

where [DoY]nEFo is the starting day of the reference
cycle.
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Other variables, such as dimensions and moistures of
leaf, stem and ear arc not dependent on the density.
For these variables, formula (1) is modified into:

Yn([DoY]TEsT) = YM([DoY]REF) (3)
while formula (2) is unmodified. In this way all vege­
tation variables may be estimated for the whole test
cycle.

The proposed method adopts some simplifying as­
sumptions which could be restrictive. In the reality,
the test field may differ from the reference field in
other properties besides density, temporal location
and temporal duration. However, this restriction
could be overcome in the future by some refinements
such as: i) introduction of other parameters, besides
a, b and Fd, ensuring a higher degree of flexibility
to the algorithm; ii) availability of reference ground
data taken in the same environment as that of the
test field.

In spite of its limits, the proposed algorithm may be
a step towards the solution of the retrieval problem.
It must be considered that, in the model adopted
by us, the backscatter coefficient is influenced by:
soil moisture, surface height std. and correlation
length, number of plants per m2, dimensions and
moistures of leaf, stern and ear, leaf orientation dis­
tribution, for a total of 14 variables. The number is
even higher in models adopting multi-scale surface
representations and/or coherent approaches. There­
fore, a direct mathematical inversion of such a large
system of relationships is extremely difficult. On the
other hand, methods based on simple relationships
between o" and a single variable are much less gen­
eral, in that are heavily influenced by the specific
properties of the adopted data sets.

5. RESULTS

The procedure described in Section 4 has been ap­
plied using a wheat field of Avignon site as refer­
euce and another wheat field of Central Plain site
as test. Among the several frequencies, polarizations
and angles of RASA.:Vl,the following ones have been
selected: 3.1 GHz, 4.6 GHz, 10.2 GHz frequencies;
HH and VV polarizations, 30° angle.

This selection ensures the use of diversified informa­
tion sources, but it avoids to introduce too many
nodes in the network. On the basis of available
ground data of Avignon site, [DoY]nEFo has been
set equal to l l O.

The procedure leads to the following results:
a= 0.71, b = 26, Fr1 = 2
By using formulas (1) and (3), respectively, the mul­
titcrnporal trends of crop biomass and crop height
may be retrieved. Figure 5 compares the retrieved
data sets with the directly measured ones. As far
as biomass is concerned, the algorithm correctly pre­
dicts the Central Plain field to be denser than the
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Figure 5. Comparison between experimental and re­
trieved vegetation parameters at Central Plain site

Avignon field, with Fd = 2. On the contrary, there
is an evident error in the time evolution, since the
cycle predicted by the algorithm is earlier than the
measured one. This inaccuracy, which is less evident
in crop height trends, is related to the modeling prob­
lems already identified in Figure 4 for the Driffield
site. The algorithm tends to predict an earlier cycle
to compensate for the delay in CJ0 introduced by the
model. The latter, on its turn, is due to an overes­
timation of ear attenuation in the late part of the
cycle. Therefore, refinements in the electromagnetic
model are required. In particular, geometric and di­
electric properties of stem and ear need to be better
represented.

A good fitting of biomass trend at test site would
have been obtained with:
a = 0.6, b = 10, Fd = 2

The height trend is better reproduced than the
biomass trend. This result could be due to some
agronomic differences between the Avignon field and
the Central plain field, not sufficiently considered by
three simple parameters such as a, b and Fd. Algo­
rithms with a higher degree of flexibility could lead
to better results, in the future.

6. CONCLUSIONS

An algorithm has been proposed to retrieve the mul­
titemporal evolution of wheat fields using a reference

site, a model and a neural network. The accuracy
of the results needs to be improved. Further stud­
ies, aimed at refining the electromagnetic model and
introducing a higher degree of flexibility in the algo­
rithm, are required.
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ABSTRACT

In this study the potential of ERS-1/2 Tandem INSAR
data in land-cover classification was investigated at a
2500km2 study area around the Helsinki metropolitan
area in southern Finland. A time-series of 14 ERS-1/2
Tandem image pairs was processed into 28 5-look
intensity images, 14 Tandem coherence images and two
coherence images with a longer temporal baseline (35
and 245 days). All image data was co-registered and
orthorectified into map coordinates using an INSAR
DEM. The dimension of the input dataset was reduced
with Principal Components Transformation (PCT) prior
to classification with an unsupervised ISODAT A
classifier. Classification accuracy was assessed with
aerial orthophotos, digital base maps and the Finnish
National Forest Inventory (NFI). The overall producer's
accuracy for six classes (agricultural fields, dense forest,
sparse forest, mixed urban, dense urban, water) was
found to be 88%.

1.INTRODUCTION

Land-cover classification is one of the most important
applications of remote sensing. The usability of optical
satellite data in land-cover classification is severely
limited by cloud cover in many parts of the world.
Synthetic Aperture Radar (SAR) can penetrate cloud
cover, but the potential of C-band single polarization
intensity images in land-cover classification is limited.
Interferometric SAR (INSAR) can provide
complementary information to the backscatterd intensity
in the form of interferometric coherence. The use of
multitemporal INSAR datasets can increase the number
of reliably distinguishable land-cover classes. In this
study the potential of multitemporal C-band INSAR in
land-cover classification was investigated.

2. SAR INTERFEROMETRY

Synthetic Aperture Radar (SAR) has inherent
advantages over optical sensors due to its ability to
penetrate cloud cover and image the ground in all
weather and lighting conditions. SAR interferometry,
which is based on coherent combination of two or more
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SAR images, can be used to retrieve information of the
target area that is complementary to the information
contained in individual SAR intensity images. SAR
interferometry was first introduced by Graham,
originally for topographic mapping [ l ]. A SAR
interferometer is formed by relating the signals from
two spatially separated radar antennas. In repeat-pass
satellite interferometry the SAR interferometer is
formed by relating two complex SAR images of the
target area acquired at separate times from a nearly
exactly repeating orbit. The physical separation of the
antennas at the times of the image acquisitions is called
the interferometric baseline and the temporal separation
of the two acquisitions is called the temporal baseline.

2.1 INTERFEROMETRIC COHERENCE

Interferometric coherence, or the complex correlation
between the images in an interferometric pair carries
information that is complementary to the information in
SAR intensity images. The coherence is a quantitative
measure that is directly related to the amount of phase
noise present in the SAR interfcrogram. The value of
coherence varies between 0 (incoherence) and l (perfect
coherence), and it is reduced by volume scattering
effects and random dislocations of the scatterers. Since
volume scattering effects and scatterer movement
generally happen in vegetation canopies, they can be
distinguished from bare surfaces by their low coherence.
The additional information contained in the
interferometric coherence significantly improves the
potential of SAR data for land-cover classification and
the retrieval of geo- and biophysical parameters [2].

3. STUDY AREA

The Helsinki metropolitan area in southern Finland
(near 60°N, 25°E) was chosen as the test area for the
land-cover classification study. About a million people
live inside the 2500km2 study area, which has diverse
land-cover from lakes and boreal forests in the Nuuksio
National park to dense urban settlement in the Helsinki
city center. The study area is predominantly quite flat,
with some gentle hills.
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4.DATA

4.1 SAR DATA

The SAR data used in the study consists of 14 ERS-112
Tandem image pairs (28 images total) acquired with the
C-band SARs on-board the European Space Agency's
(ESA) ERS-1 and ERS-2 satellites. The imagery was
acquired during the ERS-1/2 Tandem mission in 1995-
1996, when the satellites were flown in the same orbital
plane so that ERS-2 imaged the same area on the ground
24 hours after ERS-1. Due to the relatively short
temporal baseline of 24 hours and the short
interferometric baselines, the data collected during the
Tandem mission is useful in studies of natural targets,
which decorrelate quite rapidly in C-band. The data
span a whole year from the summer of 1995 to the
summer of 1996.

4.2 REFERENCE DATA

Aerial orthophotos and oblique aerial images of the
town of Vantaa (238km2) in 1 meter resolution were
used for gathering reference points for the agricultural
and urban classes. Reference points for the two forest
classes were gathered from the operationally National
Forest Inventory (NFI) [3]. National base maps were
used in addition to the aerial images in gathering
reference point for the water- and dense urban - classes.
The reference classes are:

1. Water Bodies
2. Agricultural fields
3. Dense forest (stem volume> 100m3/ha)
4. Sparse forest (stem volume 50-100m3/ha)
5. Low residential area (single- and double family

housing)
6. High residential area (residential flats, 3-7

stories high)
7. Industrial buildings (halls and warehouses)
8. Dense urban (city center, multistory buildings,

5-8 stories high)

At least 100 reference points were gathered for each
reference class.

5. DATA PROCESSING

5.1 INTERFEROMETRIC PROCESSING

SAR data were interferometrically processed and
geocoded using a commercial software package by
Gamma Remote Sensing Research and Consulting AG
[4]. In order to reduce the demands on disk space and
processing power the lOOxlOOkm full ERS SAR-scenes
were cut to 50x50km size for interferometric
processing. Common band filtering (also called
spectral-shift filtering) was applied before interferogram

generation in order to minimize the effects of the
baseline geometry on coherence estimation [5]. At this
stage multi-looking (5 azimuth looks) was performed in
order to improve on the estimates of the interferometric
phase and coherence. After multi-looking the pixel size
of the image data is approximately 20 metres in both
azimuth and slant range at the ERS nominal look angle
of 23°. The resulting 5-look interferograms were
flattened using high-quality orbit information
distributed by the DLR. The interferometric coherence
was estimated with a square 5x5 pixel window using
Gaussian weighing of the samples. In addition to the
Tandem coherence images with a temporal baseline of
24 hours, two coherence images with longer temporal
baselines were computed (35 and 245 days). These
longtime coherence images are used to detect man-made
features with high backscatter, which can remain
interferometrically stable for years [6]. Also, 5-look
intensity images were generated and radiometrically
calibrated for range spreading loss, antenna gain,
normalized reference area and the calibration constant
[7].

5.2 GEOCODING

The Tandem data used in this study was acquired from
two separate satellite tracks. In order to create a unified
dataset all image data had to be orthorectified into map
coordinates. This was accomplished by creating a
simulated SAR image from an INSAR DEM, using the
simulated SAR image for co-registration of the two
image sets and orthorectifying the co-registered set with
the INSAR DEM. Judging visually, the image data from
different tracks coincide perfectly, which implies that
sub-pixel accuracy was achieved.

5.3 TEMPORAL FILTERING

Reliable estimates of the backscattered intensity cr0 from
a distributed target require that the estimated number of
looks (ENL) is sufficiently large. Spatial filtering, for
example speckle filtering, is usually used to increase the
ENL, which causes loss of spatial resolution. In
properly co-registered multitemporal datasets it is
possible to employ temporal filtering, which in principle
increases radiometric resolution without degrading
spatial resolution. The theory of temporal filtering is
discussed in [8], here we use a simple temporal filter,
which is described in [9]. The simplified filter is defined
as:

Jk(x,y) = (Ik)I l;(x,y)
N i=I (!;)

(1)

Where (x,y) are the spatial coordinates in an image, J is
the set of temporally filtered images, I the set of
unfiltered images and <I> is a spatial estimate for I.
Since a spatial estimate for I is needed in equation ( 1),



some loss of spatial resolution is unavoidable. We
temporally filtered both our 28 intensity images, and our
14 Tandem coherence images.

Judging visually, the temporally filtered images display
markedly diminished speckle with little or no reduction
in spatial resolution. In fact, narrow linear structures are
more clearly visible in the filtered images, than in the
unfiltered ones.

7. PRINCIPAL COMPONENTS
TRANSFORMATION

Due to the large number of SAR intensity and
coherence images, it was necessary to reduce the
dimensions of the image datasets prior to classification.
Principal Components Transformation (PCT) transforms
a set of correlated images into a new set of uncorrelated
images. It transforms the input dataset along orthogonal
axes, whose directions are defined by the variability in
the input dataset. The first Principal Component (PC) is
along the axis of maximum variance in the input dataset,
the second PC is along the axis of maximum variation
orthogonal to the first PC, and so forth.

7.1 SUBTRACTING THE TEMPORAL AVERAGE

Since the direction of the first PC affects the directions
of all the other PCs due to the orthogonality constraint,
the data mean ought to be subtracted from the input data
before applying the PCT. If the subtraction is not done,
the first PC will point towards the data mean and the
PCT cannot work optimally. The so-called temporal
average images were subtracted from the Tandem
coherence and Tandem mean image datasets before
applying PCT. Temporal averaging refers to the simple
procedure of computing the average of the co-registered
time-series of images. It produces images that have high
resolution and low noise [10, 11,12], which are therefore
well suited for visual inspection or simple initial
classification. Figures 1 and 2 demonstrate the effect of
temporal averaging of SAR Tandem coherence images.

Figure I: A single ERS-112 Tandem coherence image
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Figure 2: A temporal average of 14 coherence images

7.2 WATER-MASKING

If water-areas are included in the intensity and
coherence datasets, the first PC will highlight the water­
bodies. This happens on intensity image time-series
because differing wind conditions make large
differences in backscatter from water, and on coherence
image time-series because free water has extremely low
coherence during summer and ice has often quite a high
coherence. Since we were not interested in water, but
land-cover, the water-areas were excluded by using a
water-mask that was created by thresholding backscatter
intensity ratio images.

9. ISODATA CLASSIFICATION

The images chosen as input images for the classifier
were:

1. Temporal average of the backscattered
intensity images

2. Temporal average of the Tandem coherence
images

3. Average of the two coherence images with
long temporal baselines (35 and 245 days)

4. I st principal component of Tandem coherence
5. 2"dprincipal component of Tandem coherence
6. l" principal component of backscattered

intensity

The 2"d principal component of the intensity time-series
was omitted because it appeared to contain mostly
noise. The input images were stretched to span values 0-
255 and converted into Sbit format.

The ISODATA (also called c-means) algorithm is an
unsupervised technique that looks for 'natural' clusters
in the data. It requires the number of clusters as an
input, which is somewhat problematic since ~he optimal
number of clusters is not known. Therefore, we varied
the number of clusters systematically, and choose the
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number that produced the best differentiation between
the reference classes. 14 classes were found to be a
good number of clusters for our dataset. The output of
the ISO DAT A classifier was filtered with a 3x3 pixel
majority filter.

9. RESULTS AND DISCUSSION

The result of the unsupervised classification was
compared with the known land cover types (ground
truth) at the reference points. As expected, INSAR
classification could not properly differentiate between
the high residential, low residential and industrial
building classes as defined in the reference data. These
classes were combined to a 'mixed urban' class, which
covers both residential and industrial areas. When
similar classifier output classes were combined, the
number of classes in the classified image reduced from
14+ I (!SODA TA classes + water class from water
mask) to 5+ 1. These classes were: Agricultural Fields,
Forest, Vegetation, Mixed Urban, Dense Urban and
Water.

Table 1 shows how the reference points were distributed
in the classified image. The values are in percentage
points, the sum of each column is 100, and producer's
accuracies are displayed in bold. The overall producer's
accuracy is 88%.

Figure 3 illustrates the distribution of pixel values in the
combined classes. Field-class has a higher average
Tandem coherence that the forest-classes, as expected.
It is a combined class from two classes found by
ISODAT A, which shows in the large standard deviation
in the intensity PC!. These two kinds of fields exhibit
different behavior over the time-series, probably due to
differing farming practices, but our ground truth data do
not allow us to tell what the difference between these
field types is.

Dense forest - class has lower coherence than the sparse
forest - class, which is to be expected. They also differ
in the coherence PC! and PC2 due to their different
behavior over the time-series.

Urban classes are problematic in SAR-based
classification. The visibility of man-made structures in
SAR intensity images depends on their orientation with
respect to the satellite line-of-sight. Urban classes are
characterized by high backscatter from man-made
targets but due to the orientation problem even large
structures may stay undetected. This problem could be
mitigated by viewing the urban area from different
angles, i.e. using images from both ascending and
descending orbits. Dense urban - class has high level of
backscatter due to reflections from man.made structures,
and it also stays coherent for long periods of time, as
shown by the longtime coherence. The mixed urban -
class is a combination of 9 ISODATA classes, which
shows in the quite large standard deviation in the pixel
values. It is also a diverse class in the ground, since it
encompasses industrial warehouses, multistory
residential buildings and low-density residential areas,
with trees and small parks. In the mixed urban class
both backscattered intensity and longtime coherence are
also in average higher than for the non-urban classes,
but the standard deviation is large.

Due to the interferometric processing and geocoding
process some parts of the classified image have no data
- practically all of these areas were on water where
movement of the sea-ice had caused steep hills to
appear in the DEM.

The classification accuracy in this study was found to be
significantly better than in the previous studies [12, 13].
This is probably due to the use of high quality reference
data and a large number of Tandem pairs.

ACKNOWLEDGEMENTS

The authors wish to thank the European Space Agency
for the SAR data and the town of Vantaa for the aerial
orthophotos.

Reference Class
Agricultural Dense Sparse Mixed Dense Water

Fields Forest Forest Urban Urban
Agricultural fields (25%) 97 2 8 I 0 0

VJ

Dense Forest (21%) 0 88 1 4 0 0VJro
0 Sparse Forest (18%) I 11 86 4 0 0
-0

Mixed Urban (20%) 2 0 5 80 9 0().)
c:
Oil Dense Urban (I%) 0 0 0 12 91 0·;;;
VJ Water (14%) 0 0 0 0 0 90<C

No Data 0 0 0 0 0 IO

Table I. Distributions of the reference points in the classified image. Producer's
Accuracies displayed in bold. The overall producer's accuracy is 88%.
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Figure 3: Pixel values of the classes in the classified dataset. ±1 standard deviation indicated with an error bar.
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ABSTRACT
For assessing a regional water balance in boreal
landscapes the extend to which evapo-transpiration is
subject to spatial variations needs to be known. Water
cycle parameters such as transpiration rates of
vegetation are depending on both the vegetation type
and hydro-pedologic stand conditions since poor soil
drainage respective seasonal soil drought affect water
consumption by vegetation.
The spatial distribution of the pristine boreal vegetation
types can be obtained by SAR or optical remote sensing
sensors on a regional scale. Many works have been
dealing with this subject in the past and it is widely
known how remote sensing can contribute to vegetation
mapping.
To assess hydro-pedologic stand conditions on a
regional scale an alternative method is required. Our
approach to resolve this problem is based on the fact
that soil water status is essentially a function of
topographic properties. For that reason morphometric
terrain parameters derived from a Digital Elevation
Model (DEM) has been used to indicate regions with
homogeneous hydro-pedologic stand conditions, so
called 'hydropedotopes'.
To delineate the required hydropedotopes two indicators
pertaining to soilwater status and pedo-hydrology were
derived from InSAR DEM: (1) The wetness-index and
(2) the vertical distance to streams and bottom lines.
In a further step the resulting map of hydropedotopes is
intersected with a remote sensing derived map of the
actual spatial distribution of the boreal vegetation types.
This step results in a map which marks out landscape
units of homogeneous properties in terms of vegetation
type and hydro-pedologic conditions which is the basis
for upscaling canopy transpiration measurements.

From our approach which uses in addition to
conventional remote sensing data the results of an
automated digital terrain analysis we expect a
substantially enhanced knowledge of the spatial
variability of water flux rates conditional on canopy
transpiration. Fig. 1 illustrates the process of our
approach at a glance.

INTRODUCTION
Classification and mapping of general vegetation cover
types is a common application of coherence and
backscatter images derived from SAR Interferometry
(InSAR). However, the specific advantages and
possibilities of InSAR derived Digital Elevation Models
(lnSAR DEM) for an advanced landscape analysis and a
mapping of functional site quality properties are yet
widely unexplored. One aspect of our work is to close
this gap by utilization the spatial relationship between
variability of hydro-pedologic vegetation habitat
conditions and terrain properties.
In case of the remote and inaccessible ecosystems of the
Siberian boreal zone the high spatial resolution
capability and large coverage of InSAR DEM is studied
by a quantitative analysis of geomorphometric terrain
properties. This approach of terrain analysis shows its
potential to determine the spatial extent of edaphic­
hydrologic properties such as poor soil drainage,
seasonal soil drought, water availability to plants and
proximity to groundwater. The need to assess such
edaphic-hydrologic habitat conditions arises since most
boreal forests regenerate after fire which results in a
mosaic of successional stages overlaying varying
edaphic preconditions.
In view of the fact that functional site quality properties
in terms of hydro-pedologic vegetation habitat
conditions can be assessed by InSAR DEM analysis the
estimation of regional water balances in boreal
landscapes can be further refined and improved.

Proc. 3"1 International Symposium, 'Retrieval ofBio- and Geophysical Parametersfrom S!IR Dutajor Land Applications '. Sheffield. UK,
//-14 September 2001 (ESA SP-.f.75. January 2002)
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THE CENTRAL SIBERIAN STUDY AREA

The area around the Russian settlement of Zotino (60°
50' N and 89° 40' E), located at the west bank of the
Yenissey river was selected for analysis. The Yenissey
river separates in a fairly abrupt transition the western
Siberian lowlands with pleistocene sand deposits and
moderate topography from the central Siberian
mountains with dissected peneplains of mesozoic
sediment rock. West of the Yenissey a mosaic of peat
bogs, dense riparian forests on mesotrophic fluvial
plains and sandy hills with poor podzols and Scots Pine
(Pinus sylvestris) forests of varying density prevail. East
of the Yenissey mesotrophic podzolised brown soils
carry dense and productive mixed coniferous forests
which interchange with fire induced successional stages
of deciduous stands.

DEM QUALITY ASSESSMENT AND
PREPROCESSING .

For the central Siberian test site an interferometrically
derived DEM is available. The InSAR DEM was
acquired in October 1997 during an ERS-1/ERS-2
tandem acquisition phase. Interferometric processing
was performed by DFD-DLR (Oberpfaffenhofen,
Germany).
Previous to the actual digital terrain analysis a quality
check of the InSAR-DEM was performed. By a visual
evaluation it could be identified that the terrain height
values are overlaid by a random noise in the height­
dimension of few meters. To smooth the InSAR DEM
surface a mean filter algorithm was applied.
In the range of the floodplain of Yenissey river a
number of pixels show an unreasonable height value.
Presumably for these pixels interferometric height
measuring was not possible due to low coherence as a
result of flooded land surface. Consequently it was
supposed that the affected pixels are situated in the
same terrain height as the Yenissey river. As an
adjustment the height value of the river was assigned to
the affected pixels.
After the aforementioned improvements the quality of
the resulting DEM has turned out fairly satisfactory and
subsequently a quantitative accuracy assessment was
performed by the aid of another digital elevation model
derived from a topographic map which was considered
as the most reliable reference elevation data source. As
the most relevant result of the accuracy assessment it
can be stated that the divergence between InSAR DEM
and topographic map are dependent on the actual terrain
elevation which is leading to substantial inaccuracies
within the hilly terrain eastward of Yenissey river.
Regions which show unacceptable inaccuracies as large
self contained valleys without any outward flowpath
have been masked out before further processing of the
InSAR DEM.
For all that the InSAR DEM being considered still
contains artefacts as so called pits (or sinks) and

artificial planes. The occurrence of pits and artificial
planes is not specific to interferometric DEM. They
occur within virtually every digital elevation model,
regardless of their origin and they are negligible for
most applications of a DEM but not for a hydrologic
terrain analysis.
Pits are defined as closed depressions without any
flowpaths directing outward. The horizontal extent of
pits is mostly in the dimension of a few pixels and the
vertical extent rarely exceeds a fraction of a meter.
Artificial planes are clusters of pixels with identical
elevation values which are mostly generated due to
truncation of decimal places. In terms of a hydrology­
orientated analysis these artefacts cause difficulties on
operation of automated algorithms. Thus the position of
pits and artificial planes have been located within the
InSAR DEM and the artefacts were removed. By the
application of a proper algorithm pits were filled up
until a flowpath finds a way out of the sink. Likewise
artificial planes were removed by an iterative averaging
of the borders of the artificial planes.
The preprocessing of the InSAR DEM results in a
digital elevation model which is 'completely drained'.
This means that each pixel of the DEM has at least one
direct neighbour with lower altitude where the drainage
flowpath is directed to. In later steps the preprocessed
DEM is taken as a firm basis for a hydrology-orientated
digital terrain analysis.

wetness
index

spatlalintersection
of hydro-pedotopes and

vegetation habitats

map of vegetation types
with assigned hydro­
edoloaic.conditions

upscaling of canopy
transpiration to a
regional scale

Fig. 1: The approach of upscaling water cycle properties on the
basis of conventional remote sensing data as well as hydro­

pedologic information derived from InSAR DEM.



DIGIT AL TERRAIN ANALYSIS
BASED ON INSAR DEM

Objective of the InSAR DEM-Analysis is to delineate
hydropedotopes which are defined as zones with
homogeneous soil water status and hydro-pedologic
conditions. For that reason two indicators pertaining soil
hydrology were derived from InSAR DEM: (1) The
wetness-index and (2) the vertical distance to streams
and bottomlines.
The wetness-index TC/of each pixel is calculated from
the local catchment area a and the local slope angle fJ
after equation (1):

a
TCl=ln-{J

tan
(1)

In this context the local catchment area is defined as the
area of all pixels contributing their runoff to the pixel in
question. The calculation of the local catchment area is
based on the perception of multiple flow. Compared to
the steepest descent model the first mentioned presumes
for each pixel more than one runoff flow direction
whilst the steepest descent model only takes one runoff
flow direction per pixel into account.
The equation (1) points up that the wetness-index
indicates areas of convergent respective divergent
runoff. This means that a large wetness-index specifies
regions of poor soil drainage and high water availability
whereas regions of low TCI are susceptible to
temporary soil drought.
Fig. 2 proves the correlation between wetness-index and
soil-moisture content by means of a set empirical
observed soil-moisture data. The data have been
measured under different geologic and land-use
conditions. In case of the homogeneous geologic
situation within the west Siberian part of the testsite
even a better correlation can be expected.
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Fig. 2: The scatterplot of soilmoisture (40-60 cm depth) vs.
wetness-index shows the significance of TCI as an indicator for
soilmoisture content in consideration of numerous land-use types

and geologic conditions.
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As mentioned before the vertical distance to streams and
bottomlines is used as an additional estimate to indicate
hydro-pedologic habitat conditions. This method is
based on the fact that in case of the west Siberian
vegetation pattern which subsists on pleistocene sandy
sediments a rather good correlation between soil water
status and the distance to groundwater table can be
expected. The groundwater table again can be
approximated on a regional scale by an imaginary
surface which is interpolated from the altitude of
existent watercourses and bottom lines. Occasionally
this surface is called 'potential groundwater table'.
Hence the term 'distance to potential groundwater table'
is used synonymous for the vertical distance to streams
and bottom lines.
Before calculation of the distance to potential
groundwater table the channel network has to be
defined. For our purposes a rather detailed network was
needed which marks out both large rivers and small
streams which can not be detected by remote sensing
only. For that reason the channel network has been
derived directly from the InSAR DEM by utilisation of
values of the local catchment area. Each pixel with a
local catchment area of at least 35· 106 m2 was
considered as an element of the channel network.
Based on the DEM derived channel network and the
InSAR DEM itself the vertical distance to channel
network was calculated by an enhanced algorithm,
developed at the Institute for Geography in Gottingen
(Germany). The resulting product gives a picture of the
vertical distance to potential groundwater table as an
spatially continuous attribute of the central Siberian
landscape without any atypical interruptions.
Subsequent to the digital terrain analysis the two
outcoming products have been classified into discrete
categories of landscape units which form the desired
hydropedotopes characterized by their homogeneous
hydro-pedologic properties.
The whole procedure of digital terrain analysis was
performed with the aid of the software 'DiGeM'.
DiGeM is a windows-based tool for digital terrain
analysis compnsmg all worksteps from DEM­
preprocessing up to dynamic runoff simulations. This
software was developed at the Institute for Geography
in Gottingen (Germany) and is at present still subject to
further upgradings.
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APPLICATION OF INSAR DEM-DERIVED
PRODUCTS FOR UPSCALING
WATER CYCLE PARAMETERS

It is known that the spatial variation of canopy water
loss is determined by stand density, species composition
and accordingly sapwood area. We hypothesize, that in
the variegated landscapes of western and central Siberia
spatial variations of water cycle parameters such as
transpiration rates are additionally determined by hydro­
pedologic stand conditions. In consequence significant
errors may introduced in the upscaling process of
canopy transpiration rates if variances of the soilwater
status are ignored and simply a remote sensing derived
vegetation map is used for an estimation of quantitative
water cycle characteristics on a large scale. Starting
from this assumption we are going to do a scaling up of
in situ tree transpiration measurements from small scale
single plots to a regional scale by using two sources of
spatial information: (1) distribution of vegetation types
derived from remote sensing and (2) knowledge of soil
water status, signified by the above mentioned map of
hydropedotopes deduced from InSARDEM.
An in situ assessment of tree transpiration rates have
been carried out at individual trees of major central
Siberian species as Pinus sylvestris, Betula sp., Pinus
sibirica, Abies sibirica, Picea obovata, Populus tremula
and Sorbus sp. Sap flux density in the hydroactive
xylem was derived from continuous measurements of
heat dissipation after GRANIER. The temperature
differences between the stem tissue and the heated
probe were monitored every 30 s and a 10 minute mean
value was stored on a data-logger for each sensor.
Whole tree transpiration was calculated form sap flux
density and the cross section area of hydroactive tree
xylem where the thickness of hydroactive xylem was
determined on tree discs and drilling cores.
As a first step of the upscaling process five forest types
have been specified. The forest types have been defined
by their separability by means of a remote sensing data
classification. In order to extrapolate the stand sap flux
density [gwa1er·s·1-ha' forest-area]from individually measured
sap fluxes [gwater·s"1·m"2sapwood-area]groundtruth data of the
hydroactive xylem cross section area of each species
and each forest type have been used. As a result a
specific stand sap flux density value is available for
each of the forest types in question.

By combination of stand sap flux density values of each
forest type with the remote sensing derived information
concerning their spatial distribution a preliminary
assessment of an area wide estimation of canopy
transpiration rates will be obtained. At this point no
InSAR DEM derived information concerning soil water
status have been taken into account.
To compensate this deficiency in future steps the
information of hydropedotopes will be implemented
into the upscaling process of xylem flux values. On the
evidence of their hydro-pedological landscape
characteristics to each hydropedotope attributes
concerning their evapo-transpiration rate will be
assigned. As a last step of the upscaling procedure a
spatial intersection of this information with the
preliminary estimation of canopy transpiration rates is
proposed. From this workstep we expect an
substantially refined assessment of canopy transpiration
rates on a regional scale.
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Abstract - The objective of this paper is twofold:
methodological and operational. From a methodological
viewpoint, it aims at exploring various approaches to
merge the information provided by different type of
sensors in unsupervised change-detection problems.
From an operational perspective, this work aims at
providing an insight into the complementary capabilities
of optical and SAR images to identify land-cover
transitions within the context of desertification
monitoring. The experimental analysis was carried out
by using Landsat-5 TM and SAR images acquired at
different dates in a wetland area of Tuscany, Italy,
affected by desertification processes. Experiments
demonstrate the effectiveness of merging both types of
data and confirm remote sensing as a powerful
technology to monitor desertification processes in a
regular basis.

I. INTRODUCTION
In the last years, some international treaties of primary
importance, such as the Kyoto protocol, the UN
Convention to Combat Desertification (UNCCD), and
the Ramsar Convention on Wetlands, have been signed
as a result of the growing concern of the international
community about the dramatic environmental problems
that affect our planet. Monitoring land degradation,
preventing drought, and avoiding wetland destruction,
are some of the key program actions planned in the
context of these fundamental treaties. To accomplish
such challenging objectives, as stated in the Kyoto
protocol, "... promote the maintenance and the
development of systematic observation systems... " [1] is
a mandatory issue. However, some methodological and
practical limitations exist that render the development of
operational systematic observation systems a complex
and still unresolved problem. EO technology may play a
key role in overcoming such drawbacks, and the present
paper aims at providing a small contribution to
demonstrate it.
Among the most interesting methodologies to monitor
the land surface at its variations from space is worth
mentioning the change-detection techniques [2]-[4]. The
increasing number of papers dealing with change
detection in multitemporal remote-sensing images

published in the past few years [2]-[4] confirms this
topic as one of the most interesting in the area of
remote-sensing image analysis. This interest arises from
the wide range of applications in which change­
detection methods can be employed, ranging from
environmental monitoring, agricultural surveys, and
urban studies, to natural hazard management, and forest
monitoring [2]-[4].

Usually, change detection involves the analysis of
two registered multispectral remote-sensing images
acquired in the same geographical area at two different
times. Such an analysis aims at identifying land-cover
changes that have occurred in the study area between
the two times considered. In the remote-sensing
literature, two main approaches to the change-detection
problem have been proposed: the supervised approach
and the unsupervised one [3], [4]. The former is based
on supervised classification methods, which require the
availability of a multitemporal ground truth in order to
derive a suitable training set for the learning process of
the classifiers. The latter performs change detection by
making a direct comparison of the two multispectral
images considered, without relying on any additional
information. Although the supervised approach exhibits
some advantages over the unsupervised one [4], the
generation of an appropriate multitemporal ground truth
is usually a difficult and expensive task. Consequently,
the use of effective unsupervised change-detection
methods is fundamental in many applications in which a
ground truth is not available. (For a detailed survey of
both supervised and unsupervised change-detection
methods, we refer the reader to [2], [4]).
This paper deals with the widely used type of
unsupervised techniques that perform change detection
through a direct comparison of the original raw images
acquired in the same area at two different times [3].
This type of approaches are usually applied in a single
sensor basis, without exploiting the potential synergies
that may arise from the combinations of different
information sources in the change-detection process. In
this context, the objective of this paper is twofold:
methodological and operational. From a methodological
viewpoint, it aims at exploring various approaches to
merge the information provided by different type of
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sensors in unsupervised change-detection problems.
From an operational perspective, this work aims at
providing an insight into the complementary capabilities
of optical and SAR images to identify land-cover
transitions within the context of desertification
monitoring.
The experimental analysis was carried out by using
Landsat-5 TM and ERS-2 SAR images acquired at
different dates in a wetland area of Tuscany, Italy,
affected by desertification processes. On the one hand,
Optical images were used to identify changes in the
vegetation cover. On the other hand, SAR images were
exploited to evidence variations in the land surface
structure. Experiments demonstrate the effectiveness of
merging both types of data and confirm remote sensing
as a powerful technology to monitor desertification
processes in a regular basis.
The paper is organised as follows. The next section
provides an overview of classical unsupervised change­
detection techniques. Section III provides a description
of the proposed methodology. The experimental
analysis is reported in Section IV. Finally, conclusions
are drawn in Section V.

II. UNSUPERVISED CHANGE DETECTION
The change-detection process performed by classical
unsupervised techniques is usually divided into three
main sequential steps: 1) pre-processing, 2) image
comparison and 3) analysis of the difference image.
These steps are detailed in the following.

Preprocessing Unsupervised change-detection
algorithms usually take two digitised images as input
and return the locations where differences between the
two images can be identified. To accomplish such a
task, a preprocessing step is necessary aimed at
rendering the two images comparable in both the spatial
and spectral domains.
Concerning the spatial domain, the two images should
be co-registered so that pixels with the same coordinates
in the images may be associated with the same area on
the ground. This is a very critical step, which, if
inaccurately performed, may render change-detection
results unreliable [5]. With regard to the spectral
domain, changes in illumination and atmospheric
conditions between the two acquisition times may be a
potential source of errors and should be taken into
account in order to obtain accurate results. This problem
can be mitigated by performing a radiometric
calibration of the images. To this end, two different
approaches can be taken: absolute calibration and
relative calibration. The reader is referred to [6] for a
detailed description of these techniques.
Image comparison - The two registered and corrected
images (or a linear or non-linear combination of the
spectral bands of such images [2]) are compared, pixel
by pixel, in order to generate a further image
("difference image"). The difference image is computed
is such a way that pixels associated with land-cover

changes present gray-level values significantly different
from those of pixels associated with unchanged areas
[2]. For example, the univariate image differencing
(UID) technique generates the difference image by
subtracting, on a pixel basis, a single spectral band for
each of the two multispectral images under analysis.
The choice of the spectral band to be subtracted depends
on the specific type of change to be detected. An
analogous concept is followed by the widely used
change vector analysis (CVA) technique. In this case,
several spectral channels are considered at each date
(i.e. each pixel of the image considered is represented
by a vector whose components are the gray-level values
associated with that pixel in the different spectral
channels selected). Then, for each pair of corresponding
pixels, the so-called "spectral change vector" is
computed as the difference in the feature vectors at the
two times. At this point, the pixels in the difference
image are associated with the modules of the spectral
change vectors; it follows that unchanged pixels present
small gray-level values, whereas changed pixels present
rather large values.
Analysis of the difference image - Land-cover changes
can be detected by applying a decision threshold to the
histogram of the difference image. For instance, when
the CVA technique is used (i.e. each pixel in the
difference image is associated with the module of the
difference between the corresponding feature vectors in
the original images), changed pixels can be identified on
the right side of the histogram as they are associated
with large gray-level values. The selection of the
decision threshold is of major importance as the
accuracy of the final change-detection map strongly
depends on this choice. Although in the image
processing literature some automatic techniques for
choosing a suitable decision threshold for change­
detection problems have been proposed [3], in remote­
sensing applications such a choice has generally been
made by using non-automatic heuristic strategies based
on trial-and-error approaches [2].

In spite of their relative simplicity, the information
derived from this type of techniques is usually limited to
a simple binary map pointing out pixels associated to
either changed or not-changed areas, without providing
valuable additional information about the nature and the
degree of change of the land-cover transitions identified.
Such a limited information is a direct result of the lack
of ground-truth data, as we are dealing with
unsupervised methods. In addition, the single-sensor
approach classically used in this type of techniques
limits the nature of the changes identified depending on
the specific characteristics of the sensor used. For
instance, optical data allows changes in the spectral
response of land-cover to be detected, whereas SAR
images allows variations in the structure and the
dielectric characteristics of the land surface to be
identified. In this context, the efficient exploitation of
the complementary information provided by different



type of sensors in the change-detection process may
improve the results derived by classical techniques and
provide the end-user with a more complete view of the
variations affecting the area of interest. In the following,
different alternatives to perform data fusion in
unsupervised change detection techniques are explored.

III.METHODOLOGY

Let X~ ,..., X~ be S co-registered difference images,
each one associated to a different sensor s. Each
difference image x~ was derived from the application
of one the above-mentioned techniques to two co­
registered remote-sensing images, x: and x~'
acquired by the sensor s in the same geographical area
at two different times, tI and t1.
Data fusion approach have been widely studied and
successfully applied in remote sensing, specially in the
context of classification techniques [7], [8]. However,
not much work was carried out aimed at extend data­
fusion approaches to other methodological domains,
such as unsupervised change detection techniques.
The main idea of the proposed methodology consists in
extending the classical data-fusion theory, typically
used in supervised classification, to the unsupervised
change-detection problem. In this context, we will
distinguish among three main levels of fusion: feature,
decision and output-level based fusion. In the following,
these three main fusion levels are analysed.

A. Feature level
In the feature-based fusion, the sensor measurements are
merge on a pixel by pixel basis. In the unsupervised
change detection this involves the concatenation of the
data from different sensors as if they were
measurements from one single sensor, and use the
resulting staked vectors at both dates to compute the
difference image. For example, if
X( . ·)TM ( I I) d x(· ·)TM ( 2 2)i.] 1 = x1 ,... ,xk an z,J 2 = x, ,...,xk are
the feature vectors of the pixel of coordinates (i, j) from
the Landsat TM at the times tI and t1, respectively, and

Y( .. )SAR t, ') d r(· .)SAR ( 2 2)z,; 1 =\Yi ,...,y1 an z,; 2 = y, ,...,y1 are
the corresponding feature vectors from the ERS-2 SAR,
then the resulting staked vectors are (x; ,...,x~,y: ,...,y;)
and (x~,...,x~,y~ ,...,y12). At this point, the difference
image can be computed by using classical approaches,
such as the CVA technique. Then, as in single-sensor
approaches, changes can be identified by thresholding
the difference image.
At this fusion level, other classical unsupervised
change-detection approaches, such as the Principal
Component Analysis [2] can be also used to evidence
changes occurred in the area of interest between both
dates under consideration. In this approach, the above
(k+/)-dimensional vector of the same area acquired at
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two different dates, are concatenated and treated as a
single 2(k+l)-dimensional data set. The first principal
components of this data set point out the unchanged
areas and the major differences associated with overall
radiation and atmospheric changes present in the
images; the last components usually isolate changes in
land-covers [2].

B. Decision level
At this fusion level, the information extracted from
sensors is represented as measures of belief in a given
event. This degrees of belief take generally their values
in a real closed interval (e.g., [0,1], [-1,1], etc.) and are
modelled in different ways, depending on the specific
mathematical framework selected: e.g., probabilities in
classification approaches based on the Bayesian theory,
mass, belief or plausibility functions in Dempster­
Shafer evidence theory, and membership degrees to a
fussy set in fuzzy set theory [9].
In our case, the unsupervised nature of the problem
faced hinders probabilistic approaches to be used. This
suggests the fuzzy theory as the most suitable
framework to perform unsupervised change-detection at
this fusion level.
In our case, the application of the fuzzy theory requires
the information provided by each sensor s to be
represented by two membership functions, fes (i, j) and

fus (i, J), associated with changed and unchanged areas,
respectively. To carry out this task, we will exploit the
particular nature of the image difference: i.e., pixels
belonging to changed areas are likely to present grey­
level values different from those of pixels associated
with unchanged regions. For instance, in the case of the
CVA, low grey-level values are likely associated with
unchanged areas, whereas high grey-level values are
likely associated with changed ones. In this context, a
simple yet effective way to model the membership
functions is proposed. In particular, for each sensor s,
the membership degree to the fuzzy set "changed area"
can be defined in a range [O, I] as:

fc(i,J)' =( ( )l . ( )J(x:i(i,J)-min(x~))·
lmax x; -mm x;

Analogously,

J,,(i,J) = ( ( )
1

( )J(x:i(i,J)-max(x~))·mmx~ - max x:,
Other alternatives can be found and other models can be
applied depending on the particular technique used to
derive the difference image (e.g., image rationing,
univariate image differencing).
At this point, a fusion operator Fe Ve' ,... , fe5) can be
used to merge the information provided by the different
sensors under consideration. The selection of the fusion
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operator is a key issue, as the final result depends on
this choice. Several fusion operator have been proposed
[9], which present different behaviours in terms of
severity or indulgence when conflictual situations occur
and of their decisiveness. In [9], a detailed analysis of
most common operators proposed in the literature is
provided. Among the different kinds of operators
investigated in such a work (e.g., context independent
constant behaviour, context independent variable
behaviour, and context dependent operators), the
context dependent behaviour operators seems to provide
the most suitable framework to merge data from
different sensor in unsupervised change detection. For
instance, when combining membership degrees from
two sensors 1 and 2, such an operator can take the form

µc(i, J) =F[fc1(i,j~ fc2(i, J), r(I, c), r(2.c ),gr(I), gr(2)],

where r(s, c) is the reliability of the sensor s given the
class change, and gr(s) is the global reliability of
sensor s. This allows to assign a numerical degree of
reliability to each source. Other interesting operators are
those, which behaviour depends on a measure of
conflict. This type of operator permits to combine the
information related to each class (changed and
unchanged areas) in a way, which is adapted to the
conflict between the sources concerning each class.
More simplistic yet effective operators exists, which
can be selected depending on their behaviour (severe,
indulgent or cautious) and the specific practical problem
faced.

C. Output level
At this fusion level, the change-detection maps derived
from different sensors are merged by using different
voting principles [10]. To further explain this kind of
fusion strategy it is necessary to introduce some
notation. Let Ms ={Ms(i,J),lsisl,lsjsJ} be the
change-detection map associated to the sensor s derived
by using a classical technique. Each pixel M,{i,J) can
take to opposite values (e.g., 0, I) associated with
unchanged and changed areas respectively. In this
context, the most conservative voting rule id the
following

(. ·) { j ifM,(i,J)=JVs
E 1 J =

' Unknown Otherwise

A slight modification of the above expression could lead
to a less conservative fusion model, which assign the
winner class for each pixel by voting by majority. For
example, if 3 out of 5 sources vote for the same class,
then this label is taken as the final result.

It is worth noting that in this fusion scheme, reliability
factors can be also taken into account. In particular, the
vote of each sensor can be weighted depending on the
reliability of the sensor with respect to the selected
class. Then, the final result is derived by the following
decision rule

changed

s
~ s=Is=1

unchanged

where at, with Os a; s 1, is the reliability factor for
the sensor s with respect to the class k and

s,(M, (i,J)) = {l if M, (i,J) = k.
0 otherwise

Other approaches can be used depending on the
particular problem at hand. The reader is referred to [10]
for a detailed analysis of this kind of fusion techniques.

IV. EXPERIMENTALANALYSIS
The experimental analysis was carried out on a wetland
area in a semi-arid region affected by land-degradation
processes. It is worth noting that, in this paper, we
consider the wider definition of desertification provided
by the UNCCD (REF). In particular the data set used is
composed of a multitemporal set of images acquired by
the Landsat-5 and the ERS-2 SAR sensors in the Daccia
Botrona wetland in Tuscany, Italy. The area is affected
by a serious problem of salinisation, which is modifying
the vegetation typologies and their distribution in the
area. Images were acquired in July 1997 and August
1998, so that a couple of TM and SAR images may be
available for each date (see Fig. 1). Images were co­
registered by using the SAR 1997 image as a reference.
In this preliminary phase of the project, experimental
analysis is limited to a qualitative comparison of the
results provided by the different fusion strategies above
explained. In particular, three main experiments were
carried out, one fore each of the fusion levels specified
in Section III: feature, intermediate and output fusion
levels.
The three results will be compared with the results
derived by the single sensor approach. The change­
detection map for the TM sensor was derived by using
the CVA technique with the bands 4 and 5, whereas the
image rationing technique was used to identify changes
in the SAR images [REF]. Results of the single sensor
approach are shown in Fig. l(c) and (f). As one can see
the changes identified are significantly different.



Fig. I(a) 1997 ERS-2 SAR image Fig. I(b) 1998 ERS-2 SAR image Fig. I(c) Result from SAR data
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Fig. I(d) 1997TM-band4 image Fig.l(e) 1998TM-band4 image Fig.I(t) Result from TM data

Concerning the first fusion level (i.e., feature), the
change detection map was derived by using the staked
vector approach and the CVA technique (see Fig. 2). As
one can see the result incorporates the main changes
pointed out by both types of sensors.

«;

1.
~·lit'-~-::'"'

.•...
.:-~,-'".

Fig. 2. Change detection result at feature fusion level.

The intermediate fusion level was implemented by
using a simple yet effective fusion operator

(
. ·) fcTM(i,J)r(TM,c )+ fcSAR(i,j)r(SAR,c)

µc I,] = ( ) ( ) 'r TM,c +r SAR,c

were r(TM,c)=0.8 and r(SAR,c)=0.6. Such a
selection depends on the degree of noise of both types
of images. At this point, such a fuzzy information can
be either displayed in a likelihood of change map (see
Fig. 3(a)) or it may be defuzzied and displayed in a
classical change-detection map (see Fig. 3(b)}. In the
first case, the fuzzy map provides the end-user with a
significant level of information concerning the degree of
change occurred in the are under analysis: i.e., high
membership values (e.g., close to 1) are associated with
high degrees of change, whereas low membership
values are associated with low degrees of change. Once
the fuzzy map is defuzzied (e.g., by considering
membership values over 0.75), the information is
reduced to a binary map, as those provided by classical
approaches.
Finally, concerning the output fusion level, the
combination of the single-sensor change-detection maps
was carried out by using the most conservative voting
rule (see Fig. 4). As one can see, the result provides a
significant low level of information due to the cautious
strategy used. Less conservative strategies may increase
the level of information provided by the fusion of the
single sensor approaches.
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Fig. 3(a). Fuzzy information. Intermediate fusion level

...

Fig. 3(a). Defuzzied map. Intermediate fusion level

/

Fig. 4. Change detection result at the output fusion level

V. CONCLUSIONS
In this paper, various approaches to merge the
information provided by different type of sensors in
unsupervised change-detection problems were

investigated. In particular, three main fusion levels were
considered: feature, intermediate, output. Different
fusion strategies were proposed for each of these three
fusion levels. An experimental analysis was carried out
by using Landsat-S TM and SAR images acquired at
different dates in a wetland area of Tuscany, Italy,
affected by desertification processes. Experiments show
that different fusion strategies provide rather different
levels of information. The intermediate revealed as the
fusion level that allows end-user to acquire a higher
level of information, specially, as the degree of change
is concerned. Further experiments will be carried out in
order to perform an accurate quantitative analysis of the
different fusion strategics proposed in this paper.
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ABSTRACT

Very high resolution polarimetric measurements of
man-made and natural targets within the Univer­
sity of SheffieldGB-SAR indoor Ground-based Mi­
crowave Facility allow us to investigate the basic
processes in polarimetric interferometry. The tar­
get comprised two layers of nails, one with the nails
predominantly vertical and the other predominantly
horizontal, which were embedded in expanded poly­
styrene. These two layerswerethen placed one above
the other with a vertical separation of 15 cm, and
were imaged by the GB-SAR system at X band.
Very successfulinterferometric height measurements
ofthe separation of the two layers werepossibleusing
a priori knowledgeabout the scattering properties of
the two layers. Using coherence optimisation tech­
niques, the height recovery showedbi-modality, with
peaks separated by the inter-layer height difference.
Simulations indicated instabilities in the coherence
optimisation technique for targets comprised purely
of orthogonal scattering mechanisms.

1. INTRODUCTION

In the last decade, advances in SAR technology have
resulted in a wealth of new products being available,
utilising multi-frequency, polarimetric and interfer­
ometric data. However, these products have been
mostly examined on their own. The challenge is to
blend all these products to gain a better understand­
ing of the phenomena being observed.

This is particularly true with polarimetric interfero­
metry. In this area, both polarisation and interfer­
ometric information are closely coupled to architec­
tural features of the scene, and a joint interpretation
of both fields is highly desirable. One such approach
was proposed by (Cloude & Papathanassiou, 1998).
In this work, we investigate their proposed algorithm
in the light of some experiments performed with ar­
tificial targets.

The structure of this paper is as follows: first, a brief
review of coherence optimisation is presented, fol­
lowedby the description of an experiment performed
in the University of SheffieldGB-SAR facility to as­
sess the procedure for measuring the height separ­
ation of different layers, followed by an analysis of
the experimental set-up and numerical simulations.
Finally, the results and simulations are discussed.

2. THEORETICAL BACKGROUND

Polarimetric SAR data are usually recorded in the
V/H basis and stored as a three-dimensional vector

(1)

The data can be converted to any other basis by
projecting the data vectors onto unit vectors p that
make up the new basis. -

In an interferometric scenario, two vectors 11_ and v',
are needed to deal with each antenna position1. The
Cloude et al. algorithm selects the pair of vectors p_
and p' so that the interferometric coherence of the
projection is maximal. This is equivalent to maxim­
ising

IPI = (2)

overp and p', where *T denotes conjugate transpose
and [) is the expected value. In Eq. 2, we use the
covariance matrices of each image, plus the cross­
covariancematrix of the image pair:

1In this paper, a symbol without an apostrophe
relates to the first antenna, and a symbol with an
apostrophe, to the second.

Proc. 3"1 International Symposium, 'Retrieval ofBio- and Geophysical Parametersfrom SAR Data for Land Applications', Sheffield, UK,
11-J.I September 2001 (ESA SP-475, January 2002)
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A2

Figure 1. Geometry for two layered structure.

This optimisation problem leads to a pair of coupled
eigenvalue-eigenvectorproblems:

M1 = [T-1Q] [P-1Q*r]; M1E = AE (4)

M2 = [P-1Q*r] [T-1Q] ; M2P1 = Ap' (5)

The eigenvalues Ai in Eqns. 4-5 are common, and
correspond to the squares of the coherence values as­
sociated with each pair of eigenvectors, i.e., jp(i) I =
J:\Til, 1 ~ i ~3. The maximum coherence is at­
tained with the vectors that relate to the highest
eigenvalue. It is noted that the matrices are usually
of full rank, but in the event of them being of rank
< 3, the algorithm can be converted to a problem of
lowerdimension.

For Gaussian data, maximising the coherenceis equi­
valent to minimising the uncertainty in the phase
measurement, and hence making the height meas­
urement from interferometry as accurate as possible.
However, a deeper possible interpretation of the ei­
genvalue decomposition is that the eigenvectors, if
orthogonal, correspond to different scattering pro­
cesses. Hence the phase differences between the in­
terferometric heights from the three eigenvectorpairs
correspond to scattering from different layers in the
medium. As a highly idealised example, consider a
forest, where one of the eigenvector pairs may relate
to the scattering from the upper part of the can­
opy and another to a soil return. The difference
between the interferometric heights of the corres­
ponding eigenvector pairs would then represent the
forest height.

3. EXPERIMENTAL RESULTS

In order to explore the performance of the algorithm,
an artificial target was imaged in the University of
Sheffield's GB-SAR facility (Morrison et al., 2001),
(McDonald et al., 1998). The target was construc­
ted by embedding steel nails in expanded polystyrene
tiles to form two layers separated by a height H (see
Fig. 1). In this experiment, H was set to 0.15 m.

The top and bottom layers were populated with ver­
tically and horizontally oriented nails respectively.
With this set-up, it was expected that the scattering
matrices for each layer would be approximately of
the form

up to scaling constants. Imaging was at X-band,
with a bandwidth of 4 GHz centred at 10 GHz,
providing a resolution of 0.06 m in range and azi­
muth at the centre of the target (resolution varied
slightly due to changes of range and look angle over
the target region). On average, there were around 6
nails per resolution cell.

Two scans were made, with a horizontal baseline of
0.06m. The interferometric heights derivedusing the
VV, HH and VH basis are shown in Fig. 2(a). The
distributions are uni-modal, with VV maximising at
around 0.15 m and HH at 0 m, corresponding to
the vertical and horizontal nail layers, respectively2•

The VH channel shows bi-modality, slightly biased
towards the vertical layers. This bi-modality means
that the VH channel is retrieving information from
both layers.

The interferometric heights resulting from coherence
optimisation are shown in Fig. 2(b). In this case, the
distributions are bi-modal modes at 0 and 0.15 m.

In this work, we explore the reasons for this beha­
viour by means of simple analysis and numerical sim­
ulations.

4. THEORETICAL ANALYSIS

For the scenario presented in Sec. 3, the VH channel
contribution is negligible, and will be ignored. This
reduces the problem from 3 to 2 dimensions.

The algorithm proposed in (Claude & Papathanas­
siou, 1998) uses a Pauli-basis vectorisation of the
data. In the set-up presented in Sec. 3, the use of
the VV-HHbasis greatly simplifiesanalysis, and will
be used in this discussion.

For single scattering from discrete scatterers of the
form given in Eq. 6, the data recorded at the two
antenna positions can be written as

'.!!_ - [ a2:£~1exp(-.jk2r1p) l
Lq=l exp(-Jk2r2q)

v' [ a2:£~1exp(-.jk2~~p) l· (7)
Lq=l exp(-Jk2r2q)

In the above expression, the effect of range attenu­
ation has been neglected,N1and N2 are the number

2The reference height is arbitrary. In this work,
it has been fixed as that of the bottom layer.
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Figure 2. Retrieved height histograms for experimental data in the V/H basis and after coherence optimisation.

of scatterers in each layer (these two numbers are
held constant), rip (r~P) is the distance from the first
(second)antenna to scatterer pin the i-th layer, and
k is the wavenumber. a accounts for changes in the
relative RCS between the two layers. The covariance
matrices are given by

T=P

Q

where </>; is the interferometric phase for each layer.

In Eqns. 8-9 we assume that the propagation phases
are uniformly distributed in [-7r, 7r] for each scat­
terer, and that the different scatterers are independ­
ent. This being the case,M 1 and M2 in Eqns. 4 and
5 are identity matrices, with a degenerate eigenvalue
spectrum {1,1} and eigenvectors {[l,O]T ,[O,lf},
whichare the scattering mechanisms for VV and HH
in the V /H basis. This result is independent of a.

In reality, the covariancehas to be estimated, leading
to perturbations on the ideal forms in Eqns. 4-5. The
effects on the eigenvalues are small but there can
be significant effects on the eigenvectors, as we now
show.

Consider the case where there is an RCS difference
between the two layers. The estimation of M 1 and
M2 will result in each of them having a form similar
to

[
a1 ')'1 ] , (lO)
')'2 a2

where the main diagonal elements have a magnitude
close to unity, and !'Y;I « la;j, for i = 1,2. The
eigenvalues of this matrix are very close to unity,
and are given by

~ 1± ..fYD2, (12)

where the >1.1 is the positive solution and .X2 the neg­
ative solution. The associated eigenvectors can be
written as e; = [e;1, ei2]T, for i = 1,2 indicating the
i-th pair of eigenvectors,with

(13)

(14)

The perturbations of the off-diagonal elements in
Eq. 10 will be responsible for instabilities in the ei­
genvectors.

Because of the different RCS of the layers, the non­
zero value of the off-diagonalelements has a depend­
ence on a. In this case, hi/12I ex o:-4. For large
values of a, the first component of the eigenvector
will be much smaller than the second, which corres­
ponds to a scattering mechanism similar to [O, lf
(HH). Similarly, if the value of a is small, the ei-
genvector will be similar to [1,of' indicating a vv
scattering mechanism.

In other words, the eigenvectors for both first and
second eigenvalueswill tend to be aligned with the
scattering mechanism of the weaker layer. Hence the
two eigenvectorswill give little or no height discrim­
ination.

A more detailed analysis of the perturbations can be
performed as follows. Consider a matrix A, equal
to either M1 or M2 in Eqns. 4,5. The perturbed
matrix will be denoted by

A,= A+ CE, (15)

where E is a perturbation of A. E is unitary 2x2
complex matrix, and E is the scaling of the per­
turbation. A, will have eigenvectors denoted by
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Pn(E), 1 ::;n::; 2. It can be shown (see, for example
Quarteroni et al. (2000), Property 5.5, p. 190) that

1 2
llPn- Pn(E)ll2:S . l.X A

111£112
+ O(E ),minn#m n - m

(16)
for all n. where 11£112is equal to the largest eigen­
value of£.

Eq. 16 states that the Euclidean norm of the differ­
ence of the eigenvectors is inversely proportional to
the spacing of the eigenvalues. So if two of the ei­
genvaluesare very close, then minor variations in the
matrices will provoke major variations in the eigen­
vectors.

The previous analysis can be extended to a more
general situation. If the layers can be represented
by orthogonal scattering mechanisms other than VV
or HH, the data vectors for this case, v0 and v0',
can be written as a transformation of '.lZ. and v' using
an orthogonal transformation matrix n. In this case,
the covariancematrices T' , P' and Q' can be written
as

T' = RTR,*T; P' = npn*T; Q' = RQR*T, (17)

leading on to a modified version of Eqns.4-5:

M'1 = R[Mi]R*T (18)
M11Po = APo (19)

M'2 = R[M2]R*T (20)
M' I .Xp~ (21)2Po =

(22)

The eigenvectors for the new target are given by Po
and p~,and are related to the eigenvectors in Eqns.4-
5 bythe transformation matrix R. The eigenvalues
are the same as those in Eq.4(5). The implication of
this is that if a target comprises two layers in which
the scatterers are identical, but for which the the
scattering mechanisms in the two layers are ortho­
gonal, then the algorithm will not be able to dis­
criminate the two layers.

5. NUMERICAL SIMULATIONS

In this section, simple simulations of the theory out­
lined in Secs. 3 and 4 are presented. The simulation
parameters are described in Table 1.

We consider first the case when the two layers have
identical RCS, shown in Fig. 3. The retrieved height
for the VV and HH channels is shown at the expec­
ted levels,whereas the results from the optimisation
are uniformly distributed between the two expected
levels. For both VV and HH, the mean and standard
deviation are 0.66 and 0.01.

The above analysis shows that coherence optimisa­
tion does not yieldmeaningful heights if the eigenval­
ues are similar. In order to assess how critical this

Retrieved Height: V-H and coherence optimisation
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Figure 3. Retrieved height distribution.

Table 1. Simulation Parameters.
Paranieter I V"alue

Angle of incidence, () 45°
Height layer I, H1 -0.65 m
Height layer II, H2 +0.65 m

Baseline, B Im
Range to target, R.o 141m

No. of scatterers in footprint, N8 40
No. oflooks, NL 20

Frequency 5 GHz
Footprint size 0.2x0.2x0.0lm

Unambiguous Height 8.4 m

condition is, we now consider what happens when
the scatterers in the two layers have different RCS.

Away to study the effect of the relative RCS between
the layers on the retrieved eigenvectors is to examine
the angle between the eigenvector and a pure VV or
HH scattering mechanism3. Simulations can be used
to examine the angle, and were carried out with the
parameters previously shown in Table 1 and various
values of a (see Eq.7). In the simulations, a was
varied between -20 and 20 dB, and the mean angle
between the first eigenvector and a pure VV scatter­
ing mechanism is shown in Fig. 4. This mean angle
is the average of 40000 experiments. Also shown in
Fig. 4 is the standard deviation of the angle.

When the RCS is identical for the two layers, the ei­
genvector's angle with VV is 45°, with a large stand­
ard deviation of around 20°. This large deviation is
due to the eigenvaluesbeing very close, showing the
effects of minor perturbations, as in Eq, 16. When
the vertical layer has a much larger RCS than the
horizontal layer, it is the latter that is retrieved as
the first (and second) eigenvector. Similarly, when
the horizontal layer has a larger RCS, vertical scat­
tering mechanisms are retrieved. Fig. 5 shows this
behaviour in terms of retrieved height for two values
of a, -10 and 10 dB. The distributions are unimodal,
with a mode at approximately the height of the up­
per or lower layer. The mean values and standard
deviations of the two distributions are respectively

3The angle between two unitary vectors x1 and
x2 is defined as arccosfjz, ·x2*rl). -
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-0.45 and 0.25 for the 10 dB case, and 0.43 and 0.27
for a =-10 dB.

The differencein height between the first and second
pairs of eigenvectors is shown in Fig. 6. The de­
scriptive statistics of these distributions are shown
in Table. 2. The first and second eigenvector are
clearly similar when the RCS of the layers are differ­
ent. Simulations for the case of equal RCS between
the two layers show a uniform distribution between
the VV-HHand HH-VV heights, -1.2 m and 1.2 m.

Height difference between scattering mechanisms

~0.06u
0
Q)o.05s
Q) 0 04

~

Helght difference "[m]

Figure 6. Height difference between the heights re­
trieved by the first and second eigenvectors for dif­
ferent layer RCS ratios.
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Table 2. Mean and standard deviation (SD) of dis­
tributions shown in Fig. 6.
I Distribution [ Mean I S.D. I

a= -lOdB -0.021 0.46
a= lOdB -0.043 0.46
a=OdB -0.048 0.75

DifferenceVV and HH -1.33 0.01

6. DISCUSSION

When the RCS for the two layers is identical, the
retrieved heights are uniformly distributed. The es­
timation ofM1,2 in Eqns. 4-5 yields matrices with
similar eigenvalues. Minor changes in the matrices
will result in large variations of the eigenvectors, as
in Eq. 16. The estimations of height using these
vectors result in uniform height distributions.

When RCS of the layers is different, there is a clear
biasing of the eigenvectors towards either a VV or
an HH-type scattering mechanism. The eigenvector
will be similar to VV if the HH layer has a larger
RCS than the VV layer, and vice-versa. This beha­
viour arises from the relative value of 11 and 12 in
Eq. 10. The ratio l11h2I is plotted in Fig. 7. On
the left hand side of Fig. 7, l1'1h2I > 1, and the as-
sociated eigenvectors will be similar to [1,of' and
hence close to a VV scattering mechanism. On the
right hand side of the figure, the situation reverses,
and when the vertical layer has a larger RCS than
the horizontal layer, the eigenvectors are similar to
[O,1r (an HH scattering mechanism). The spread
of the retrieved heights is shown in Fig. 5. Fhe large
mean angles and standard deviations at the edges of
Fig. 4 are due to the effect of perturbations in the
estimated covariance matrices, which translate into
unstable eigenvectors.

The height difference distributions shown in Fig. 6
show that for different RCS values for each layer,
the first and second eigenvectors represent the same
scattering mechanism (VV or HH). The spread of
the distributions is again due to the instability of the
eigenvectors. When the layers have equal RCS, the
eigenvectors will show an even larger variability as
minor perturbations in the covariancematrices have
a major effect on the retrieved eigenvectors.

The above simulations do not, however, explain
the bi-modality found with the experimental data
presented in Sec.3. A main differencebetweenmeas­
ured and simulated data is the number of scatter­
ers per footprint. Whereas for the simulations this
was constant and large (50 per resolution cell), there
wereon averageonly 6 nails per resolution cell in the
measured data. This number might fluctuate from
one cell to another due to the random positioning of
the nails and the variation of resolution cell sizewith
lookangle. The effectof this is that the estimation of
the covariance matrices departs from matrices that
resemble identity matrices, as the main diagonal ele-
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Figure 7. Effect of a in the estimation of the
off-diagonal elements in Eqns.4-5 (error bars show
standard deviation).

ments vary. The elements of Eq. 10 can be written as
a1 of a2 and a; » 'Yi i = 1,2. The relative weight­
ing of the main diagonal terms will vary from one
region of the image to another, and hence, in some
areas the eigenvector associated with the highest ei­
genvaluewill be similar to VV, and to HH elsewhere.

From this work, it appears that coherence optim­
isation in polarimetric interferometry will yield er­
roneous answers in the case of targets that can be
represented in terms of layers exhibiting orthogonal
scattering mechanisms. Such targets yield an un­
stable estimation of optimal scattering mechanisms
due to the eigenvalues being very close.
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Abstract -- The paper presents and investigates the
field data acquired over the test site Alling, located
in South Germany, in conjunction with the SAR
measurement campaigns using the airborne E-SAR
system. An overview of the campaigns will be
presented, as well as an introduction to the test area
and an evaluation of the methods and sampling
schemes applied. The collected land surface
parameters are soil moisture, surface roughness,
land use/cover and leaf area index. These
measurements are integrated into a digital database.
The investigations indicate that accuracy and
problems related to different data and methods are
important considerations in use of these types of
coordinated field measurements in thematic remote
sensing data analysis for land surface parameter
retrieval from multi-parameter SAR data.

1. Introduction

A series of SAR-measun:ment campaigns in the
Alling test site (Germany) were conducted in the year
2000 using the Experimental SAR-system (E-SAR) of
the German Aerospace Center, Institute of Radio
Frequency Technology and Radar Systems.
Simultaneously to the flight campaign intensive field
measurements has been done in order to allow for
quantitative evaluation and validation of developed land
surface parameter retrieval algorithms for a multi­
parameter SAR systems. The campaigns were organized
and sponsored by the British Defense Evaluation and
Research Agency (DERA) and the German Aerospace
Center (DLR). The field measurements were
coordinated and organized by the Department of
Geography, University of Jena in cooperation with
Institute of Radio Frequency Technology and Radar
Systems, DLR Oberpfaffenhofcn and the Centre
D'Etudes Spatiales de la Biosphere (CESBIO). Toulouse.
The various SAR/field datasets are and will be
investigated in the "Surface Parameter Retrieval
Consortium" (SPARC) an international science cooper­
ation.

This paper will give an overview of the recorded field
data and will critically review the occurred problems
during the measurement campaign with respect to the
applied measurement methods. The surface parameters

!'roe 3"1 lnte rnutionul Srnr1ws111111. 'Rrt nev al o/ l!w- 111/{l Gcoplivsicul l'urcunctrrs from SAR Dcita h n' Land Appliccnion» ·. Site/lie Id. UK.
/ / - I-! S1·11re111/1n 200 I (C·):\ S/'--!75 . .lw11111n 2002)

discussed in this paper are field measurements of soil
moisture, surface roughness, land use/cover and leaf
area index. At the beginning an introduction to the
physic-geographic characteristics of the study area will
be given.

2. Overview of Measurement Campaigns

The SAR-data were acquired using the Experimental
airborne SAR-system (E-SAR) of the German
Aerospace Center (DLR, Horn 1996). The SAR­
measurements were recorded in two major campaigns in
28/291" of March and 261" of July 2000. They included
multi-frequency (X-, L- and P-band) and polarimetric
SAR-data as well as single-pass (X-band) and repeat
pass (L-band) interferometry.
According to the season of the field measurements the

campaign in March was focused on soil moisture and
surface roughness estimation. The weather during the
March campaign was dominated by cloudy and foggy
conditions with temperatures between 5° C and 10° C.
A significant amount of rain fell before the March
campaign. The soils in the area were characterized by
wet conditions due to melting snow water and rain prior
to the campaign. The July campaign had, besides the
soil moisture measurements, a stronger focus on the
acquisition of vegetation parameters. Only a few areas
were free of vegetation and suitable for surface
roughness measurements. The weather conditions in
July can be characterized as partly cloudy and sunny
with temperatures between 15° and 20° C, hence the
soil moisture measurement were generally lower than
those collected during the March campaign.

3. Study Area

The data were acquired in a study site near the village
Alling. 25 km south east of Munich. in Germany, close
to the German Aerospace Center (DLR) at Oberpfaffcn­
hofen. The study area is located in the transition zone
between the foothills of the German Alps and the plains
of the Isar-Inn which arc composed of glacial and post­
glacial sediments (Grottcnthalcr 1980). The topography
is characterized by variations of sedimentary plains,
hilly terraces and moraine formations with a maximum
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elevation of 604 m above sea level at the Altrnorane von
Germannsberg. The lowest elevation can be found in the
wetland Oberes Moos near Alling, where the elevation
is 543 m above sea level (Bayer 1995).
Figure 1 shows a color air photo of the study area that

was acquired in March 2000, one week before the SAR
data take. It shows the typical characteristics of the
landscape with the villages Gilching in the bottom right
and Alling in the upper right. The study area is located
between these villages and can be divided into three
major landscape units.

Figure 1: Color air photo of the study area with
discriminated landscape units demarked.

Unit I represents a sedimentary plain with typical
small-scale agricultural land use patterns, mainly crop
cultivation. The soils classes in this unit are
characterized by sand-gravel sediments, mainly
cambisols and lessives. These soils show typical
agricultural use characteristics like low soil profile
depth and low organic matter content. Landscape unit II
shows the wetland area "Oberes Moos" that is partly
drained for agricultural use and includes some small
lakes for fish farming. The land is mainly cultivated
with pasture and meadow. The soils in this wetland area
show typical wet conditions (gleyic soils) and high
organic matter contents. Landscape unit III shows an
old moraine formation which is characterized by
significant topography. These areas are used for
agriculture and forestry. The soils are cambisols and
lessives modified by former and recent land cultivation.

4. Field Measurements and Mapping

The field observations should acquire the most
important land surface parameter relevant for radar
backscatter and the retrieval of thematic information
from the SAR-signal. The field data were recorded
parallel to the SAR data takes in working groups of 2-3
people with 5-6 groups for each campaign. The majority
of the field data were post-processed and integrated into
a digital database at the University of Jena, Germany.

4.1. Soil Moisture

Soil moisture is defined as the amount of water in soil
that can be evaporated out of the soil matrix at 105
degrees Celsius (Scheffer & Schachtschabel 1998). Soil
moisture can be described in volume percent (vol% -
volumetric moisture) or in mass percent (mass% -
gravimetric moisture). Because actual soil moisture
conditions can be influenced by a variety of factors (e.g.
precipitation, evapotranspiration, runoff, physical soil
properties) it can be highly spatially and temporally
variable (Western et al. 2001).
The methods and equipment used in this study

provided direct measures of gravimetric moisture using
cylinders (Scheffer & Schachtschabel 1998) and
volumetric moisture using Time Domain Reflectrometry
(TDR, Brisco et al. 1992, Dalton & van Genuchten
1986). The TDR units "TRIME FM2", manufactured by
the German company IMKO, measure the moisture
content based on the time delay of electromagnetic
waves which respond to the dielectric properties of the
soil in frequencies between 600 Mhz and 1 Ghz. The
length of the sensor probes is 16 cm. The probes were
injected into the soil at an approximate 45 degree angle
to the surface. The measurements of soil moisture
acquired were the mean of the top 5 - 7 cm of the soil
profile. The imaginary part of the dielectric constant (E",
energy loss term) was neglected during the
measurements. The volumetric moisture values (in
vol.%) that are provided by the TRIME TDR
instruments can be converted into the real part of the
dielectric constant E' using the following equation. This
equation was provided by the manufacturer. VM is the
measured volumetric moisture in parts of one:

s' = 2.95316 + 0.41*(VM)+156.036*(VM)2 - 116.943*(VM)3

The gravimetric technique for measuring soil
moisture uses soil samples taken with a 5 cm high
cylinder. The samples are weighted under moist
conditions and weighted again after drying to a constant
dry-weight at 105 degrees Celsius at the Laboratory of
Geo-ecology at the University of Jena. The difference of
the weight of wet versus dry samples determines the
gravimetric moisture (in mass %). The TDR and
gravimetric samples are generally point measures. A
specific strategy in the spatial arrangement of the
measurement points was applied in order to capture the
spatial patterns of soil moisture. This pattern also
allowed for measurements to cover different types of
land cover categories with a sufficient density of
measurement points. This is important with regards to
the variations in the SAR image, i.e. in near and far



range and in topographically varying terrain. With
consideration of the test area size and the spatial
resolution of the sensor, the measurement points were
located along profiles that were identified in the field
with a point distance of 20 - 50 m. Every point was
sampled with 2-5 (usually 3) TDR measurements in a
circle of 1-2 m. Gravimetric samples were taken at some
points to get a secondary verification measurement of
the soil water content.

TORI TDR2 TDR3 TDR4 Mean Variance
30.0 28.5 29.9 29.5 0.7
24.7 28.7 28.2 - 27.2 4.7
31.5 33.1 32.5 324 0 7
27.3 33.2 304 30.3 8.7
26.9 33.1 28.7 - 29.6 10.2
30.1 30.9 31.2 - 30.7 0.3
32.8 26.5 30.7 30.0 10.3
31.0 32.6 29.8 - 31.1 2.0
34.1 304 - 32.3 6.8
31.2 33.2 - 32.2 2.0
38.9 36.5 - 37.7 2.9
34.7 31.4 28.0 - 314 11.2
34.0 29.l 33.l 32.1 6.8
36.2 40.7 31.8 33.5 35.5 15.1
38.8 41.2 39.7 39.9 1.5
37.2 39.2 38.2 2.0
27.5 30.0 29.1 28.9 l.6
22.8 26.8 26.0 - 25.2 4.5
32.1 32.2 - 32.2 00
37.3 34.5 30.8 - 34.2 10.6
35.2 31.7 31.8 32.9 4.0
31.7 354 31.9 33.0 4.3
34.7 37.2 32.9 34.9 4.7
40.2 34.l 40.7 38.3 13.5
34.0 31.3 31.1 32.l 2.6
41.7 33.8 30.5 - 35.3 33.l

Table 1: TDR measurements acquired at 26 points on
the field 513 at 281h of March 2000.

Table 1 shows examples of TDR measurements on
the field 513. The soil moisture measures on every point
show a fair amount of variance between the single
measures, at least for some specific locations. They
mainly result from inaccuracies in the TDR
measurements due to the method itself and from small­
scale soil heterogeneities of texture and agricultural
cultivation. The overall variance of all measures at this
field (mean 6.3 [vol.%], median 4.4 [vol.%]) is a good
error indicator for single TDR measurements. Hence,
the mean soil moisture value of 2-4 measurements for
every point is a more accurate soil moisture
representation for a specific location that will be
discussed in the following evaluations.
The TDR measurement units were calibrated for

"general agricultural soils" that usually have a low
organic matter content. The important influences of the
soil dielectric constant are the water content and the
physical properties. If soil texture is assumed to be
homogenous, the organic matter content (OM) becomes
an important variable for describing changes in
dielectric properties induced by the soil physics (Adams
1973, O'Neill & Jackson 1990). Because the organic
matter properties are highly variable, 45 soil samples
from the upper 5 cm of the soil were taken and
analyzed. The organic matter content analysis used soil
material smaller than 2 mm and derived the mass loss at
600 degree Celsius (burning of org. matter-dry ashing)
for 5 g of sample material. This method usually works
well for higher organic matter content. The lowest
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derived values (- 5 %) can be considered to be
erroneous. Usual values for agricultural soils in this area
have organic matter content values of - 1 %. A
geostatistical approach (ordinary kriging) was used to
derive a spatial distribution of organic matter for the
area and to assign an organic matter content value to
each measurement point (see Fig. 4)

Dielectric Constant versus Gravimetric Moisture, March 2000
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Figure 2: Relationship between gravimetric moisture
and the dielectric constant (TDR) for the measurement
points.

The evaluation of the TDR measurements (mean
point values) as an important source of spatial
information about the distribution of soil moisture in
these field campaigns will be based on the independent
measurements of gravimetric moisture and organic
matter content. To provide a wider statistical base for
the analysis the evaluation will be done for the field
measurement campaigns in March and June. The
campaign in June was conducted for another research
project in the same area using the same methods and
equipment. In general, the measurements in June
covered a wider range of organic matter content values
and will be used for accordant investigations.

Dielectric Constant versus Organic Matter Content, June 2000
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Figure 3: Relationship between organic matter content
and dielectric constant for the measurement points.

A plot of gravimetric moisture and dielectric constant
derived from TDR measurements, see Figure 2, shows
(76% described variance for March, 85% for June) a
good overall accuracy for the TDR measurements. For
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higher soil moisture values there seems to be a higher
scatter around the regression line indicating a trend of
unequal variance. This results from inaccurate
measurements for moister soil conditions.
A positive relationship is shown for organic matter

content (OM) versus dielectric constant (DC, Figure 3).
This relationship between organic matter content and
soil water content can be accounted for three reasons:
1) the presence of organic matter can increase the water
holding capacity of the soil,
2) an accumulation of organic matter in the soil
generally results from moister conditions, such as in
wetlands, fens or swamps and
3) the organic matter content can influence the dielectric
properties of the soil.

There is a significantly higher scattering especially
for OM values higher than 30 %, this indicates
relatively dry conditions in the DC measurements. This
trend contradicts the general understanding and the field
observations. These points should have higher moisture
conditions or should be similar to areas with lower OM
conditions. In areas with more than 30 % organic matter
the soil moisture estimation error increases
significant!y.

.
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Figure 4: Spatial distribution of the organic matter
content. The red dots indicating critical areas where soil
moisture has been measured.

The map in Figure 4 shows the problematic points are
close to each other in the lens of high organic matter
content located in the center of the wetland. This central
area in the wetlands should probably be excluded from
the remote sensing data analysis due to the obvious
errors with the soil moisture measurements in this area.
A non-linear trend can be noticed in the scatter plots

of DC versus OM (Figure 3). This trend indicates a
different regression slope for values lower and higher
than -18-20 % OM. If the problematic measurements
with an OM more than 30 % are omitted from the
dataset (at total of 4 points for the June campaign), a
multiple regression model of organic matter and
gravimetric moisture predicting dielectric constant
shows a very strong correlation (R2= 0.90).
Approximately 85 % of the variance in the DC
measures are described by the gravimetric moisture; an
additional 5 % is represented by the organic matter
content, mainly the exponential increase of DC values

for areas with more than 18-20% OM. This indicates a
significant contribution of the OM values to the DC
measurements.

4.2. Surface Roughness

The micro-scale surface roughness variations in most
parts of the test site are determined by the agricultural
cultivation. The surface roughness was measured with
two methods during the March campaign (scaled boards
and Laser Profiler). Only one method (scaled boards)
was used in the July campaign. Generally, the selection
of the sample fields depends on the method, the sample
areas of the other field measurements (e.g. soil moisture
test sites), and the field roughness conditions in terms of
representing all of the land cultivation/tillage conditions
in the test area. In March, the roughness sampling
covered all important field roughness categories
(seedbed, old ploughed, fresh ploughed).

Figure 5: Illustration of the two methods for measuring
surface roughness: scaled board and laser profiler from
CESBIO-ESA (Davidson et al. 2000).

The measurements were carried out within one day of
the flight campaign and one day after. A relatively fast
and efficient approach is to use of thin rectangular metal
boards with a standardized raster on it (Ulaby &
Batlivala 1976). The boards used for this campaign
were of 1m length and scaled with a 5 cm raster (Figure
5). They are placed on the ground so that the soil
surface is clearly visible in front of the board. A picture
is taken of the soil surface with the scaled board in the
background. The boards are placed side by side to
record roughness structures with a distance larger than 1
m. If the field is not located on a slope, the boards were
leveled with a spirit level. Several measurements (2-17
samples) were carried out for every sampled agricultural
field in parallel as well as perpendicular to the flight
direction. At most of the roughness measurement points
soil moisture samples were taken as well.
For further data processing the pictures taken of the

board profiles were imported into a Geographic
Information System (GIS). A digital vector profile was
digitised with one-centimeter sampling density.
Problems occurred when the surface was covered with
organic material, e.g. vegetation, litter or mulch.
Therefore, some profiles had to be excluded from
further processing. An IDL script was applied to
calculate the roughness parameters RMS height (s) and
correlation length (l) from the vectorized profile.



Another method of measuring surface roughness was
applied during the March campaign. The laser profiler
system supported by CESBIO-ESA in Toulouse scans
the surface with a profile length of 5 meters and a
horizontal sampling density of 5 mm (see Figure 6)
(Davidson et al. 2000). The instrument consists of two
special supports, supporting a 5 m beam on which a
motor-driven chariot with the laser distance meter rides
along. Using a theodolite the beam can be displaced in
exactly the same direction in order to record profiles up
to 25 m. The data were recorded to an attached laptop
PC. Profiles of 20-25 m were measured on five fields
with different cultivation conditions, also parallel and
perpendicular to the row direction. Table 2 shows
examples of the roughness measurements during the
March campaign.

Number Board Profiles TOR-field
Field Roughness of mean soil

Number Category Board sin cm I in cm moisture
Profiles in vol%

263,264 ploughed 17 1,729 13.35 23.3
255 harrowed 12 0.973 5.50 -

256 seedbed 17 1.077 13.82 24.9
682.683 fresh ploughed 17 2.997 13.18 35.0

772 ploughed 12 1,909 10.00 32.3
752 ploughed 2 2.165 16.00 24.5

703/2- ploughed 1 1.534 10.00 46.8705/2 -
644 harrowed 6 1.254 15.50 (49.1)
648/1 seedbed 2 1,246 25.50 (36.4)
651/1 ploughed 6 1.907 9.83 24.7
652 seedbed 4 1.278 14.00 31.0
513 seedbed 6 1.243 22.33 32.6

797-799 ploughed 6 1,788 8.33 -
773 ploughed 4 2.631 14.50 (18.6)

Table 2: Examples of roughness measures (field mean
values) for 14 sampled fields in March 2000, field mean
soil moisture measurements in prentices are based on
just one or two measurements.

The advantage of the board measurements is their
simple application and fast handling on the fields. The
afterwards, scanning, digitising and computing of the
board profile pictures into the RMS height and surface
correlation length is an extensive and time-consuming
procedure. On the other hand side the longer profile
length measured by the laser profiler, 5 m to 25 m, and
the finer resolution makes the laser profiler
measurements statistical robust, especially for rougher
surfaces and small-scale roughness variations (Davidson
et al. 2000). The data handling of the laser profiles is
more comfortable due to the direct obtained digital
values.

4.3. Land Use/Cover

The land cover/use was mapped for most part of the
study area. The field mapping was based on large scale
general parcel maps (scale 1:5000, Vermessungsamt
Fiirstenfeldbruck; Starnberg, map/nr.: SW 1-9, SW 1-10
und N.W.I.10). Mapping equipment used in these field
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campaigns include, a compass, tape measure, photo
camera and special mapping forms. The information
acquired for every field included: land use and
cultivation, vegetation type, vegetation height, row
direction and other relevant descriptions that were
observed. All of the relevant geospatial information was
included in a GIS database that was georeferenced to
the digital field map that was derived from the SAR data
and the I:5000 parcel maps.

4.4. Leaf Area Index

The leaf area index (LAI) is a dimensionless index
that is used to quantify the ratio of overall leaf area to
covered land surface area. It is an important parameter
in description and modeling of vegetation structures and
density, as well as for hydrologic properties respectively
(Chen & Chilar 1996). Different methods have been
developed and evaluated to derive the LAI with
different types of field measurements (Gower et al.
1999, Whitford et al. 1995). The measurements during
the July campaign were accomplished with a CI-I 00
Digital Canopy Imager (CID, 1997). It uses an indirect
measurement of the plant structure by digital analysis of
a photographic image taken through a "fish lens" (150°
lens opening) usually oriented from the ground
vertically upwards as shown in figure 6.

Figure 6: Example of corn using fish eye lens picture
taken with the DCI Plant Canopy Analy

Field Measure- Veghiihe LAI LAI
Vegetation Field Standardnumber ments (cm) Mean Deviation
Grassland 692/3 10 (7) 30- 100 1.68 0,16

Sugar pea 797-799 13 (7) 75 - 100 1,88 0,62

Oat 652 14 (5) 90- JOO 1,05 0,17

Com 772/1 13 (10) 210 - 268 1,71 0,26

Wheat 647 15 (2) 110 2,16 0,22
Summer 649 II (6) 60 1,76 0.27barley
Grassland 705 16 (13) 90 2,07 0,55

Grassland 706 26 (17) 40-65 1,89 0,30

Tritikale 654/3 12 (4) 130 1,98 0,41

Clover 772 27 (12 20- 30 2,19 0,46

Potatoes 651/1 15 (14) 50- 80 2,56 0,92

Table 3: Features of the LAI measurements acquired
during the July campaign, the measurement number
represents the total samples taken for every field and in
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pretences number measurements finally used for field
mean LAI estimation.

Compared to direct LAI acquisition methods, this
method tends to have errors due to the method itself,
changing lightning conditions and the plant
heterogeneities, usually cause on overestimation of the
LAI (Helmschrot 1999). In order to acquire a
representative LAI value for fields of short vegetation in
the test area a specific sampling scheme was applied to
lower the amount of error. Every measured crop/field
was sampled with 10 to 27 measurements (Table 3). The
measurements were taken diagonally in the row
direction. All sample pictures were evaluated and some
of them excluded due to inappropriate lightning
conditions (e.g. outshining) and other obvious errors.
The pictures were digitally processed and the mean
value was derived as representative value for the LAI
(Table 3).

5. Final Remarks

In these study the quantitative and qualitative method
to measure surface and vegetation parameters has been
presented acquired on the test site Alling in March and
July 2000. The main scope for the ground
measurements campaigns was the use of the data for the
validation of inversion algorithms (Davidson et al.
2000, Hajnsek et al. 2001, Herold et al. 2001). All
collected field data are included into a substantial digital
database that contain several important measurements of
land surface parameters relevant to the sensitivity of the
radar backscatter. Different methods, specific sampling
schemes and data evaluation methods have been used to
allow accurate and sophisticated description and
acquisition of these parameters.
From the SAR modeling point of view ground

measured data are considered to correspond to the
correct estimates of surface parameters. Even if this is
correct we should point out that ground measured data
containing error as well. These errors are provoked due
to the sampling methods used and allow only an
approximation of the real surface parameters.
Uncertainties often occurring during the measurement
processes or during the post-processing (e.g. digitizing,
laboratory analysis) of the collected data. Accordingly,
all field information data need to be applied and
analyzed with care and the knowledge of the problems
and errors, partially discussed in this paper, should be
addressed in any research involving these data.
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Abstract: The main objective is to assess statistically
the InSAR DEM accuracy with regards to dGPS
elevation. The spatial analysis of the systematic error
demonstrated the need for correction of local trends by
plan equation locally computed. The analysis of the
random error leads to propose a model to predict a priori
the Z error as a function of the relief roughness and the
phase coherence. This serves as an a priori estimation of
the error which can be expected from a given pair of
SAR images in a given region.

Keywords: DEM accuracy, SAR interferometry, ERS,
GPS.

1. INTRODUCTION

SAR interferometric Digital Elevation Model (DEM)
becomes a remote sensing product available off the
shelf. However the absolute accuracy to be expected for
such product remains a main critical issue for the
potential user. Previous experiences [4) have
demonstrated the influence of the slant range and
incident angle accuracies, the baseline and the crossing
angle between the two selected orbits, the topographic
features type, and the InSAR techniques. However, the
quality of the interferometric phase also varies with the
land cover type, the atmospheric conditions (wind,
rainfall event, etc), and some other surface parameters
(moisture, etc).

Indeed the accuracy assessment of a DEM requires the
estimate of the errors in planimetry (X,Y) and in
altimetry (Z). Of course these are interrelated but must
be analysed separately based on a representative set of
samples. Three specific issues must be taken into
account for InSAR DEM assessment. (i) The X,Y,Z
errors depend on the relief type due to the SAR signal
nature. (ii) The Z error estimation requires the
correction of the X,Y planimetric errors. (iii) The X,Y
error estimation is only feasible for clearly visible
features. Such a dedicated sampling and statistical
analysis strategies have been developed for the DEM
quality control. This research also aims to propose a

Proc. 3'" lntenuuionul Srn11>osi11111.'Rctricvul o/l!w- and Geophvsical 1'1JJWl/1'/ers/ro111S,.\R DllW for Land A/>/>l1rntio11.1·. Sheflield. UK.
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method to provide a priori accuracy information about
the DEM to be derived by InSAR techniques from a
given image pairs. The study was completed with the
support of the Region Wallonne for the Centre Spatial
de Liege and with their close collaboration.

2. DATA SET

An unique reference data set has been collected and
compiled to achieve the experiment. The study area
covers the Ardennes region characterised by a hilly
relief in the South-Esat of Belgium. Typical InSAR
OEM's were produced by the Centre Spatial de Liege
from the ascending images acquired on the l41h and 151h

April 1996 during the ERS-1/2 Tandem phase (quadrant
999, orbit 24838 (El) and orbit 5208 (E2)). The altitude
ambiguity is I70 m. Phase coherence and PR! images
were also made available for the study. In this region
the planimetric reference is a 1-m digital orthophoto
mosaic acquired in I995 for the whole study area.

Three sources of information are combined for the Z
error estimation. A 1 :50,000 contour-derived DEM
covers the whole country with the following technical
specification : a confidence interval varying between 3.8
to 10.2 meters for a 90% probability [IO]. A grid­
derived DEM produced by automatic photogrammetric
restitution provides the top surface elevation every 40 m
along a systematic grid sampling. This elevation
corresponds to the top of the land cover, i.e. the top of
the forest canopy, the building roof, etc. The two latter
sources were delivered by the National Geographic
Institute of Belgium. The third one consists of a
dedicated set of 320 points distributed over the study
area and which can be precisely located on the
orthophoto mosaic and on the coherence or the PR!
images. The X,Y,Z coordinates of these points were
measured by dGPS using a TRIMBLE ProXR receiver
and a dedicated TRIMBLE base station. The differential
correction is applied in post-processing to reduce the
impact of the differential age of the correction factor
and insures an error inferior to I m all over the study
area.
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3. METHODOLOGY

The overall approach relies on two main factors
influencing the DEM accuracy : the relief type and the
coherence level. These variables have been selected
because they can be a priori known before the DEM
generation. The sampling strategy of the reference
points was therefore stratified according to both criteria.
The selected topographic variable is the local roughness
measured by the local standard deviation of the
elevation computed within a moving window of 1 km2.

The phase coherence image is directly derived from the
SAR images pair.

Four zones characterized by contrasted conditions with
regards to the topographic roughness and the coherence
level have been selected. Each zone corresponding to 4
1:25,000 map sheets covers 320 km2 (figure 1). A set
of 80 reference points were measured by dGPS in each
zone. These points fulfilled the following conditions :
(i) these are landmarks clearly identified on the
coherence or PRI images, (ii) their spatial distribution is
as uniform as possible, (iii) they lie 40 m away from any
forest or building, (iv) the dGPS coordinates are
averaged from 90 measurements using the ClA code
received from at least 5 satellites with a Position
Dilution of Precision (PDOP) inferior to 4.

Figure 1 : Selection of the four zones A (high
roughness - low coherence), B (high roughness -
high coherence), C (low roughness - low coherence)
and D (low roughness - high coherence) within the
SAR scene.

Once the dGPS reference points campaign is validated,
the statistical analysis address successively three
objectives : the planimetric accuracy assessment, the
elevation accuracy assessment and the prediction model
development. The systematic and random components
of the elevation error are separately investigated. The
statistical approach is based on the residues distribution
analysis with regards to the proposed stratification
criteria and on multivariate methods.

4. RESULTS

4.1. Validation of the dGPS campaign
The comparison between the best available DEM
derived from digital photogrammetry and the dGPS
points (figure 2) allows to carefully validate the
reference data set of this experiment. Regression
analysis between the NGI elevation and the dGPS
elevation for each zone shown no significant influence
of the zone to the dGPS elevation accuracy. While all
the coefficient of determination are above 0,99, the NGI
DEM seems to slightly overestimate the elevation (Root
Mean Squared Error (RMSE) between 1.6 to 2.4 m).
These values match the technical specifications
announced by the NGI.

Figure 2 : NGI 1:50,000 DEM and spatial
distribution of the dGPS reference points located
throughout the 4 zones.

4.2. Planimetric accuracy assessment
The first DEM produced with 40-m grid cells could not
be geometrically rectified because of the lack of
accurate control point to select. Module images have
then been generated at 16 m resolution to make a color
composite combining both images and the average of
both. Finally 5 control points have been simultaneously
identified on the SAR color composite and on the 1-m
orthophoto mosaic. A first order polynomial function
was computed and applied with a RMSE of 0.93 pixel,
i.e. 14.88 m. Such a planimetric accuracy is quite
compatible with the precaution taken for the dGPS
reference points selection, i.e. area as flat as possible 40
m away from any object.



4.3. Elevation accuracy assessment
The elevation Z111sARestimated by interferometry is the
sum of the real elevation Zreal and two different error
component, namely the bias b and the random error E :

zlnSAR (x, y) = zreal (x, y) + b(x,y) +E(x, y)

Analysis of the systematic error in InSAR DEM

The comparison between the I :50,000 DEM and the
InSAR DEM highlights a bias which could be expressed
as plan equation :

The next step is to estimate the parameters of this
systematic error plan based on the reference set of dGPS
points. Assuming zdGPS equal to Zrea/ the difference
between the Z1nSAR and zdGPS has been computed for the
320 points and the plan parameters estimated by the
least squared method. The Z1nsAR elevation is then
corrected for its systematic error b thanks to this plan
equation. Once the error component removed and three
outliers eliminated the Z111sARRMSE reaches 15.5m.

The remaining difference observed between the adjusted
Z1nSAR and the zdGPS is systematically investigated for
each zone. The analysis of the distribution of these
residues highlights different bias according to the zone
and the altitude. As shown in the figure 3 there is a
negative bias for the high altitude in zone A while zone
C shows similar bias for the low altitude and zone B a
positive bias.
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Figure 3 : Residues between the Z1nsAR corrected by a
single plan and the ZdcPs plotted per zone and per
altitude.

These trends appear to be spatially distributed on the
figure 4. A regression analysis of the residues as a
function of the longitude and the latitude for each zone
demonstrates the existence and the need of four
different error plans instead of a single one for the
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whole scene. Further examination would probably allow
to relate these error plans to the phase unwrapping
procedure and more specifically to the way this
manages the fringe discontinuities.
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Figure 4 : Four different 3-D views of the same
spatial distribution of the residues between the Z1nsAR
corrected by a single plan and the ZdcPs •

As explained previously for a single plan the plan
parameters have been recomputed per zone from the
dGPS reference points and applied to adjust the Z1nsAR .
This adjusted Z111sARdoes no longer show any bias as
clearly illustrated in the figure 5. However the
dispersion of the residues appears to be different from
one zone to an other. However no additional systematic
trend was found neither by visual examination neither
by statistical exploration. From these results it can be
concluded that the size of these zones allow to fit a local
plan to remove the systematic error unlike the level of
the whole scene.
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Figure 5 : Residues between the Z1nsAR corrected by
four different plans (one different for each zone) and
the ZdcPs plotted per zone and per altitude.
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Analysis of the random error in lnSAR DEM

The causes of the random error distributions may be
investigated thanks to the stratification of the reference
sampling. As plotted in the figure 5 the dispersion of
the difference between the adjusted Z1nSAR and the zdGPS
is twice larger for the zone A and B compared to D. The
respective RMSE are reported in the table 1. The
confidence interval for the standard deviation of the
error on Z is estimated for each zone by the square root
of the confidence interval for the variance of random
gaussian variable. Figure 6 shows the decrease of this
confidence interval from the zone A to zone D. The
constrated results obtained for the difference zones call
for further investigation of the role of the stratification
variables to the random error distribution.

Estimation of

Zone Coherence Roughness the error
standard

deviation (m)

A Low High 15.5

B High High 12.0

c Low Low 8.1

D High Low 6.8

Table 1 : Estimation of the error standard deviation
for each zone.

", (m)

c
t 10

0

0

0

0

Figure 6 : Confidence interval of the error standard
deviation of Z for each zone.

4.4. Prediction model

The InSAR coherence and the topographic roughness
variables have been respectively recoded in four

intervals. While the previous analysis proceed by zone
the investigation at this stage focuses at the pixel level.
As these variables are in a raster format a coherence
interval and a roughness interval have been affected to
each dGPS reference point based on its geographic
position and independently to the zone it belongs to.
The different combination of the coherence and the
roughness intervals made 16 different classes. The
frequency of points corresponding to each class remains
relatively high as reported at the table 2. The standard­
deviation of the difference between the adjusted Z1nsAR

and the ZdaPs is computed for each class. As show in
the figure 7 the coherence and the topographic
roughness respectively influence the elevation accuracy.
The two variables appear independent but linearly
cumulative.

Roughness
Points I 2 3 4

(0-10) (10-20) (20-30) (>30)

I
18 31 16 9

(<0.65)

2
II 12 16 7

(0.65- 0.70)
Coherence

3
24 33 20 9

(0.70-0.75)

4
40 42 15 13

(>0.75)

Table 2 : Number of dGPS reference points
belonging to each class based on the coherence and
roughness combination. The interval values for these
two variables are indicated between brackets.

Figure 7 : Errors computed per class from the dGPS
data set and plotted as a function of the coherence
and the roughness.



These results can be smoothed by a multivariate
regression in order to propose a prediction model of the
adjusted Z1nsAR error as a function of the roughness and
the coherence observed for a given location. The
predicted standard deviation Spred of the ZinSAR error can
then be a priori estimated for each grid cell by :

S pred =25.34-23.6*Coh+0.12 =Rough

These results indicate that the standard deviation of the
error may be inferior to 5 m in favourable conditions,
i.e. coherence higher than 0.75 and roughness below 10.
At the opposite the error may have a standard deviation
higher than 15 min bad situations, i.e. coherence lower
than 0.65 and roughness higher than 30 (figure 8).

Figure 8 : Errors predicted by the regression model
based on the coherence and the roughness.

Based on this model a map of the predicted error is
produced (figure 9). The RMSE average value for the
whole scene is 11.44 (mean error equal to 11.24 m).
This average includes the very noisy lines where the
error is abnormally high. Of course this accuracy can be
reached thanks to the computation of local plan for the
systematic error correction.

Figure 9 : Map of the predicted error by the
roughness - coherence model for the whole study
area.
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5. CONCLUSIONS

This statistical investigation of the InSAR DEM
planimetric and altimetric accuracies leads to some
useful conclusions. While 40-m grid cell is a suitable
resolution for a DEM, such a resolution did not allow to
rectify or georeference it precisely. Higher spatial
resolution of SAR composite is required to select a good
set of GCP's and obtain a planimetric accuracy lower
than 1 pixel. It must also be noticed that the spatial
resolution increase is associated with a non-linear
increase of the noise for the Z estimation. The
calibration of the elevation values through a single plan
to remove the systematic error appears to be a very
coarse solution. Indeed local trends observed at the zone
level, i.e. 320 km, can easily be taken into account to
increase the RMSE values from 15.5m to 11m. Further
investigations are required to identify the technical
reasons of these local trends and to adjust the zone size
for local modelling accordingly. Least but not last, the
analysis of the random error component demonstrates
their strong relationships with the roughness of the
topography and the InSAR phase coherence both at the
zone and at the pixel levels. Therefore the concept of a
priori prediction model of the standard deviation error
has been proposed based on these two variables
available before the DEM generation. This model has
been successfully computed for the study area and
allows to predict the elevation error for any given pixel
of the scene. Such promising results call for additional
experiment to repeat the approach in other
environments. This would allow to confirm the
feasibility of the a priori prediction of the error expected
for a DEM to be generated from a given images pairs in
a given area. Such a priori information is of great
interest for any potential InSAR DEM users.
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ABSTRACT

This paper describes ground and radar measurements
collected on wheat fields over the Matera site in Italy
during the 2001 growing season. The objective of the
paper is twofold. Firstly to investigate the relationship
between the C-band backscatter with wheat biomass and
with the underlying soil moisture content. Secondly to
provide well documented data in order to validate
electromagnetic scattering models for cereal crops.
From March to June 2001 six ERS-2 overpasses of the
site have been acquired. In addition, eight C-band
ground-based scatterometer acquisitions, at HH and VV
polarisation, with incidence angles ranging between 23°
and 60° have been achieved. Coinciding with ERS-2
and scatterometer acquisitions ground data in terms of
soil moisture, wheat biomass and canopy structure have
been collected. This paper describes the experiments
and presents the first data analysis.

INTRODUCTION

Electromagnetic (em.) scattering from wheat fields has
attracted remarkable interest in the microwave remote
sensing community since many years [Le Toan et al.
1984; Ulaby et al., 1985; Ferrazzoli et al., 1994]. This is
an important topic both from a scientific and an
application point of view. The scientific interest arises
from the complex nature of the interaction between em.
waves and wheat canopy. At the same time, the
possibility of retrieving wheat biomass and soil
moisture content from radar data is of considerable
importance for agronomic applications.
However, in spite of recent progress in modelling
scattering from wheat or grass-like canopies [Stiles and
Sarabandi, 2000a; Picard et al., 2001] theoretical
predictions are far from being fully validated and open
questions still remain. In addition, in order to assess the
use of simple empirical approaches to retrieve wheat
biomass, radar and ground data acquired over the
complete range of growing conditions are necessary.

In this context, the objectives of this paper are to:
• experimentally investigate the relationship between

both sub canopy soil moisture content and wheat
biomass and C-band radar backscatter at HH or VV
polarisation and at different incidence angles;

• provide well documented radar and ground data for
validation of theoretical direct models.

To achieve these objectives an experiment has been
carried out at the Matera test site in Italy from March to
June 2001. Radar and ground data have been acquired
over 4 different wheat fields during the growing season.
Radar data consist of both ERS-2 data and C-band
scatterometer measurements at different incidence
angles and polarisations. Ground data include fresh
biomass and canopy structure measurements as well as
sub canopy soil moisture content and surface roughness.
In the next section, the overall experiment is briefly
described. Then the ground data as well as the
methodology used are summarised. Subsequently the
sensitivity of scatterometer and ERS-2 data to relevant
ground parameters is illustrated. Finally some
conclusions are given.

MEASUREMENT CAMPAIGN

The selected site is an area close to Matera (Italy)
(Fig. I). This is a predominantly agricultural area mainly
devoted to wheat cultivation. The topography of the

Fig. 1 Matera in the Basilicata region

Proc. 3"1 lnternational Symposium. 'Retrieval ofBio- and Geophvsical Parametersfrom SAR Datafor Land Applications', Sheffield, UK,
11-J.I Sep/ember 2001 (ESA SP-./75. Iunuarv 2002)
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area is characterised by undulating hills alternating with
relatively flat stretches of land lying within the valleys.
Four wheat fields, identified as field 1, 2, 3 and 4, have
been selected over a flat area called Rondinelle. Fields
1, 2 and 3 range between three and ten hectares, field 4
is smaller than one hectare. According to the local crop
management scheduling, durum wheat (i.e. Triticum
durum Desf.) is usually sown at the end of December. In
fact, a temporal shift of approximately twenty days
occurred between the sowing period of field 2 with
respect to fields 1, 3 and 4. Normally wheat reaches its
full growth at mid May and is harvested approximately
at mid June depending on weather conditions. From
March to June 2001 eight ground and scatterometer
measurements have been carried out over field 4. In
addition, ground measurements over fields 1, 2 and 3
have been conducted during six ERS-2 overpasses.
Table 1 summarises the dates for which ground and
radar data (i.e. scatterometer and/or ERS-2) have been
acquired.

Date Sensor ERS-2 ERS-2 Ground
orbit track measur.

(fields)
08/03 Scatt. 4
16/03 ERS-2 30866 451 1&2&3

&Scatt. & 4
04/04 ERS-2 31138 222 1&2&3

& Scatt. & 4
20/04 ERS-2 31367 451 1&2&3

&Scatt. & 4
04/05 Scatt. 4
09105 ERS-2 31639 222 1&2&3

&Scatt. & 4
24/05 Scatt. 4
25105 ERS-2 31868 451 1&2&3
13/06 ERS-2 32140 222 1&2&3

&Scatt. & 4

Table 1 Dates for which radar and ground data are
available

GROUND DATA

The collected data include: wheat phenological stage,
wheat biomass (i.e. fresh weight of wheat/nr' separated
into weight of stems, leaves and ears); canopy structure
(i.e. geometric description of canopy) and soil
measurements (i.e soil roughness and soil moisture
content as well as soil texture). Table 2 lists the
achieved ground data. Soil roughness profiles have been
acquired only once during the first ground campaign
(i.e. on March 8) when wheat was at a very early stage.
A 4m long needle-like profiler was exploited to measure
soil roughness along directions parallel, perpendicular
and at 45° with respect to the row directions. Soil
moisture content for each field has been measured using
the gravimetric method. Over the area, the typical
volumetric soil moisture content is between 25 and 15%
in March-April, whereas in May-June it may range
between 15 and 5%. However, due to a few days of
continuous raining, the maximum soil moisture value
(i.e. 27-30%) was reached on May 9. Consequently,

between May 4 and 9 there was a difference of
approximately 15-20% in the volumetric soil moisture
content of the area.
The majority of ground measurements have been carried
out on site within three hours from ERS-2 overpasses
and during the scatterometer acquisitions. Typically, for
each field, ground data have been collected at three
different locations.

Canopy structure measurements

Plantdensity(plant/m -)
Rowspacing
Stems/plant
Leaves/stem
Stemdiameter
Stemlength
Liguleposition
Leaveshape
Leave thickness

Flag leafgeometry:
Shape/inclination/curvature
hfwidth/thickness

Ears:
length/width/thickness

Agronomic measurements

wet/dry weightof stems/m '
wet/dryweightof leaves/m '
wet/dryweightof ears/m -

Soil measurements

4m longroughnessprofile
soilmoisturecontentat 0.05mdepth

Table 2 Ground data acquired during the experiment

For each location, a whole set of ground data has been
acquired. 30 measurements of plant geometry (i.e. stem
height and orientation; flag leaf length, width and
inclination; ear length, width and thickness, etc.) have
been carried out on site. In addition, either 1 or 0.5m
(depending on the wheat growing stage) of plants along
the row direction has been collected, separated into
stems, leaves and ears, and then weighted, within l-2h,
to obtain the fresh wheat biomass. The stems density
(i.e. number of shoots/rrr') was estimated too. Its mean
value was approximately 400 shoots/m2 with a
maximum spread of ±200 shoots/m'. Besides, a second
set of plants (i.e. typically 15) has been collected in
order to characterise the finer geometrical details (i.e.
stems radius at different heights, leaves thickness, etc.)
in laboratory. The components of these plants have been
scanned to permit an accurate characterisation of shapes
of stems, leaves and ears. Wheat water content has been
separately measured for stems, leaves and ears by
drying the collected samples in an oven at 72° for 24h.
As an example, Figures 2 and 3 show the stems height
and the total fresh wheat biomass measured during the
campaign, respectively. As can be seen, there is a
significant variability in the wheat variables collected



over different fields, i.e. plant height in March-April
and wheat biomass in April and May.
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Fig.3 Measured fresh wheat biomass

This is partly due to soil variability and partly to
differences in crop management of fields. For instance,
field 2 has been fertilised with nitrogen and weed­
controlled whereas fields 1, 3 and 4 have not been
treated. These differences produce a significant
variability between the canopy parameters of different
wheat fields.

SCATTEROMETER DATA

The scatterometer sensor employed in this experiment
has been realised and run by the team of the University
of Bari [Sabatelli et al., 1999]. The sensor is a C-band
FM-CW radar which can measure backscattering
coefficient between + lOdB and -40dB, for target
distances between 10 and 60m and for incidence angles
ranging between 10° and 60°. A dedicated software
allows the sensor control, data processing and
displaying. Table 3 summarises the main sensor
specifications.
During the experiment, the sensor has been mounted on
a truck platform at 15m from ground (Fig.4).
Measurements at HH and VV polarisation for an
incidence angle ranging between 23° and 60° have been
carried out.
For each incidence angle, 36 independent samples were
acquired by azimuthally rotating the platform.
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Parameter Value
Center 5.3 GHz

frequency
Instrument Linear FM-CWradar
model

Modulation 300 MHz
band

Modulation Triangular (60Hz)
signal

Antenna type Hom antenna
Antenna 6.4°

bearnwidth
Antenna zain 15dB
Polarisation VY, VH,HY, HH

modes
Range 0.65m

resolution
Calibration Internal (delay line)

External (comer
reflector)

Measurement ±!dB
error

Table 3 Scatterometer specifications

External calibration using a trihedral corner reflector
has been performed for each incidence angle at the
beginning and at the end of the acquisition.
Due to the acquisition geometry, the angle between
range and wheat row direction is not constant during
each acquisition (it approximately ranges between 20°
and 160°). However, a recent study [Stiles et al., 2000b]
has shown that at C-band the effect of wheat row
direction on backscattering coefficient is not very
important.

Subsequently the independent samples have been
calibrated and then averaged in order to estimate the
backscattering coefficient.
Figure 5 shows the backscattering coefficient as a
function of the incidence angle for two different
acquisition dates (i.e. April 4 and May 24) at VV
polarisation. During the first acquisition wheat was at
the booting stage, whereas during the second
acquisition, wheat was at the ripening stage. Trends
similar to those shown in Figure 5 have already been
observed and interpreted [Stiles et al., 2000b; Quegan et
al., 2001]. In this respect, it is worth mentioning that the
main scattering mechanisms for wheat fields consist of
direct scattering from soil, direct scattering from canopy
and double bounce canopy-soil [Picard, 2001]. In
addition, VV polarised incidence waves interact much
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more with the canopy than HH polarised waves. This is
due to the canopy symmetry, which is determined by
vertical stems. At C-band, the relative importance of
these mechanisms depends on the wheat stage and on
the incidence angle/polarisation. When wheat is at an
early stage (i.e. on April 4), the main backscatter
contribution comes from soil regardless of incidence
angle. Consequently the backscatter monotonically
decreases as a function of incidence angle. On the
contrary, for fully developed wheat the predominant
scattering mechanism depends on the incidence angle.
At small incidence, the soil (i.e. direct and double
bounce) is still the predominant mechanism. At higher
incidence angles, the soil contribution is considerably
attenuated (i.e. the wave travels through a thicker
canopy layer). Consequently, the scattering from the
canopy becomes dominant. This happens around 40°
incidence then, from there the backscatter increases.

W polarization

-7

-8

al_;:~'" ---+---24/05

:s. \ "
0 -11

--II- 04/04

-12

-13

-14
23 30 40 50 60

incidence angle (deg.)

Fig. 5 Backscattering coefficient, at VV polarisation, as
a function of the incidence angle for two different dates.

An interesting question under discussion is the
sensitivity of radar backscatter to soil moisture content
as a function of incidence angle, polarisation, wheat
growth stage and soil moisture. In our experiment,
ground and radar measurements were carried out during
two close dates, namely May 5 and 9. Between these
two campaigns there was a heavy rain. Consequently a
difference in soil moisture content around 15-20% was
measured on field 4. Since all the other parameters were
considered to have small change at field 4 between
these two close dates, the sensitivity of radar backscatter
to soil moisture content in medium-wet conditions can
be studied. Fig. 6 displays the HH and VV backscatter
for both dates.
As can be seen, at small incidence angles, where the soil
contribution is expected to be dominant, there is a
significant difference between the backscatter of the two
dates. This difference is higher at HH than at VV
polarisation. At higher incidence (i.e. 40° for HH and
40°-50° for VV), this difference tends to decrease and it
is again quite significant at 60°.

l'ileat sensitivity to soil moisture content

:E-2
-4

iii' -6.
:!'!.

-8
-10
-12
-14
-16

23

-+-pol. W, 04/05
···•· ··pol. HH,04/05
___..._pol. W, 09105
···• ···pol. HH,09/05

30 40 50 60

incidence angle (deg.)

Fig.6 Backscattering coefficient, at VV and HH
polarisations, as a function of incidence angle for two
different dates

While the trends between 20° and 50° are similar to
other results obtained by indoor measurements [Quegan
et al., 2001], the behaviour at 60° incidence has not yet
been observed and modelling is required to assess its
origin. To further assess the backscatter sensitivity to
soil moisture content, Figure 7 shows the backscatter at
HH and VV polarisation versus the soil moisture
content for all the acquisitions and at 23° incidence. The
figure indicates that:
• at HH polarisation, there is a good correlation

between the radar backscatter and the soil moisture,
meaning that the backscatter results mainly from
the soil contribution and is moderately affected by
vegetation through the whole growing season;

• at VV polarisation, although the soil contribution is
still dominant, the effect of vegetation is to
significantly modulate the backscatter level as a
function of wheat growing stage. Consequently, the
radar sensitivity to soil parameters is masked by
changes in the canopy parameters.

According to these results, a C-band radar configuration
at HH polarisation and small incidence angles, may
have a good potential to monitor soil moisture changes
in presence of wheat canopy. However, it should be
emphasised that these multi-temporal data concern
backscatter from a single field. To assess the potential
of such a configuration for monitoring soil moisture
over larger areas, the backscatter sensitivity to soil
moisture content should be studied under different field
conditions (i.e. differences in plant density, species, soil
roughness).
Finally, Figures 8 and 9 illustrate the HH and VV
backscatter sensitivity to total above ground wheat
biomass for 23° and 40° incidence, respectively. At 23°
incidence, the HH backscatter is dominated by soil
moisture changes rather than by biomass changes. On
the contrary, VV polarisation shows quite a clear
decreasing trend as a function of increasing wheat
biomass.
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However, abrupt changes in soil moisture content can
significantly disturb this trend as it is the case for data
collected on May 9 (i.e. the wettest day).
At 40° incidence, while the VV backscatter has a small
dynamic range (then losing sensitivity both to biomass
and soil moisture content), the HH backscatter shows a
certain sensitivity to biomass. Again, in this case the
robustness of the trend should be assessed versus
different soil roughness conditions.

ERS-2 SAR DATA

The ERS-2 SAR images exploited in the study consist
of six standard ESA PRI products. All the images were
acquired for descending orbits and along two adjacent
tracks. In effect, the selected area is at the intersection
between two ERS-2 swaths (i.e. the wheat fields were
imaged under two slightly different local incidence
angles) and for this reason an interval of approximately
20 days between two consecutive acquisitions has been
obtained. Data were calibrated and co-registered using
the ESA TOOLBOX software package. For each field
the number of pixels averaged to calculate the cr0 ranged
between 100 and 400.
Figure IO shows the cr0 ERS-2 SAR data versus the
acquisition dates. This is a typical trend for wheat
scattering at C-band, VV polarisation and 23° incidence
[Cookmartin et el., 2001]. The decreasing of cr0 level as
a function of wheat growing stage is due to the fact that
the prevalent effect of canopy is to absorb rather than
scatter the em. radiation [Picard, 2001]. However, just
before harvesting (i.e. on June 13) the canopy becomes
almost "transparent" to the impinging em. waves and
consequently the backscatter response is not any more
attenuated by the canopy layer. It is worth mentioning
that this general trend is significantly affected by soil
moisture changes (see the difference between May 9
and 25).

ERS-2 SAR data
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Fig. IO Backscattering coefficient, at VV polarisation
and 23° of incidence, as a function of ERS-2 acquisition
dates
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In Figure 11, the VV backscatter at 23° incidence versus
wheat biomass is shown. Both scatterometer and ERS-2
SAR data are included in the graph. As can be seen,
there is an overall decreasing of backscatter as a
function of biomass increasing. However, a large spread
for the same biomass values is also present. This is due
to differences in the canopy development and in the soil
surface conditions between fields. This large spread
makes extremely difficult any empirical algorithm of
wheat biomass retrieval.

ERS-2 SAR & Scatt. data

-2

-4
I+

-6

ii] -8
~
'6 -10

-12

-14

-16
0

. ······················ 1

---~=JI. -- '
- -. • -- ----1-~·__,.... ~.• - I

-· • ------1
• • .. I

• -- ------j
I

:+Scatter. 1

LlllERS-2 SAR I

2 3 4 5

biomass (kg/m2)

Fig. 11 Backscattering coefficient, at VV polarisation
and 23° of incidence, as a function of total fresh
biomass

CONCLUSIONS

The paper describes radar and ground measurements
carried out on 4 wheat fields over the Matera test site
during the 2001 growing season. The data set includes
multi-temporal scatterometer measurements at different
incidence angles and at VV and HH polarisations over
the same wheat field. In addition, ERS-2 SAR data from
March to June 2001 over 3 different fields have been
acquired. The sensitivity of radar backscatter to sub
canopy soil moisture and to fresh wheat biomass has
been experimentally investigated as a function of the
incidence angle and polarisation. Our findings show a
good sensitivity of HH backscatter to soil moisture
conditions beneath the canopy for small incidence
angles. Conversely, backscatter at VV polarisation has
been found most sensitive to wheat biomass for small
incidence angles. However, it is worth mentioning that
ERS-2 SAR data have demonstrated that the cr0 values
for the same wheat biomass suffer from a large spread
due to the variability of canopy biomass and structure as
well as of surface conditions.
Future work will be dedicated to investigate the
possibility of quantitatively retrieve sub canopy soil
moisture from SAR data.
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Abstract: This paper presents the first results of a study
investigating the impact of plant surface wetness on
thematic SAR data analysis. The investigations are based
on SAR data recorded on two days at different times and
extensive field measurements of plant parameters and
microclimatological data acquired during the data take.
The results show an influence of surface wetness on
classification accuracy depending on the amount of water
on the plants and the used radar bands and geometrical
resolutions. Generally, the classification accuracy increases
with decreased amount of free plant surface water.
Further investigations within the TerraDew-Project will
investigate the influence of plant water content and soil
moisture as well with polarimetric SAR data analysis of
scattering mechanisms in the canopy.

INTRODUCTION

Radar backscatter signals from land surfaces are
influenced by geometric and dielectric properties of the
observed objects on the ground. Diurnal variations of
surface wetness, that is plant surface wetness caused by
dew, guttation or interception as well as plant water
content and soil moisture, can result in different radar
backscatter signals from the same area.
A number of studies describe an increase in radar
backscattering while water is present on plant surfaces.
A varying influence with frequency, polarization and
plant structure is reported with a maximum backscatter
difference of 2-4 dB for X- and C-band [l, 2, 3].
Weather effects on interferometric SAR data have a
negative effect because of decreasing the coherence 14].
Impacts on thematic SAR data analysis caused by
surface wetness on plant surfaces are also found in some
studies [5, 6, 7, 8]. But altogether until today there are
only a few studies published on these phenomena and
" ... it is impossible to reach a general conclusion on the
effects of dew on sigma naught. [9]"
This study presents the first results of an investigation
on the impact of plant surface wetness on thematic SAR
data analysis. It is part of the TerraDew-Project, funded
by the German Ministry of Research and Education
(BMBF Project-ID 50EE0035), which investigates the
influence of surface wetness on radar backscatter with
respect to frequency, polarization and land cover type.
A quantification of dew amount and a model to describe
these effects will be acquired. The results of the Terra
Dew Project will contribute to an increased

understanding of phenomena in SAR image data
affected by plant and surface wetness and are of great
importance to future space borne missions, especially
for parameterization of the planned TerraSAR satellite.

STUDY AREA

The study area "Alling" covers an area of about 3x3 km
and is located 30 km southwest of Munich (Fig. l). It is
a roughly flat terrain on a fluvial terrace with a moraine
in the northern part. South of the moraine there is an
area with a high ground water level which is mainly
used as grassland.

Fig. I: Study area
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The study area represents a rural landscape with
primarily agricultural land use. The main crop types,
cultivated on relatively small fields, are grain (barley,
wheat, rye, oat), maize, potatoes, rapeseed and sugar
peas.

FIELD DATA

The investigations are based on a field campaign carried
out on Wednesday, the 14thand on Friday, the 16thJune
2000. SAR image data were obtained with the E-SAR
system operated by the German Aerospace Center
(DLR) in Oberpfaffenhofen. Images were taken on both
days at 6 a.m., 9 a.m. and 12 a.m. Altogether 6 datasets
comprising of 3 radar bands at different polarizations
were recorded. Table 1 shows the features of the SAR
images acquired. The SAR data were pre-processed at
the German Aerospace Center, which included motion
compensation, processing of raw data, radiometric
calibration, generation of ground range images,
multilook processing and geometric correction. The E­
SAR images then were resampled to a pixel size of 1m.
To examine possible impacts of surface wetness on
SAR image data, as they will be received from the
future TerraSAR satellite with an expected pixel size of
4 m, E-SAR data were used as input for a simulation
algorithm.

Table I: SAR image data specifications

x c L
Polarizations hh,vv vh, VY hh,hv,vv
Frequency I 9.6 GHz 5.3 GHz 1.3GHz
Wavelength 3.1 cm 5.7 cm 23.08 cm
Looks 4 4 4
TerraSAR Simulations are available only at X- and L-band

After the calculation of the radar brightness ~0 and the
radar backscattering coefficient cr0 a first view on the
data showed, that the speckle noise in the images had to
be reduced. For that purpose a GammaMAP filter with a
filter kernel of 5 by 5 pixels was applied.
During the flight campaign extensive field data were
obtained. Records of land use, vegetation type,
vegetation height and density, biomass (wet and dry),
LAI, fractal cover, soil moisture (TDR measurements
and samples), micro-climatologic data (air temperature,
dew point, precipitation, humidity, incoming and
reflected radiation, wind speed and direction) and visual
dew descriptions are available.
Based on the land use mapping a digital map with all
the information gathered during the field campaign was
generated and served as a basis for further classification.

DAT A ANALYSIS

The classification scheme as showed in Fig. 2 was
developed and applied on all record times. For a first
analysis of the information content, SAR image data
were processed with an unsupervised classification
using isodata clustering. The separation of the classes

"settlement/forest" and "shadow/water" was done only
once using all 7 possible bands/polarizations. Only
pixels assigned to the class "agricultural fields" were
topic of further examination.

Fig. 2: Classification scheme
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Using the digital land use map test sites for all land use
categories found in the study area were selected. For
investigation of the impact of surface wetness on
thematic radar analysis, possible radar bands of the
coming TerraSAR satellite proposed with X- and L­
band, were used for classification. After comparing
backscattering characteristics and evaluating the
separability of different classes types, 5 classes were
formed as input for X-band classification and 6 classes
for X + L-band classification (Tab.2).

Tab.2: Classes usedfor supervised classification

I IX+ L band Ix band I
Class I clover oats
Class 2 rye (ripe), winter barley, rye, summer barley,

grassland wheat
Class 3 rye, summer barley, rye (ripe), winter

wheat barley, grassland
Class 4 oats sugar pea, clover
Class 5 sugar peas maize, potatoes,

rapeseed
Class 6 maize, potatoes,

rapeseed
Due to different levels of ripeness rye was split into two classes

All fields not used as test sites were selected as training
sites. They were taken to form a classification error
matrix to compute the producers and users accuracy. At
the end the weighted overall accuracy was calculated
which incorporates the number of pixels in each class.



RESULTS

The field observations and the climatological data show
varying amounts of water on plant surfaces present at
different times. On Wednesday at 6 a.m. the vegetation
reached the full interception holding capacity due to a
heavy rainfall of 24 mm/m2 in the night before. This
intercepted water evaporated during the following hours
so there was fewer water on the plants at 9 a.m. and no
noticeably water present at 12 a.m., the time of the last
data take. A similar trend in surface wetness was also
observable on Friday. Measurements of air temperature
and dew point showed a period of dew formation in the
early morning hours of that day. This little dew layer
evaporated before noon and during the last flight at 12
a.m. the vegetation surfaces were dry. In general it can
be said, that there was a greater amount of water present
during the observation time on the Wednesday than on
the Friday.

The main purpose of this work is not to gain for the best
possible classification result but to use a fixed set of test
sites for every classification procedure. An overview of
the classification results are presented in Figures 3 for
X-band classification and 4 for X+L-band classification.
Both graphs show a similar trend. Those classifications
derived from SAR data recorded in the morning at 6
a.m. show a less accurate classification than those
recordings at 12 a.m. This effect is observable for X­
band as well as for X+L-band classification. Only
TerraSAR X-band classification and E-SAR X+L-band
classification of Friday 12 a.m. are an exception from
this general trend. The biggest difference in overall
accuracy between 6 a.m. and 12 a.m. is found for X­
band classification on Wednesday with 10.7 % for E­
SAR data and 10.4 % for TerraSAR Simulation.
Comparing classification results of X-band
classification and X+L-band classification it can be said
that overall accuracies achieved using two radar bands
are much better than using only X-band. Tables 3 to 6
show the producers and users accuracies for each class.
It is obvious that classifications using E-SAR resolution
agree better with ground truth data than those using
TerraSAR resolution. The change of moisture content
within the canopy has different effects on accuracy of
several classes. The recognition of some classes is
improved by plant surface wetness and in some cases it
is degraded. A good representation is achieved for
cereals at X+L-band classifications and broad leaved
plants like potatoes and maize. Earlier investigations
within the TerraDew-Project by [101 show an increased
radar backscatter when vegetation surfaces are wet after
precipitation or a dew event and decreasing radar
backscatter with evaporation during the morning hours.
It is assumed, that all land surface properties like
vegetation height, plant structure and roughness are
equally the same on both days. The only condition that
has changed during the morning hours is the surface
wetness of plants and plant water content with a larger
amount of water on the plants on Wednesday. It can be
concluded, that the presence of water on plant surfaces
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has a negative effect on thematic SAR data analysis by
decreasing the classification accuracy.

A closer look at the influence of soil moisture and plant
water content as well as the scattering mechanisms
related to these observed phenomena will be the topic of
further research within the TerraDew-Project, which
will also include polarimetric analysis of L-band data.

Fig. 3: Comparison of overall accuracies for X-band
classification
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Tab. 3: ESAR X-band classification: Comparison of
Producers I UsersAccuracy

Date/Time Class 1 Class 2 Class 3 Class 4 Class 5

6/14/2000, 90.7 I 94.5 I 19.9 I 59.2 I 86.1 I
6a.m. 17.7 92.8 81.3 11.7 74.4
6/14/2000, 83.6 I 95.1 I 41.8/ 60.5 I 89.l I
9a.m. 18.1 92.8 90.6 18.3 76.3
6/14/2000, 85.8 I 94.3 I 44.0/ 49.0 I 91.3 I
12a.m. 17.l 92.8 90.1 17.2 76.6
6/16/2000, 84.2 I 91.5 I 57.7 I 54.9 I 91.3/
6a.m. 34.0 84.l 88.5 20.0 88.6
6/16/2000, 89.0 I 91.6 I 60.6 I 54.3 I 90.0 I
9a.m. 34.6 88.l 89.4 18.9 89.4
6/1612000, 82.4 I 92.8 I 60.9 I 49.5 I 86.2 I
12a.m. 31.7 85.8 90.6 18.4 87.0

Tab. 4: TerraSAR-Simulation X-band classification:
Comparison of Producers I UsersAccuracy

Date/Time Class 1 Class 2 Class 3 Class 4 Class 5

6/14/2000, 80.0 I 93.l I 17.0 I 43.3 I 79.3 I
6a.m. 11.6 90.8 79.0 9.7 67.9
6/14/2000, 66.1 I 93.9 I 39.l I 39.6 I 82.8 I
9a.m. 11.5 91.0 86.3 13.7 72.0
6/14/2000, 69.0 I 93.0/ 39.5 I 35.7 I 86.l I
12 a.m. 12.0 90.7 86.5 13.l 72.0
6/1612000, 71.6/ 90.1 I 53.6 I 33.4 I 85.2 I
6a.m. 18.3 80.9 85.6 14.8 84.8
6/16/2000, 76.6 I 89.5 I 57.0 I 36.6 I 83.5 I
9a.m. 19.7 85.4 86.l 15.l 84.0
6/1612000, 69.0 I 90.51 45.41 38.0 I 81.7 I
12a.m. 18.0 82.6 86.2 11.3 82.6

Tab. 5: ESAR X+L-band classification: Comparison of
Producers I UsersAccuracy

Date/ Class 1 Class 2 Class3 Class 4 Class 5 Class 6Time
6/14/2000, 51.2 I 74.1 I 93.9 I 88.7 I 69.2 I 93.8 I
6a.m. 25.3 89.2 95.1 48.8 51.9 84.4
6/14/2000, 54.61 77.6/ 94.2 I 81.8 I 78.5 I 95.3 I
9a.m. 28.5 91.3 95.1 55.6 61.5 84.7
6/14/2000, 49.4 I 77.5 I 92.7 I 87.3 I 70.0 62.5 96.6 I
12 a.m. 24.4 90.2 94.8 50.4 88.4
6/1612000, 52.6 I 79.2 I 92.7 I 83.3 I 58.6 I 97.l /
6a.m. 33.2 91.1 90.3 67.6 37.4 89.9
6/16/2000, 51.0 I 80.4/ 91.8/ 84.5 I 69.l I 96.l I
9a.m. 27.5 90.2 91.8 77.2 44.4 91.9
6/1612000, 49.3 I 77.9/ 93.9 I 81.8 I 62.5 I 95.8 I 9112a.m. 31.8 91.8 88.l 70.0 34.0

Tab. 6: TerraSAR X+L-band classification:
Comparison of Producers I UsersAccuracy

Date/ Class 1 Class 2 Class 3 Class4 Class 5 Class 6Time
6/14/2000, 46.7 I 54.9 I 91.9/ 69.2 I 47.4 I 91.6 I
6a.m. 17.9 86.2 93.l 20.0 19.0 79.3
6/14/2000, 44.0 I 52.7 I 94.1 I 53.3 I 61.4 I 86.9 I
9a.m. 18.1 87.7 92.2 15.8 14.3 82.7
6/14/2000, 43.5 I 60.8 I 92.0 I 67.3 I 54.9 I 94.0/
12 a.m. 19.2 88.2 92.1 24.0 19.4 84.1
6/16/2000, 54.4 I 59.9 I 86.7 I 61.5 I 56.7 I 94.5 I
6a.m. 27.1 84.4 81.9 35.6 15.6 88.2
6/16/2000, 43.6 I 55.9 I 92.8 I 66.01 41.2 I 89.2 I
9a.m. 12.4 88.3 81.9 40.l 19.4 86.3
6/16/2000, 37.4 I 66.3 I 91.0/ 58.2 I 39.1 I 93.8 I
12a.m. 20.8 87.3 85.8 36.3 14.I 86.5

COMPARISON OF PIXEL-BASED AND OBJECT­
ORIENTED CLASSIFCA TIONS

Besides the investigation of possible effects of surface
wetness on thematic SAR image analysis the full E­
SAR dataset, as presented in Table 1 was used to
compare a conventional pixel based maximum
likelihood classification and an object-oriented
classification approach. This new object-oriented
approach is implemented in the software eCognition
(Definiens Imaging GmbH), which will be presented in
brief below.
As a first step image objects are extracted by a
knowledge-free automatic segmentation of the imagery.
The patented segmentation technique of eCognition
creates a hierarchical network of image objects in
different scales, which represents the image information
in different spatial resolutions simultaneously. The
resulting objects are attributed not only with spectral
statistics but also with shape information, relations to
neighbouring objects and texture, which is derived from
the distribution of sub-objects in the hierarchical
network. With this information a fuzzy classification of
the image objects can be performed.
Three different levels of image objects have been
created representing different scales. In level 1 very
small image objects represent buildings or trees. They
are used for subsequent feature extraction. Large objects
on level 3 are classified as settlements if their sub­
objects on level 1 have a high contrast. This feature is a
powerful texture measure provided by the multiscale
approach of eCognition, which makes it possible to
examine texture based on sub-objects. Level 2 is the
main classification level. First, in level 3 classified
settlement objects are transferred to level 2. Secondly, a
fuzzy rule base, using spectral- and shape-information
and class related features, classifies the remaining
objects. In the available high dimensional feature space
grassland and crop types were easier classified using
samples and the Nearest Neighbour classifier than by
describing them with user-defined membership
functions. However, they are used to model local
knowledge for classification refinement. For example



the following assumption: Areas completely or nearly
completely surrounded by a special crop type belong to
this crop type.
Classification accuracies were computed for the results
of both classifiers. The overall accuracy achieved with
the object-oriented classifier is 86,2 % compared to
79,8 % calculated for the pixel-based classifier. It must
be stated, that the object-oriented classification
additional contained the classes forest and settlement.
They were not classified in the pixel-based
classification, but could reliable be distinguished in the
object-oriented approach.
The comparison of accuracies of single classes indicates
similar values for both classifications. Class separability
problems are comparable for both classifications, e.g.
confusion between clover and grassland.
The variability of the backscatter in areas of interest is
very high due to the high resolution and the speckle
noise in the SAR data. This results in a typical "salt and
pepper" classification with the pixel-based approach.
The object-oriented approach shows visually more
homogenous fields, which makes it easier to use the
result in a Geographic Information System (GIS), which
is important for the use of thematical information, e.g.
in maps.
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ABSTRACT
This paper describes a theoretical study on radar
backscatter from a wheat canopy, based on
experimental data. The objective is to interpret C­
hand SAR data provided by ERS, RADARSAT, and
the forthcoming ENVISA T.
In a first step, ERS data and scatterometer data over
the growth season at two test sites are compared
with results of a first order coherent modelling. For
fully-developed wheat canopies, however, this type of
modelling fails to correctly estimate the attenuation
of the incident wave within the canopy, resulting in a
predicted backscattering coefficient one order of
magnitude lower than that observed by the SAR
system. The main reason for these observed
discrepancies between theory and observation is
identified to be the sparse medium assumption in the
original model, an assumption which does not apply
to fully-grown wheat canopies. Accordingly, we
propose higher order modelling based on numerical
solution of multiple scattering Foldy-Lax equation.
The new modelling improves the backscatter
estimate for the both test site.

INTRODUCTION
Since the launch of ERS-1 in 1991, followed by
RADARSAT and ERS-2. several studies have been
conducted to investigate the temporal variation of the
radar backscatter from key crop types, with the aim of
deriving methods and algorithms for crop monitoring,
using the widely available C-band SAR data. While the
temporal behaviour of ERS and RADARSAT
backscatter of crops such as rice[ I], or soybcan[2] has
been analysed and interpreted by theoretical modelling,
attempts to interpret C-hand backscatter temporal
variation of wheat have been only partially successful
[3][4]. Using a second order Radiative Transfer (RT2)
model. the authors found large differences between the
model predictions and measurements, during the fully­
grown stage of wheat. The same problem occurs with
the first order coherent modelling developed at
CESBIO. In general the problem has been attributed to
the overestimation of the attenuation through the
canopy by these models. The attenuation is not only a

critical issue for modelling but also for developing
robust inversion algorithm. It determines the
contribution of the ground and consecutively the
variability of the total backscatter due to soil moisture.
the most rapidly varying parameter. The interest in
evaluating correctly attenuation and backscattering
coefficient leads us to consider higher order modelling.
The aim in developing more accurate but complex
modelling is to determine the validity domain of
simpler (e.g. first order) modelling. In this paper the
modelling work focuses on the VY polarisation at C­
hand since it is known to cause problems due to strong
interactions between the wave and the vertical stems.
The HH polarisation as well as lower frequencies
should he more accurately modelled by first order
modelling. hut has been shown to he less sensitive to
wheat parameters.
The experimental data were provided by two
measurement campaigns: one in France with ERS data,
and one in Italy with scattcrometcr data.

In the first part of this paper, we attempt to determine
the cause of the large attenuation predicted by the
models. After revisiting the assumptions underlying first
order modelling, we present the coherent model
developed at CESBIO. Then, the two measurement
campaigns used for testing modelling are detailed. In
the third part, the first order modelling result are
compared with radar data. and discussions about the
interaction mechanisms and the attenuation estimate are
given. A new approach for higher order modelling is
presented in the fourth part and compared with data. In
the last part, concluding remarks and further work arc
presented.

FIRST ORDER MODELLING

ASSUMPTIONS

First order modelling is based on two main
approximations:

single scattering is the most significant interaction
mechanism, the others mechanisms are neglected.
the attenuation is calculated as if scatterers do not
interact with one another.

Proc. 3"1 International Symposium, 'Retrieval otBio- and Geophvsical Parametersfrom SAR Datafor Land Applications', Sheffield. UK.
11-f.I September 2001 (ESA SP-./75, January 2002)
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These conditions apply to sparse medium with small
albedo. Both radiative transfer modelling and coherent
modelling have been used. However the coherent
modelling is more adapted to agricultural crops since
the clusters of scatterers may cause important coherent
effects.
Multiple scattering radiative transfer modelling has
been developed to relax the first approximation, but the
attenuation is still computed as in first order modelling.

COHERENT MODELLING

An advanced first order model has been proposed [5].
This fully phase-coherent model includes the curvature
of leaves, and takes into account the vertical variability
of the attenuation.
A similar model has been developed at CESBIO in
order to interpret C-band ERS data. The backscattered
electric field is computed using the distorted Born
approximation and the effective field in the medium is
estimated using the Foldy-Lax approximation.
Since the scatterers in the canopy are not uniformly
distributed, the attenuation is calculated locally. The
medium is splitted into thin horizontal layers. In each
layer, the local attenuation is computed using the optical
theorem, implying that the attenuation depends on the
height in the canopy.
Furthermore, because the stems extend themselves from
the bottom to the top of the canopy, the scatterers are
splitted into small elementary scatterers. Then, the
backscattered fields from elementary scatterers are
summed up taking into account the local effective field.
This leads to a more realistic scattering diagram for the
stems compared with the previous modelling which tend
to overestimate the backscattering coefficient.
The leaves are modelled by curved elliptic cross section
cylinders [6] using the Rayleigh-Gans approximation.
However, the width of the leaves is not small enough at

C-band ( £1nk01::::: 2) where E is the dielectric

constant of stems, k0 is the wave number and I is the
half width of the leaves. Since the leaves contribution is
weak, the error should be acceptable.
The attenuation of leaves can not be derived from the
optical theorem because the forward scattering under
the Rayleigh-Gans approximation is not accurate
enough. The scattering loss has to be included according
to [7; p. 138).
The underlying ground backscattering is computed with
the IEM model [8).

MEASUREMENTS CAMPAIGNS
The ground measurements providing input parameters
for the models have been collected at two sites, chosen
to take into account the effects of the wheat species, the
meteorological conditions and the agricultural practices.
The first campaign was conducted during spring 2000,

in the south-western France, in a valley mainly seeded
with winter wheat. One 4.5 ha field was selected and in­
situ measurements were collected during four ERS
overpasses from March to June. The second campaign
was in south Italy in 2001 and consists in both intensive
ground measurements and scatterometer [9]
acquisitions over one field. Nine measurements from
March to June provide multi-incidence (from 23 to 60
degrees) and multi-polarisation (HH,VV and HV) data.
This data set is used to validate models both as a
function of incidence and wheat growth stage. Details
on the experiment and the data analysis are given in
[10].

The vegetation data collected consisted of
measurements of canopy structure as well as agronomic
data, such as fresh biomass and shoot number. The
structural data were used to determine input parameters
for the modelling and included measurements of the
dimensions and orientations of the individual
components, e.g. ears, leaves and stems, canopy height
and the number of leaves per shoot. Dielectric data
consisted of vegetation gravimetric moisture contents
and soil moisture.
The two sites differ mainly in the stem density (500
stems/m2 in Italy and 1200 stems/m2 in France) and the
ground conditions (dry and rough in Italy, and wet and
smooth in France).

FIRST ORDER MODELLING RESULTS AND
DISCUSSION

The modelling result is compared with the ERS
backscattering coefficient for the French test site in
figure 1, and with scatterometer data for the Italian site
at VV polarisation and 40 degrees of incidence in figure
2.

• •"'- ••• ERS data.. ·•·. .....•

First order modelling
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Figure 1. ERS data and first order modelling results at
the French test site
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Figure 2. Scatterornetcr data at 40 degrees incidence
angle and first order modelling

Both plots show that the backscattering coefficient is
under-estimated by the model when the wheat canopies
are fully-developed. Similar results have been obtained
using the second-order RT2 modelling at SCEOS 13].
The observed disagreement is due to the under­
estimation of the ground backscattering and the double
bounce backscattering.

By decomposing the scattering mechanisms, we observe
that the direct backscattering from the canopy is
normally weak (figure 3):

the leaves backscattering is weak because of their
weak volume (figure 4 ).
the stems interact weakly with the incident wave
because the incidence angles up to ahout 45 degrees
are grazing with respect to the vertical stems.

Attenuation measurements and analysis of 3D
backscatter images at SCEOS using GBSAR [4]111]
point out the problem of the attenuation estimates. The
total two ways attenuation estimated by the modelling
is too high, about 60dB (3'd ERS flight over the French
test site) and 50dB (6'h scaneromctcr measurement at 40
degrees on the Italian site).

Figure 3. Decomposition in interaction mechanism at
C-band 23 degrees incidence angle.
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Figure 4. Contribution of leaves and stems at 23
degrees at the French test site.

HIGHER ORDER MODELLING
Higher order interactions needed to he taken into
account in order to solve two problems:
• The Foldy-Lax approximation used to compute the

attenuation is only valid for sparse medium where
scatterers are assumed not to interact with one
another. It is likely that, in the case of wheat
canopies at fully-grown stage, one can no longer
consider the medium as a sparse (with the upper
limit around O. l '7c in volume). In this condition,
the higher order interactions need to be considered
to correctly estimate the attenuation in the canopy.
In fact, the illuminated stems screen the stems
behind them, particularly along the rows. The
shadowed stems do not contribute neither to the
attenuation nor to scattering. We expect then a
lower attenuation than in the case of non interacting
stems.

• In first order modelling, the Born series is truncated
at the first term assuming the scatterer albedo is
small, i.e. the wave is much more absorbed than
scattered. This is not the case for the wheat stems
for which the scattering loss is about twice the
absorption. Then, the scattered wave, especially in
the forward direction, can interact with other stems
or with the ground and can give significant multiple
scattering.

Using multiple scattering radiative transfer modelling
could solve partially the second problem, but not the
first one. Furthermore, as mentioned previously.
coherent effects in crop canopies can not he neglected.
However, calculating multiple scattering interaction
increases the complexity of the electromagnetic problem
to be solved. Several studies have been carried out for
spherical, or spheroidal scatterers [7 pp. 432-562] but
arc not suitable for wheat canopy modelling. In [ 12),
multiple scattering of cylindrical scatterers is addressed
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using a method similar to the T-matrix. Our approach
was to simplify the description of the medium in order
to use this method . The wheat canopy is considered as a
layer of vertical stems over a flat ground. The leaves
and ears are neglected in a first step as suggested by the
first order modelling results.

MULTIPLE SCATTERING EQUATION

The new modelling presented here is based on the
multiple scattering Foldy-Lax equation.
This equation is written in the case of vertical cylinders
over a flat ground [12). The equation (set) is solved for
a scene, i.e. for given positions of cylinders. The
solutions for different Monte Carlo realisations are
averaged to compute the backscattering coefficient.

NUMERICAL SOLUTION

The major problem is to solve the equation set. In [12),
the equation is solved using an iterative method up to
the second order. The first order term is analytically
equivalent to the first term in the Born series. The
second order term takes into account all interaction
mechanisms including two interactions with the canopy
and up to three reflections on the ground.
As a first step, the method has been extended to
compute higher order. The interest of this method is to
provide the contribution of physical interaction
mechanisms. However, the resulting series was not
convergent at high stems density. For fully developed
stems, this iterative method fails for density above 200
cylinders per square meter. An other approach is
required to attain up to !000 cylinders per square meter.

The equations set have been discretised. This procedure
leads to a system of linear equations with a huge
number of unknowns, typically hundreds thousand. A
GMRES iterative solver has been used and a fast
convergence is obtained. Then, the scattered field is
computed in the direction of interest.
In order to take into account the direct backscatter of
the ground, the attenuation through the wheat canopy is
derived from the forward scattered field using the
optical theorem. The attenuated backscatter of the
ground is added incoherently to the canopy backscatter
as in first order modelling.

HIGHER ORDER MODELLING RESULTS AND
DISCUSSION

Firstly, we present the comparison between attenuation
estimated by first and higher order modelling. In the
second part, the estimated backscattering coefficient is
compared with backscatter variations as a function of
time and incidence.

ATTENUATION

Figures 5 and 6 show the attenuation through a fully
developed wheat canopy as a function of the stems
density for 23 and 40 degrees of incidence angle.

First order attcnuatlo~-· ·

200 ..IQ(J 600
Stems density (stems/m:2)

8:00

Figure 5. Attenuation for different azimuth angles at 23
degrees incidence angle. Comparison with first order
attenuation.

The first order attenuation, i.e. attenuation for non
interacting cylinders, in dash line, is linear with the
stem density. The three plain curves show attenuation
estimated by higher order modelling for different
azimuth angles: 0 degree (the incident wave is parallel
to the rows), 45 degrees and 90 degrees.
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Figure 6. Attenuation for different azimuth angles at 40
degrees incidence angle. Comparison with first order
attenuation

The attenuation variations depend on the incidence
angles: at 40 degrees, the attenuation is much lower than
the first order attenuation. At 23 degrees, the attenuation
is very sensitive to the orientation of the radar wave
direction with respect to row direction.
The higher order effect becomes significant for density
higher than about 300 cylinders per square meter, or



approximately 0.3o/c in fractional volume. This
fractional volume is quite low if compared with higher
order result in slab of spherical scatterers [7 pp. 546-
548], but is explained by the vertical structure of the
medium which interacts strongly with the vertically
polarised wave.
Using first order attenuation causes under-estimation of
the ground contributions (direct and double bounce) of
about 40 dB in the case of low stems density at 40
degrees (on the Italian test site) or about 50 dB in the
case of high stems density at 23 degrees (French test
site).

II

"'-o
~JO

z
g 9

_§
g2 )ir-------\~----

;;'

-i
"1n rowx"

--1

1

·~-~-~--~-~--~-~-~--~-~
11 lfl ~ U) ~

Azimuth (dt:grces)

Figure 7. Attenuation at 23 degrees incidence angle as
a function of azimuth angle for two distributions of
stems: homogeneous, and in rows (450 cylinders/rn").

The second significant effect is the sensitivity of the
attenuation to the orientation of the radar look direction
with respect to the rows. Even for non-interacting
scatterers, the screening of near neighbours in the rows
has a strong impact on the total attenuation. Figure 7
show attenuation as a function of azimuth angle, for a
random distribution of stems (450 cylinders per square
meter), and for stems seeded in rows. It appears that
when the incident wave is parallel to the rows, the
screening and/or coherent effects play a major role. It is
to be noted that the azimuth effects could be less
important if leaves were included in modelling.

BACKSCATTERING COEFFICIENT

The estimated backscattering coefficient is compared
with data for both test sites in figures 8, 9 and 10. All
the results show as expected improvements with the
higher order modelling, but full agreement between the
data and the modelling results depends on the site and
the incidence angle.
On the French site, modelling results arc in agreement
with data over all the season. For the Italian test site, the
level of the backscatter is correctly estimated for both
23 and 40 degrees incidence angle, but the temporal
variations at 23 degrees disagree with the data. One
possible explanation is the high sensitivity to the
ground parameters, i.e. surface roughness and soil
moisture.
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Figure 8. First and higher order modelling compared
with ERS data.
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Figure 9. First and higher order modelling compared
with scatterometer data at 23 degrees incidence angle
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Figure 10. First and higher order modelling compared
with scatterometcr data at 40 degrees incidence angle

In fact, the double bounce is the main mechanism and
then results arc sensitive to the ground reflection
coefficient. If included in the modelling, the complete
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scattering diagram of rough surfaces should reduce this
sensitivity.
The variation of backscattering coefficient as a function
of the incidence angle in figure 11 leads to the same
conclusion. The ground contribution has to be improved
especially for low incidence angle.

Scaucromcter data..-.. · IU
::0
2 .•.... ..•....

Higher order modelhng

First order modcuing

.J_').:'O ~ ~ ~
Incidence angle (degrees)

60

Figure 11. Backscattering coefficient versus incidence
angle at day of year 144 at the Italian test site.

CONCLUSION
In this paper, we have exposed the difficulty to model
correctly the attenuation and the backscattering
coefficient of wheat canopies. Since the fully developed
wheat canopies are not sparse, the assumptions for first
order modelling are not valid, and higher order
modelling is required. The modelling work, although
relying on a simple description of the wheat canopies
(e.g. no leaves and ears) permit to study multiple
interactions in dense vegetated media, to define validity
domain for first order modelling, and to test future
approximated multiple scattering modelling.

ACKNOWLEDGEMENTS
This work was supported by ESA-ESTEC under
contract 12008/96/NL/NB.

REFERENCES

[I] Le Toan T., Ribbes F., Floury N., Wang L., Kong
J.A., Kurosu T. and Fujita M. "Rice Crop Mapping and
Monitroing Using ERS-1 Data Based on Experiment
and Modeling Results". IEEE Transaction on
Geosciences and Remote Sensing, Vol 35, N°l, pp 41-
56, Jan 1997
[2] S.V. Nghiem, Le Toan T, Kong J.A., Han H.C. and
Borgeaud M. "Layer Model with Random Speroidal
Scatterers for Remote Sensing of Vegetation Canopy".

Journal of electromagnetic waves and applications, Vol
7, N°l, pp 49-76, 1993
[3] G. Cookmartin, P. Saich, S. Quegan, R. Cordey, P.
Burgess-Allen and A. Sowter, "Modeling Microwave
Interactions with Crops and Comparison with ERS-2
SAR Observations", IEEE Trans. Geosci. Remote Sensing,
vol. 38, No 2, pp. 658-670, March 2000.
[4] S.C.M. Brown, G. Cookmartin, K. Morrison, A.J.
McDonald, S. Quegan, C. Anderson, R. Cordey and
P.M.R. Dampney, "Wheat Scattering Mechanisms
Observed in Near-Field Radar Imagery Compared with
Results from a Radiative Transfer Model". International
Geoscience and Remote Sensing Symposium, Honolulu,
HA, USA, July 2000, pp. 2933-2935.
[5] J. M. Stiles, K. Sarabandi, "Electromagnetic
Scattering fron Grassland-Part I: A Fully Phase­
Coherent Scattering Model". '', IEEE Trans. Geosci.
Remote Sensing, vol. 38, No I, pp. 339-348, January 2000.
[6] K. Sarabandi, T. B. A. Senior, "Low-Frequency
Scattering From Cylindrical Structures at Oblique
Incidence", IEEE Trans.On Antennasand Propagation,
Vol 28, no 5, pp. 879-885, September 1990
[7] L. Tsang, J. A. Kong, R. T.Shin, "Theory of
Microwave Remote Sensing", Wiley series in remote
sensing,1985
[8] A. K. Fung, "Microwave Scattering and Emission
Models and their Applications", Artech House, pp 163-
218, 1994
[9] V. Sabatelli, D. Casarano, G. Buono, F. Paparella, F.
Posa, "An FM-CW scatterometric radar: design,
implementation and use on natural surfaces", Alta
Frequenza, vol.II, n.3, 1999
[10] F. Mattia, A.M. Gatti, F. Posa, A. D'alessio, C.
Notarnicola, E. Sabatelli, M. Rinaldi, G. Satalino,
G. Pasquariello, T. Le Toan, G. Picard, M. Davidson,
"Radar and Ground measurements on wheat fields over
the Matera site: an experimental study", Proceeding
Retrieval of Bio- & Geo-physical Parametersfrom SAR
Datafor land Applications, Sheffield, September 2001
[11] S. Quegan, "High resolution measurements of
scattering in wheat canopies - implications for crop
canopy retrieval", Proceeding Retrieval of Bio- and
Geophysical Parametersfrom SAR Datafor land
Applications, Sheffield 2001
[12] L. Tsang, K. H. Ding, G. Zhang, C. C. Hsu, J. A.
Kong, "Backscattering Enhancement and Clustering
Effects of Randomly Distributed Dielectric Cylinders
Overlying a Dielectric Half Space Based on Monte-Carlo
Simulations", IEEE Trans. On Antennas and
Propagation,Vol 43, no 5, pp. 488-499, May 1995



297

SCENE UNDERSTANDING FOR SETTLEMENTS FROM METRIC RESOLUTION SAR
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ABSTRACT

Satellite and airborne remote sensing has reached
a new level of sophistication, but available inter­
pretation methodologies cannot cope with the huge
amounts of acquired data. At the same time, new
generations of high resolution SAR sensors have
opened the perspective on novel applications related
to the understanding of complex observations.

At meter resolution, mainly for man-made scenes,
the complexity of the scene structures and of imaging
phenomenology can be very high. This is reflected in
the complexity of the observed images. New meth­
ods are needed for their interpretation, both for 2-
and 3- dimensional analysis. The present work pro­
poses methods of 2-dimensional information extrac­
tion from SAR and InSAR metric resolution obser­
vations.

Key words: Model based, information extraction,
settlement reconstruction.

1. INTRODUCTION

New image understanding methods are needed to ad­
dress the large amount of complex scenes that is go­
ing to be produced in the forecoming years by next
generation high resolution synthetic aperture radar
(SAR) sensors. These methods must be able to deal
with the uncertainty that is present in the problem in
form ofmissing or ambiguous data. It is thus a direct
necessity that they have a probabilistic foundation.

Several assumptions can be used to give a basis to
such scene understanding algorithms:

• the most compact encoding of the data is by the
probabilistic model that describes it best

• a large number of sources of information coexist
within the same observation data set

• the understanding of a scene requires comple­
mentary or multisensor observations.

On one hand, the multiplicity of the sources of in­
formation available in a single interferometric or po­
larimetric observation suggests using the methods of
data and information fusion. On the other hand, the
complexity of the data and of the acquisition mech­
anisms suggests using hierarchical models. A hierar­
chic Bayesian modeling and learning paradigm can
be used for both data and information fusion and for
interactive exploration of the scene identity.

This work presents the image formation phenomenol­
ogy relevant for metric resolution observations, a
concept for quasi-complete image content characteri­
zation, and methods for supervised learning for scene
classification by information fusion with examples
using X-band very high resolution imagery.

2. HIGH-RESOLUTION SAR: A
QUASI-COMPLETE DESCRIPTION OF

DATA

Image information extraction from very high reso-
1ution radar data has until now been typically ap­
proached in specific application-dependent frame­
works such as military target recognition [5], [4].
This has the advantage that very detailed and strong
prior models are available to characterize the data.

Some very important civilian applications can ben­
efit from this direct target-oriented approach, as is
the case of road extraction from satellite imagery [l].
They cannot be a general solution, though: the main
differencebetween such specialized problems and the
broader domain of image information extraction for
data navigation and exploitation is that in this latter
case the application area - that is, the exact nature
of the information that is needed for data exploita­
tion - is not a-priori well defined.

This requires the definition of an acceptably general
description of the data to be later used in deriving
more precise information that is pertinent to the ap­
plication domain [3].

In the case of traditional low resolution data, many
approaches consider that a quasi -complete descrip­
tion of the data is obtained by extracting information

Proc. 3',i International Symposium, 'Retrieval ofBio- and Geophysical Parameters from SAR Datafor Land Applications', Sheffield, UK,
11-14 September 2001 (ESA SP-475, January 2002)
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(c)

(b)

(d)

Figure 1. A quasi-complete description of a low-resolution radar scene by means of information extraction: (a)
original image (b) extracted backscatter (c) texture classes {d) extracted edges. FGAN airborne SAR data.

about the texture and the geometry of the scatterers
on the scene (see figure 1).

Although is performs remarkably well in the tradi­
tional case of low resolution imagery, the defined
approach to quasi-complete image description tends
to be limitative when either additional information
sources are considered (as is the case of radar po­
larimetry and interferometry) or when the system
resolution grows to a level where 3-d information
becomes an distinctive element in the data (see for
instance figure 2).

In this case, even if additional complications such
as the modified image statistics or the changing ap­
pearance of speckle noise are not considered, new
considerations are needed.

We investigate the problem of the definition of a
general framework that implies a quasi-complete de­
scription of image information in the case of high
resolution SAR and InSAR data. We make explicit
reference to the problem of settlement understanding
as a particular case of complex and varied environ­
ment scene.

The main deficiency of traditional methods is their
lack of capability to relate the extracted informa­
tion to a three dimensional space. This can be ob­
tained by specifying a model that is hierarchic: high­
level and application-dependent scene features al-

ready belonging to the semantic level - houses, gar­
dens, roofs - are identified relying upon lower level
object features -horizontal and vertical planes -,
that are in turn built upon two dimensional signal
level classes. A graphical description of such a hi­
erarchical model is given in picture 4. The coupling
between the different model levels is accomplished
using Bayesian inference, that further defines param­
eter estimation algorithms.

The communication between the different model lev­
els is a central point of the approach: it must be
implemented in a way that is able to resolve any in­
consistencies between the different descriptions. The
uncertainties of the the acquisition and of the ac­
quired scene cannot be efficiently solved in the first
stage only of the hierarchical model: each level must
be able to handle missing information in a probabilis­
tic way. In this sense, a hierarchical prior model is
more complex than one exactly specifying the target
structure to be retrieved in the data. On the other
hand, it allows a generic description of the image
content, if the last level of inference, the "semantic"
one, is left out of the processing chain and iteratively
built by the user at run time, as in [3].
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Fiqure 2. High resolution SAR data: 3-d information emerges as [ourulamenial information content
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(a) master intensity with training regions (b) built-up area classification/fusion

(c) 2-d building clustering (d) 3-d view with mean absolute phase as height

Figure 5. High resolution data: (a) intensity image. Training areas identify built-up and bare soil areas. (b)
classification/fusion results: built-up areas are reported in black (c) rectangles fitted to extracted housing areas
(d) three dimensional view using mean absolute phase as building height

3. AN APPLICATION EXAMPLE

A partial implementation of the described hierarchi­
cal system is used for building extraction in a very
high resolution X-band scene. The signal features
generated from an interferometric couple - intensi­
ties, coherence, phase - are first subject to noise­
reduction filtering and secondary signal feature gen­
eration. The clean backscatter, texture parameters
and phase gradients thus obtained are separately
subject to unsupervised clustering, and then inter­
actively fused according to a given "house" exam­
ple as in [2] and in [3]. The classified map is used
to generate a first simple object map by clustering
it assuming rectangular-shaped objects. The result­
ing rectangular-shaped objects are used with the un­
wrapped interferometric phase to build the 3-d view
in figure 5(d).

4. CONCLUSIONS AND FUTURE WORK

A hierarchical modeling approach has been presented
that points towards a quasi complete description of
high resolution interferometric SAR data using a hi­
erarchical modeling approach with Bayesian infer­
ence as the central parameter estimation mechanism.
The concept has been demonstrated by means of a
simple prototype used for building extraction.
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Abstract -The interferometric decomposition iden­
tifies arbitrary scattering mechanisms in two interfer­
ometric SAR images and optimises the
interferometric coherence. Polarimetric SAR inter­
ferometry (Pol-InSAR) is sensitive to the distribution
of oriented objects in vegetation layers. It has been
demonstrated in various studies that the estimated
scattering mechanisms have different vertical loci
that can be related to certain vegetation structures.

Additionally, theoretical scattering models allow
for the reconstruction of the quasi-three-dimensional
spatial distribution of such interferometric scattering
mechanisms within multi-layer morphologies and the
derivation of vegetation-related physical parameters.
This paper deals with a sensitivity analysis of the be­
haviour of the amplitude of the complex interferomet­
ric coherence as a function of the aforementioned geo­
and biophysical model parameters as well as various
acquisition characteristics. Therein, the polarisation­
dependent sensitivity of the coherence to these param­
eters is analysed. The role of the complex interfero­
metric coherence statistics, which are polarisation­
dependent, will be shown for the particular case of the
estimation of surface topography beneath a vegeta­
tion cover by means of Pol-InSAR.

These investigations are based on a coherent Pol­
InSAR scattering model consisting of a random vol­
ume over a multi-polarising ground. The measure­
ments and the theoretical simulations are based on the
configuration of a real airborne experiment. This data
set provides multi-baseline L-band scattering matri­
ces acquired by the SIR-C system for the lake Baikal
test site as well as by the DLR experimental SAR sen­
sor (E-SAR) for a pre-alpine Swiss test site.

I. INTRODUCTION

The introduction of polarimetric SAR (Pol-SAR) into
interferometric SAR (InSAR) has basically resulted in
the optimisation of the interferometric coherence and has
led to a general formulation of vectorial interferometry
[1].The interferometric SAR images are expressed in an
arbitrary polarisation basis (i.e. optimal polarisations or
singular polarisations), or arbitrary scattering mechanism
in each image, that maximises the interferometric coher­
ence and minimises volumetric decorrelation effects.
Tab. I shows the amplitude of the complex interferomet­
ric coherence as a function of the wavelength, the base-

line, and the polarisation basis for a SIR-C data set.
Nevertheless, the singular vector estimation remains

baseline-dependent [6] (Tab. I). Therefore, the differen­
tial interferometric phase between different singular po­
larisations contains a considerable amount of noise,
although the vertical loci of the scattering mechanisms in
the interfcrograms arc apparent[!], [6]. In order to derive
geo- and biophysical parameters from polarimetric In­
SAR (Pol-InSAR) data a coherent scattering model has
been proposed [9], [5].
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II. METHOD

The well known coherent model consisting of a ran­
dom volume over a multi-polarising ground used for the
simulations in this paper addresses the complex interfer­
ometric coherence y according to [9] in the form

·n. Yvo1IY1empl +m(w)
y(m(!!')) = e'"''0P0 • l +m(!!') - , where (1)

<l>topo=the argument of the interferometric coher­
ence of the topography,

yvol= the interferometric coherence of the volume
(I, I 0= volume integrals; h; =height of the volume
[m] ; o =extinction coefficient of the volume
[Npm-1]; h' =height above ground [m];
90 =mean incidence angle [rad] at slant range R
[m]; Li9 =incidence angle difference [rad];
LiKz = effective vertical interferometric wavenumber
[rrr'}: K=wavenumber [rrr"}; B=baseline [m]):

I
t.: = fo h, ze«

Io = f e cos0odh'
0

h, 2ah'
I = f e cos00 . ei!iK,h' dh'

0 with (2)

KBcoseo
LiKz = Rsineo ' (3)

IYiempl =the amplitude of the temporal interferomet­
ric coherence (for the simulations IYtempl = I
assumed), and

m( !!')=the (polarisation-dependent) effective

ground-to-volume amplitude ratio:

h; 2ah'm --
( ) ground f cos00dh'mw ----· e .
- mvo/ume 0

(4)

It has been shown in the literature that the singular po­
larisations provide the largest dynamic range of m(!!')
values and therefore lead to an optimal conditioning of
the inversion problem. Equations (1) - (4) describe the
coherent scattering scenario using at least six parameters
CIYiempl = I). Therefore, six observables are required
(the complex interferometric coherence for all the three
[optimal] polarisation states) to make the inversion of the
data solvable.

III. SIMULATIONS

The following simulations provide a complete over­
view of the performance of the Pol-InSAR scattering
model - introduced in the previous section - as a function
of several system parameters. Generally, the simulations
are based on a real airborne multi-baseline L-band Pol­
InSAR campaign carried out with the DLR experimental
SAR system (E-SAR) in 2000 for a Swiss test site. None­
theless, the system parameters are specified where neces­
sary and indicated for each simulation (Fig. I - Fig. 6).

Fig. I shows the amplitude of the interferometric co­
herence Jyl as a function of the extinction coefficient o
and the height of the volume h; for the smallest and the
largest baseline of our multi-baseline E-SAR experiment.
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Fig. 1. IYlm = -JOdB(hv, o) as a function of the baseline
(90 = 53.4°, R = 5018.5m, /...,= 0.23m) [8].

These simulations demonstrate the extinction-height



ambiguity (X in Fig. 1), which is an interferometric prop­
erty also described in the literature for different system
parameters and/or surface characteristics. Normally, vol­
ume and ground scattering are coupled but for high or
low values of the two vegetation parameters height and
density, the scattering contributions become approxi­
mately decoupled.

The influence of h; is especially critical for low and
medium vegetation densities (cr"' 0.02Npm-1 ). Larger
baselines amplify this effect, leading to an increased vol­
ume decorrelation.

Fig. 2 shows lyl as a function of the effective ground­
to-volume amplitude ratio m(!f), which represents the
role of polarisation in this model. Generally, the consid­
erable high noise of the interferometric phase ofa volume
scatterer indicates scattering contributions from targets
with differing elevations in a particular resolution cell.
On the other hand, the high amplitude of the interfero­
metric coherence of the topography strongly indicates a
localised interferometric phase centre.
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Fig. 2.lylcr=oo2Npm-1Chv,m) as a function of the
baseline (for acquisition parameters see Fig. 1) [8].

For this reason, the amplitude of the interferometric
coherence of the ground has a stronger influence on IYI
than IYvoil · Fig. 2 and Fig. 3 both express lyl as a function
of the same parameters, assuming (frequency-dependent)
constant extinction coefficients. Additionally, Fig. 3
takes different system centre frequencies into account (C­
vs. P-band). In Fig. 4, lyl is modelled using the variables
m(!f) and o .
Starting from low m ( !!') values, lyl decreases with in­

creasing ground contribution, since for 0 < m(!f) < 10°
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the effective vertical distribution of the scattering ele­
ments increases (ground and volume scattering contribu­
tions) despite the existence of a localised scattering
centre on the ground. At m ( !!') = 1o0 the ground contri­
bution reaches the order of the volume contribution, min­
imising the vertical distribution of the scattering elements
and therefore leading to higher lyl values. The simula­
tions in Fig. 2 - Fig. 4 indicate that for later inversion of
the data, the estimation of m( !!') is primarily critical in
the range of 10-1 < m(!f) < 10° (especially for frequen­
cies and/or polarisations with low m(!f) values or nar­
row m(!f) spectra). Additionally, special attention must
be paid to the asymmetric relation between m(!!') and lyl
which is additionally enforced by the frequency (Fig. 3)
and/or baseline (Fig. 2, Fig. 4).

bb>(""<V!""O!T""'"' o:lfWon::e: •••1(•'"'-""" ,..,.,,... I,..,~ ..-i
,.,.1 pt>,-~a!:ie...~.,.....os&··~""'·•'9"'*-0!))5/fJ;rP'.1.la.."'>tJd,lj..{)6!,.,

., I

Fig. 3. lyi(h,,,m, o) as a function of the system centre
frequency, keeping BIA. constant (for acquisition
parameters see Fig. 1) [8].

To emphasize this point, the sensitivity of lyl on sys­
tem parameters and/or geo- and biophysical surface prop­
erties such as vegetation height and density has been
estimated and analysed as a function of f(m(!f), hv)
(Fig. 5, top), f(m(!f), o) (Fig. 5, bottom), f(m(!f), B)
(Fig. 6, top), and /(m(!f), ~8) (Fig. 6, bottom).

The sensitivity of IYI regarding h ; or o is directly re­
lated to the difference between two m(!f) values (or to
the width of the m( !!') spectrum). IYI sensitivity as a
function of m(!f) is more pronounced for high than for
low h ; or o values. Therefore, polarisations with a large
dynamic range in their m( !!') values lead to a better con­
ditioning of the inverse problem.
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(acquisition parameters see Fig. 1) [8].
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For small baselines the model predicts a low depend­
ency of [yJ on the polarisation states. With increasing
baseline volume contributions gain weight (Fig. 6, top)
leading to an enhanced sensitivity to distributed vertical
scattering contributions causing an enlarged spectrum of
coherence amplitude values. For the later inversion of the
geo- and biophysical parameters the consequences are
that small baselines with high interferometric coherence
amplitudes do not apriori lead to a well-conditioned in­
version problem. On the other hand, large baselines with
high second moments of the interferometric phase cause
a system to be ill-conditioned. Depending on the system
frequency intermediate baselines are optimal. Such base­
lines still ensure well-preserved coherence amplitude val­
ues. In this case, the second moment function of the
interferometric phase does not affect the separability of
different vertical phase scattering centers.

Additionally, the strong dependency of the coherence
amplitude of different polarisation states on the baseline
requires the consideration of the actual flight track ge­
ometries.

The performance of coherence amplitude values is also
biased by the incidence angle, which is a function of slant
range as well as a function of the topography. For large
incidence angle differences between two antennas (i. e.
near range situation for horizontal parallel tracks) volume
decorrelation is maximal. In this case, the coherence am-



plitudes are again strongly dependent on the polarisation
states. For proper inversions, the incidence angle varia­
tion must therefore be accounted for.
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Fig. 7. lyi(B, m(!!:')) (top),
8lyl/8B(B, m(!!:')) (bottom).
B = 7.588m. E-SAR, L-band.

gradient of
B(azimuth)

lyl:
and

As already mentioned, the consideration of actual
baseline geometries is required for an appropriate estima­
tion of (3). Fig. 7 and Fig. 8 show the variation of the co­
herence amplitude (top) as well as its gradient (bottom)
as a function of the baseline variation over azimuth and
as a function of the (polarisation-dependent) effective
ground-to-volume amplitude ratio (note the case-specific
scaling of the dependent variables). The figures represent
two extreme cases: the average baseline for two interfer­
ometric E-SAR tracks in Fig. 7 is B = 7.588m while for
Fig. 8 it is B = 40.320m . For both cases, an intermedi­
ate incidence angle of 80 "' 53° and a volume height of
h ; = 20m were selected. The variation of the baseline
vector along the flight track forces the conditioning of the
inversion problem to be azimuth and range variant. This
implies that these directional effects have to be compen­
sated for during the modeling of Pol-InSAR observables
(forward modeling) as well as during geo- and biophysi­
cal parameter extraction (inversionmodeling). Forthcom­
ing studies have to evaluate the robustness of the
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parameter inversionunder different acquisition scenarios.
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Fig. 8. lyi(B, m(!!:')) (top),
8lyl/8B(B, m(!!:')) (bottom).
B = 40.320m . E-SAR, L-band.

IV. POL-INSAR COHERENCE STATISTICS

lyl:
and

gradient of
B(azimuth)

Since the amplitude of the interferometric coherence is
polarisation-dependent, the statistics of the amplitude
and phase of the interferometric coherence is also a func­
tion of the polarisation state.
The estimation of topography using a complex scatter­

ing model consisting of a random volume over a multi­
polarising ground is generally proposed as the intersec­
tion point of a regression line through the coherence val­
ues with the complex unitary circle [2]. Here we propose
an enhanced method of topography estimation consider­
ing the polarisation-dependent statistics of the individual
complex coherence values.

Fig. 9 shows the standard deviation of the amplitude of
the interferometric coherence as a function of different
degrees of freedom df analytically described by the
well-known generalised hypergeometric function. After
estimating the degrees of freedom (i.e. effective number
of looks, ENL or number of statistically independent
samples), this function is used to estimate the intersection
point (with its argument <l>topo) using a weighted least­
squares (WLS) fit (Fig. I0).
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Fig. 9. Standard deviation of the IYI estimate for different
degrees of freedom df .

Fig. 10 shows the correct representation of the coherence
samples and their statistics in the complex unitary circle. The
radial 90%-confidence interval has been calculated using the
Goodman aposteriori density function [4], [3], [7]. The angu­
lar standard deviation was estimated through the signal-to­
noise ratio =.int of the interferogram. The position and the size
of the individual probability segments in the complex unitary
circle are directly related to the radial distance of the complex
coherence samples. The low df was intentionally selected to
demonstrate the considerable angular variation of the individ­
ual coherence estimates.

complex unitary circle

90

.5180 0

270
cal. topographic phase=3.3965 rad

re surfacescattering,flat
phase sample 3x3, 4661784 (# 1), t1 -t2

Fig. 10. Simultaneous confidence statements for y(m(!!')) in
the complex unitary circle for a low df ('+' singular
polarisations; 'x' (h, v)-polarisations; + projection of the
coherence samples onto the boundaries of the probability
segments, and intersection point). <l>topo estimation using
WLS fit. E-SAR, L-band.

V. SUMMARY

In this paper we simulated the behaviour of the amplitude of
the interferometric coherence as a function of geo- and bio­
physical model parameters as well as various acquisition char­
acteristics. The simulation results allow for the evaluation of
the performance of a scattering model consisting of a random
volume over a multi-polarising ground. The present results re­
veal the strong sensitivity of the amplitude of the interferomet­
ric coherence to the polarisation and to various acquisition
parameters. Inversion algorithms should pay special attention
to this polarisation-dependent sensitivity and to the polarisa­
tion-dependent complex coherence statistics.
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ABSTRACT

This contribution is an assessment of possible roles of
space-borne SAR in disaster management and
humanitarian relief projects. Time constraints, data
selection, and the selected approach depend strongly on
the specific task requested. Different categories of tasks
were identified, including rapid mapping (i.e. making
cartographic information available for a poorly mapped
area in a short period of time), hazard mapping (i.e.
mapping the spatial extent and the degree of damage
which occurred in a hazard event), thematic mapping for
reconstruction planning, and risk assessment. The results
of an evaluation of the methodology, potential, and
limitations of SAR for rapid mapping and hazard
mapping based on specific examples are presented.

I. EO INFORMATION REQUIREMENTS OF
DISASTER MANAGEMENT AND

HUMAN ITARIAN RELIEF PROJECTS

A wide range of geo-spatial information requirements
arise from disaster management and humanitarian relief
projects, which can be roughly divided into the three
main categories:

• rapid mapping (i.e. making cartographic
information available for a poorly mapped area in a
short period of time)

• hazard mapping (i.e. mapping the spatial extent
and the degree of damage which occurred in a
hazard event)

• thematic mapping for reconstruction planning, and
risk assessment

Main differences between the three categories are in the
time and data availability constraints. The rapid in
"rapid mapping" expresses that map-type information is
required in a very short time, for example to organize
international support immediately after a natural disaster
or political conflict. The data used in the rapid mapping
does not necessarily need to be real-time acquisitions.
Archived data may also serve the same purpose and has
of course the advantage of a better availability. One
major element in "rapid mapping" is the unavailability
of adequate geo-spatial information from other sources.
A clear distinction between availability and existence

has to be made. Detailed maps may exist for the area of
interest but may not become available because of
logistics problems, security or commercial interests.
Considering the timeliness and importance of the
demand the requirements concerning the information
content should be as low as necessary. Of course, high­
resolution, easy-to-understand, geometrically correct
products are preferred. But more basic products such as
geocoded EO data (optical or SAR imagery) may serve
for many purposes already, if timely enough available.
To many users SAR imagery is not familiar, therefore an
adequate presentation of the information is essential.

For the hazard mapping EO data during or shortly after
the hazard event are required. Space-borne remote
sensing data have a good potential for the assessment of
damages after natural disasters and similar catastrophes.
Data acquisitions after the hazard event combined with
archived data representing the state before the event
allow in many cases to map the change which occurred.
One major advantage of SAR as compared to optical
imagery is its "all-weather" capability. In spite of this
advantage the delay time to the next acquisition can be
quite long. In the case of ERS the repeat-cycle is, for
example, 35 days. Nevertheless, SAR sensors with
beam-steering, such as Radarsat, and the planned
ENVISA T ASAR and ALOS PALSAR, are much
preferred, in this context, as they allow to acquire data
within a few days of the hazard event, at most. In
addition multi-temporal SAR data and SAR
interferometry have very good potentials for change
detection. The timeliness of the availability of the EO
based information is sometimes very important,
requiring very short delay times for the availability of
archived and newly acquired data. Raw data as well as
the final products may be transferred over the internet.

Thematic mapping for reconstruction planning, and risk
assessment is a very wide topic which may more or less
cover all applications possible. The main information
requirements are for general mapping tasks as part of the
building up of geo-information data bases. In particular,
digital elevation models are a high priority requirement.
Furthermore, general landuse mapping tasks and EO
based products as input for risk assessment (flooding,
erosion, etc.). In this context the information quality and
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cost are more important than time constraints.
Sustainability, technology transfer and education are
other aspects which are usually important in such
projects.

2. POTENTIAL ROLES FOR SPACE-BORNE SAR

2.1 Rapid mapping

As already stated above SAR based products are usually
not the first choice in rapid mapping. Provided data
availability and budget constraints permit this high
resolution (-1 meter, for example IKON OS) or multi­
spectral (-20meter, for example Landsat TM or SPOT)
optical imagery is preferred. As alternative where
necessary but also because of its complimentary
information content SAR data have the potential to play
an important role. Many potential users are not very
familiar, though, with SAR data processing and
interpretation - and under the extreme pressure typically
present when rapid mapping is required it is not
adequate to evaluate a "new" technique. To avoid the
above described "contact problem" interested users
should get familiar with SAR imagery without "rush"
situation in preparation of the later timely use of this
technique.

Examples for satellite SAR based rapid mapping
products are:

• Backscatter maps
• Coherence products
• Digital elevation models (DEMs)

Typically, these products should not be in the range­
Doppler SAR imaging geometry, but in the transformed
(geocoded) map geometry. Accurate, so-called terrain
corrected, SAR geocoding requires knowledge of the
actual terrain height. Terrain height errors, as present in
inaccurate or low resolution DEMs or when assuming a
constant terrain height for an entire scene, as done in the
so-called ellipsoid-corrected SAR geocoding, result in
positioning errors. In the case of ERS, for example,
height errors translate into about 2 (far range) to 3 (near
range) times larger positioning errors. Therefore, the
geometric accuracy depends strongly on the quality of
the digital elevation model. The use of a global DEM is
clearly preferred over the use of ellipsoid corrected
geocoding. In some cases an adequate alternative is to
generate a DEM with SAR interferometry. The
limitations of this technique in areas of low coherence
(in the case of ERS this is over water, forest and other
dense vegetation) and for rugged terrain (layover
causing information gaps and phase unwrapping
problems) have to be carefully considered though.

The information content of the SAR based rapid
mapping products depends of course also on the sensor
used and the exact processing applied. In SAR
backscatter maps much of the geo-spatial information is

identified based on the features geometries. In high
resolution airborne SAR images even untrained
observers easily identify many scene features. This is,
unfortunately, somewhat more difficult, with the lower
resolution space-borne SAR imagery, where untrained
users may find an interpretation very difficult because of
the high signal noise. With multi-temporal SAR data
information on temporal variability and change becomes
available. In addition, multi-temporal and spatial
filtering can be used to significantly reduce the signal
noise.

Interferometric SAR data have an even better potential
for landuse mapping. For more densely vegetated
landscapes C-band ERS-1/2 Tandem pairs with just one
day acquisition interval are best suited and allow to
discriminate classes as open water, forest, urban area,
and low vegetation (grassland, agricultural fields etc.) as
discussed in more detail in Wegmilller and Werner,
1995, 1997, Strozzi et al., 2000. Mapping ofurban areas
(Strozzi and Wegmuller, 1998), and land cover
mapping in semi-arid and arid zones (Wegmilller et al.,
2000) can also be done with the longer 35 day
acquisition intervals which will also be available from
ENVISA T ASAR. L-band interferometry also has a
comparable potential for landuse mapping even with
relatively long 44 and 46 day repeat cycles of JERS and
the planned ALOS PALSAR (Wegmilller et al., 1997,
Luckman et al., 1998, 2000, Wiesmann et al., 2000).

The potential of SAR interferometry to derive a DEM of
an area of interest in a short time at a reasonable price is
of course very attractive for rapid mapping. There are
important limitations which have to be kept in mind.
The feasibility and DEM quality depend strongly on
relief type and land cover. In many cases the generated
DEM may have gaps with no information (or just
interpolated information) because of layover and very
low coherence over water and forest. To predict the
expected quality is very difficult and the expected
quality is not easy to describe to less experienced users.

2.1.1 Sample products

Timeliness of the product availability and user­
awareness of the potential of the SAR based products
were found to be very important issues in the rapid
mapping application. Products were generated for a test
case to address these issues with the following
objectives:

• define rapid mapping products
• set up efficient and robust processing chain for a

timely production of these products
• generate sample products
• show sample products to potential users

For the test case an area at the Rumanian-Ukrainian
border was selected. Eight ERS SAR scenes were
available for the investigation, including one ascending



orbit Tandem pair with one additional scene of the same
track I frame, one descending orbit Tandem pair with
two additional scenes of the same track I frame, and one
scene of a different descending track. These data are
well suited for multi-temporal and interferometric
analysis.

The main rapid mapping sample products generated
include:

• SARbackscattering maps
• ERS-112Tandem coherence products
• Interferometric DEMs

Figure 1 shows a SAR backscatter map based on ERS
data of the three different frames available. The SAR
data of the different scenes were individually processed,
calibrated, and terrain corrected geocoded using the
Gtopo30 global DEM, and then combined into a single
mosaic space-map. For the map UTM Zone 34, WGS84,
and a pixel spacing of 20 m were used. Easting and
northing coordinates are indicated as image labels and
geographic coordinates as small black crosses within the
image. The digital version of the map can be transferred
over the internet and can easily be displayed or printed.

Figure 2 shows a 40km x 40km section of the
interferometric DEM which was generated from the
descending ERS Tandem pair. The heights are indicated
using a color scale and with contour lines. No validation
could be performed, but the height accuracy of this
INSAR DEM is expected to be only around 20 m
because of quite obvious atmospheric distortions in the
flatter areas and because of relatively high signal noise
over low coherence areas as the forests. The same map
geometry as in Figure 1was selected.
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Figure I. SAR backscatter map for Rumania-Ukraine
border area (UTM Zone 34, WGS-84, 20m pixel
spacing), generated by mosaicing I ascending and 2
descending ERS frames. The white squares indicate the
locations of the map sections of Figures 2/3 and 4.
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Figure 2. Digital Elevation Model (DEM) generated
with ERS-1/2 Tandem interferometry (color scale and
contour lines were used to indicate the terrain heights;
the SAR backscattering is used as image brightness,
UTM Zone 34, WGS-84, 20m pixel spacing).
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Figure 3. ERS-1/2 Tandem coherence product "ortho"
(red: coherence, green: average backscattering, blue:
backscatter ratio, UTM Zone 34, WGS-84, 20m pixel
spacing). The Tandem coherence allows to better
identify image features and to better distinguish different
land cover types. On top of the coherence product
topographic information derived from the INSAR DEM
has been added.

Figure 3 shows a 40km x 40km section of the coherence
product "ortho". This space-map is higher in content and
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easier to interpret than the backscatter map of Figure 1.
The color coding is red: Tandem coherence, green:
backscattering coefficient (average of Tandem
acquisitions), and blue: backscatter change (defined as
absolute value of ratio of Tandem acquisitions expressed
in dB). Green color indicates forest (low coherence,
intermediate backscattering, low backscatter change),
yellow color urban areas (high coherence, high
backscattering, low backscatter change), blue to
turquoise colors open water (low coherence, low to high
backscattering, high backscatter ratio), and red to orange
colors open landscapes (intermediate to high coherence,
low to high backscattering, low backscatter change).
Furthermore, moisture change and freeze/thaw changes
are indicated by high blue components. The INSAR
derived contour lines of Figure 2 were added to
complete this space-map. The same map geometry as in
Figure 1 was selected.

2.2 Hazard mapping

Hazard mapping is usually based on change detection
techniques. Multi-temporal and interferometric SAR is
well suited for change detection (Wiesmann et al.,
2001 ). Data during or shortly after the hazard event and
reference data before the event are required. As stated
before, despite the all-weather day-and-night capability
of SAR significant data availability constraints exist also
for SAR because of the relatively long orbit repeat
cycles (ERS: 35 days, ENVISAT: 35 days, JERS: 44
days, ALOS: 46 days). This important constraint is
much reduced for SAR instruments with beam-steering
(Radarsat, ENVISAT, ALOS), which typically allow
short reaction times of just a few days. The probability
that adequate reference data are available is high thanks
to the large SAR data archives.

A typical processing sequence for multi-temporal SAR
change detection includes radiometric calibration, co­
registration of the images to a common geometry, multi­
temporal and spatial filtering, rationing, and change
classification, for example by simple thresholding,
geocoding, and visualization of the result. Coherence, as
an indicator of random displacements of scatterers
within the SAR resolution cell, and the interferometric
phase, indicating coherent displacement of the combined
scattering phase center can also be used in the context of
change detection.

The missing experience of users in the interpretation of
SAR and INSAR based products can be overcome in the
hazard mapping by providing products at information
level, such as for example a flood map which is a raster
or vector data set simply indicating if an area is flood or
not on a certain date. The generation of such products
requires adequate SAR data processing which requires a
specialist understanding.

2.2.I Sample products

For the selected area at the Rumanian-Ukrainian border
the time period of interest for the mapping of a flood
event was 5. - 20. Nov. 1998. Unfortunately no ERS
acquisitions could be found for this time period. The
nearest acquisition dates were l4-0ct-1998 before the
flood and 7-Dec-1998 and l l-Jan-1999 after the flood.
These data were ordered as it was not clear how long the
flood could still be observed. Unfortunately, the
November flood could not be identified in the December
data. This clearly demonstrates the data availability
constraint mentioned above. In the January 1999 scene
we detected a small area flooding, though, whose
existence was not known to us before the data analysis.

A flood map was generated with a multi-temporal SAR
analysis. The four scenes of the same ERS track I frame
were registered to the same reference geometry (in
range-Doppler coordinates), and temporally and
spatially filtered. Then the ratio between the January
1999 and December 1998 image was used to classify the
extent of the flood. Finally the result was geocoded and
visualized. Figure 4 shows the flooded area in red. The
information is also available as a vector data set.

For further examples of hazard maps it is referred to
Wiesmann et al., 2001.

!>Jlt)km

'""'""

5J04km

SJ02km

•...,....,,..., ...-·--- w.tlo:n fl06km
Eas1ing

Figure 4. Multi-temporal SAR and change detection
methods were used to map the flood extend on 1l-Jan-
1999. The information is available in map form (UTM
Zone 34, WGS-84, 20m pixel spacing), with red
indicating the flooded area) and as vector data.

2.3 Thematic mapping for reconstruction planning and
risk assessment

The use of EO based information for thematic mapping
for reconstruction planning and risk assessment is a very



wide field. Most SAR based applications are of interest
in this context. Main products used are space-maps as
described in the rapid mapping section and especially
digital elevation models.

Differential interferometric deformation maps are of
high interest in the context of seismic, volcanic, and
landslide deformation mapping. The potential to
measure geophysical displacements in the cm to m range
from space and the available archive with historic
information make this technique a quite unique source
of information.

In the thematic mapping for reconstruction planning and
risk assessment not so much the timeliness of the
information but its quality and price are important.

3. CONCLUSIONS AND OUTLOOK

Space-borne SAR has a good potential to support
disaster management and humanitarian relief projects
but so far, this potential has been strongly under-utilized
because decision makers were not enough aware of this
potential and time constraints did not allow for an
evaluation of a new techniques. It has to be understood
that the interpretation of a SAR backscatter image is
difficult for an untrained user due to the special SAR
imaging geometry and image content. Steps to improve
the awareness and acceptance of SAR based information
are to present the products in a better accessible form
and to train the users in the interpretation of the specific
products as well as in the general understanding of the
potential and limitations of this technique.
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ABSTRACT

An inversion technique based on neural networks
has been implemented to estimate surface roughness
and soil moisture over bare fields using ERS and
RADARSAT data. The neural networks were trained
with a simulated data set generated from the Integral
Equation Model. Later the networks were applied to an
experimental data set spanning a wide range of surface
roughness and soil moisture, with backscattering
coefficients for three radar configurations (VV-23°,
HH-39°, HH-47°). Approaches based on two and three
radar image configurations were examined and tested.
Although the three-image configuration produces
slightly more accurate results, a two-image
configuration gives results of comparable accuracy
when a favourable combination of incidence angles is
adopted. Soil moisture and surface roughness were
estimated respectively at about 7.6% and 0.47 cm using
the root mean square error.

INTRODUCTION

In many parts of the world, excessive runoff and soil
erosion are amongst the major sources of damage.
Monitoring tools at catchment scale are necessary for
improving flood prediction and water-resource
management. Surface runoff occurs when rainfall
intensity exceeds soil infiltration capacity [Boiffin et al.,
1988; Le Bissonnais, 1990]. In agricultural areas,
roughness plays a role of trapping water, which
increases infiltration and in turn reduces downstream
runoff. More specifically, it has been proved in loamy
contexts that smooth soils are commonly crusted and
have a poor infiltration capacity compared to rough soils
[Le Bissonnais et al., 1998]. Therefore, the mapping of
soil roughness states could offer a reliable key for
assessing those surfaces that could potentially contribute
to runoff in agricultural contexts.

The backscattering signal is closely correlated to soil
surface roughness and is also a function of moisture
content [Ulaby et al., 1986]. Experimental results and
studies using simulation models have shown that high­
incidence backscattering is more sensitive to surface
roughness than low-incidence backscattering. In
addition, the C-band at low-incidence angles is optimal
for soil moisture estimation [Ulaby et al., 1978; Autret
et al., 1989]. In this study, we discuss the application of

neural networks to retrieving the parameters of surface
roughness (rms) and soil moisture (mv).

DATA SETS

Two data sets were used. The first is a simulated
data set generated from the Integral Equation Model
(IEM) and served to train the neural networks [Fung,
1994]. The second is an experimental data set used to
validate the inversion results.

The IEM model is one of the most widely used
models. Its success is partly due to its applicability to a
wide range of surface roughness and soil moisture.
However, much work has revealed a poor agreement
between IEM simulations and measured data [Baghdadi
et al., 2001; Zribi et al., 1997; Rakotoarivony et al.,
1996]. Baghdadi et al. (2001) propose a semi-empirical
calibration of the IEM to improve its performance, with
consideration of on!y three radar configurations (VV-
230, HH-39°, HH-47°). The discrepancy between the
measured and simulated backscattering coefficients is
assumed to be directly related to the poor accuracy of
the correlation length measurements, considering that
the other IEM input parameters (rms height, soil
moisture and incidence angle) are relatively accurate.
Baghdadi et al. (2001) thus propose an "optimal"
correlation length (L0p1), which is a empirical calibration
parameter. The parameter L0P1, which integrates the true
correlation length as well as the imperfections of the
IEM, depends on rms surface height and radar
configuration (frequency, polarization and incidence
angle).

A realistic data set combining a wide range of soil
variables (rms and mv) and corresponding
backscattering coefficients was generated from the
calibrated IEM. We considered a total of 5376 elements
corresponding to 56 surface roughness values (rms
between 0.25 and 3 cm with a step of 0.05 cm), 24 soil
moisture values (mv between 4% and 50% with a step
of 2%), and three radar configurations (VV-23°, HH-
390, HH-47°). The data set was contaminated by a zero
mean Gaussian random noise to assimilate it to a
measured data set. A noise level of 1 dB, corresponding
to the calibration errors of satellite images, was selected
for the backscattering coefficient.

The experimental data set was collected within the
framework of the European FLOODGEN campaign of
1998 [Baghdadi et al., 2001] in the Pays de Caux region
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of northern France (long. 0°50' W and lat. 49°47' N).
The site consists mainly of agricultural fields on low­
relief plateaux with homogeneous soil composed of
about 67% loam, 13% clay and 17% sand.

One ERS image (VV-23°) and two RADARSAT
images (HH-39° and HH-47°) were acquired
respectively on 8, 9 and 23 February 1998. Absolute
calibration of the ERS and RADARSAT images was
carried out, which enabled the derivation of
backscattering coefficients (a0).

In conjunction with the satellite overpasses, a field
survey was conducted on crop-sowing fields (wheat,
sunflower and corn) with a low vegetation density
(<20%) and on ploughed fields in order to measure the
soil characteristics. The data set contains 28
measurements of surface roughness and soil moisture.
Therms values fluctuate between 3 mm and 3 cm. The
soil moisture contents range from 30 to 40%.

THE INVERSION TECHNIQUE

A technique based on neural networks was
developed to estimate surface roughness and soil
moisture from SAR data [Kohonen, 1988; Atkinson and
Tatnall, 1997). Retrieval of soil moisture and surface
roughness parameters needs at least two SAR channels.
The neural network most commonly encountered in
remote sensing is of the feed-forward back-propagation
multi-layer perceptron (MLP) type. The MLP neural
network consists of one input layer, one output layer,
and one or more hidden layers in between. The input
vector contains the measurements (0°-values), and the
output vector contains the quantity to be retrieved from
these (rms surface height and soil moisture).

The simulated data set was divided randomly into a
training set (2688 elements) and a validation set (2688
elements). The training phase is carried out with the
training set and the optimum network is defined, which
minimises the error (SSE: Sum Square Error) in the
validation set between the measured backscattering
values and those predicted by the network. Later, the
performance of the neural network was evaluated using
the experimental data set.

Two cases are considered in this study:
- Input to the network is a set of two or three o0-

values: (VV-23°; HH-39°), (VV-23°; HH-47°), (HH-
390; HH-47°), and (VV-23°; HH-39°; HH-47°). Output
is rms surface height and soil moisture.

- In order to reduce ambiguity in the retrieval
problem, a constraint on the soil moisture conditions is
introduced: slightly moist soil or very moist soil. The
two moisture classes could be: mv <20% for dry to
slightly moist soils and mv ?:20% for wet soils.
parameters.

RESULTS AND DISCUSSION

A MLP neural network with one hidden layer of

twenty nodes was found to best model the relationship
between the soil parameters (rms surface height and soil
moisture) and the backscattering coefficients. These
characteristics are the result of a compromise between
accuracy and computation time.

The results obtained using backscattering
coefficients contaminated by a Gaussian noise with a
standard deviation of 1 dB show that beyond a certain
rms threshold, which depends on the images used and
ranges from 1.5 cm to 2 cm, the neural network has
great difficulty in retrieving the parameter rms (Figure
la). For data beneath this threshold, rms estimation is
good despite a slight bias, whereas for data above this
threshold, estimation is poor with a considerable bias
for all configurations (two or three radar images). For
all points with an rms between 1.5 cm and 3 cm, the
network yields an rms of approximately 1.75 cm. This is
because the radar in C-band is not highly sensitive to
changes in rms at high rms ranges (threshold dependent
on the angle of incidence). For mv values between 4%
and 35%, we note an overestimation of about 5%, and
for mv values above 35%, the network underestimates
soil moisture (Figure lb). Table 1 shows the inversion
results for the simulated data set. When no constraint on
mv is introduced, the use of the two-image
configuration HH-47° and VV-23° seems to give
optimal results for rms and mv estimation. An accuracy
comparable to that obtained with this optimal
configuration (HH-47° and VV-23°) is also noted for
rms estimation using the HH-47° and HH-39°
configuration (RMSE about 0.6 cm), and for mv
estimation using the HH-39° and VV-23° configuration
(RMSE about 9.4%). The results also show a slight
improvement in retrieval of both surface roughness and
soil moisture (by 0.6 mm for rms and 0.4% for mv)
when three radar images are used rather than two radar
images.

The RMSE on mv is reduced by a third when a
constraint on mv is introduced. In the case of a network
based on three radar images, the RMSE drops from
8.9% without the constraint on mv to 6.1% with the
constraint on mv (average for the entire data set). The
introduction of a constraint on mv only slightly
improves therms results (cf. Table 1).
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Figure I: Comparison between the estimated and measured
values of (a) rms surface height and (b) soil moisture for the

three radar images and !dB-noise conditions.



Noise on c..=l clB Surface height(nns) Soilmoisture (mv)
Wf.lhouJ.constrainl on mv MAE RMSE d MAE RMSE d

km) tcml (o/o) 1%)
HH 47° and HH 39° 045 0.60 079 931 1145 0 74
HH 47° and VV 23° 042 058 081 7.36 9 34 085
HH 39° and VV 23° 053 0.68 0.71 7.57 946 0.83
HH 47°, HH 39° and VV 23° 039 0.52 0.84 6 97 8 92 0.86
U1Jhconslrr.Unt on mv MAE RMSE d MAE RMSE d
Drv to sliRhllv molsl soils (mv.520%) fem! (cm) ('/•) ('lo)
HH 47° and HH 39° 0.39 0.51 085 3 34 415 0.70
HH 47° and VV 23° 0 48 055 0 73 2.76 3.76 0 76
HH 39° and VV 23° 0.57 0.73 0.62 2.86 359 0.77
HH 47°, HH 39° and W 23° 0 41 056 0.83 2.74 351 081
U1Jhconslrr.Unt on mv MAE RMSE d MAE RMSE d
WelsoUs ~P20%) km\ tcm) ('lo) (•/·l
HH 47° and HH 39° 0.39 0 54 083 765 921 047
HH 47° and VV 23° 0.37 052 0 84 753 936 062
HH 39° and VV 23° 047 061 0 77 7 15 886 0.64
HH 47°, HH 39° and W 23° 036 0 49 0.86 707 868 061

Table 1: Statisticsfor the estimation of surface height and soil
moisturefor 1-dB noise conditions.

The retrieval capacity of neural networks trained by
theoretical backscattering coefficients generated by the
IEM model was then tested using the experimental data
set. The networks used are those obtained using data
contaminated with a Gaussian noise with a standard
deviation of 1 dB (simulated data). The resulting
networks, one without constraint on mv and the other
with, were then analysed. Considering that the elements
of the field data set have a moisture corresponding to
what we call 'wet soils' (mv >20%), we applied the
neural networks developed using the simulated data set
with the constraint on mv. Table 2 gives the statistical
results obtained for the estimation of rms and mv
according to the two- and three-image configurations
considered. The estimations of surface roughness (rms)
and soil moisture (mv) are illustrated in Figures 2 and 3.

Experimental data Surface height (rms) Soilmoisture (mv)
U1thoutconstraint.on mv Bias MAE RMSE d Bias MAE RMSE d

tern\ fem\ tcml 1%) (%) fo/o)
HH 47° and HH 39° ·O 06 0 41 051 0 73 6 40 8.93 11.17 0 33
HH 47° andVV 23° .o 006 0 48 0.57 0.58 771 846 1195 044
HH 39° and VV 23° 0.20 0 53 0.62 0.56 5 97 7 35 9 64 048
HH 47°, HH 39° and VV 23° ·O 13 043 0 54 0 74 838 9 38 12 44 0 47
U1thconstraint on mv Bia• MAE RMSE d Bias MAE RMSE d
Wet soils (mv;.20%) (cm) (cm) (cm) (%) ("I•) ('lo)
HH 47° and HH 39° 0 13 0 37 0 47 0 79 .2 50 4.26 563 0 41
HH 47° and VV 23° 0.06 0 38 048 0.77 147 6.65 8.64 0.29
HH 39° and VV 23° 0 22 047 0 59 0.70 121 6.81 781 041
HH 47°, HH 39° and VV 23° 0 02 0 37 047 0 80 ·023 6.01 760 0.35

Table 2: Statistics for the estimation of surface height (rms)
and soil moisture (mv) using the experimental data set.

The introduction of a constraint on mv provides a
good agreement between the estimated and measured
soil moisture, with a significant decrease of the bias and
the RMSE on the estimation of mv. This decrease varies
according to the images used, with an average
improvement of some 5% for the bias and 4% for the
RMSE. The results obtained for rms estimation are
practically the same with or without the constraint on
mv. The best rms and mv estimation results were
obtained with a combination of three radar
configurations. Nevertheless, the use of two images, one
high incidence (47°) and the other low incidence (23°),
provides results of comparable accuracy because VV-
230 yields less errors in the mv estimation while HH-
470 yields less errors in therms estimation. The network
based on the HH-47°, HH39° and VV-23° configuration
for input gives an RMSE of 0.47 cm for rms and 7.6%
for mv, whereas the network based on the HH-47° and
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VV-23° configuration gives an RMSE of 0.48 cm for
rms and 8.6% for mv. With the introduction of a
constraint on mv, the residual bias is less than 0.1 cm
for rms estimation and less than 1.5% for mv estimation
if we adopt optimal image configurations. We also note
an overestimation of rms surface height in low
roughness regions (rms ~l.5 cm) and an
underestimation in high roughness regions (rms
>1.5 cm).
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Figure 2: Retrieved rms surface height and soil moisture by
neural network versus in situ measurements (without a

constraint on mv).



318

3·5 ' From observed data aet
With constrainton mv l•l :J~:!~ss~~t:~~t (b)

0.0 '/ I I rH47.·1HH39"1

0.0 o.s 1.0 1.5 2.0 2.5 3.0 3.5
Actual nns surface height(cm)

HH47",HH39°

:: / :~

0B~o0
20 l 0o:Jo
. ~

1.5 0 ° 25

0 0 20

1~ ~ 15

10
0.5

0 5 10 15 20 ~ 30 ~ 40 45 50 55
Actual soil moisture(%)

J,S ' From cceervec data set
(o) r50 With constrain!on mv (d)

45 °o

~ 40 0 8

~35 ~i: o~00~0

~ 20
E
~ 15

10

I 3.0

.g, 2.5

~
~ 2.0

•§ 1.5

~ 1.0
E

~ 0.5

With constralntonmv

0"'·oi c c

HH47",VV23'

0 00
0000

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
Actual rms eurtece height (cm)

0 5 10 15 20 25 30 35 40 45 50 55
Actual soll moisture(%)

3·5 ' From observed dataset
Wlth constraint on mv : J~;co:.~~t:~~t

I 3.0

~ 2.5~
tl 2.0
]
•• 1.5
E
l 1.0
E

~ 0.5

(•) (f)

ooco~;/ooo ,o

45

l"'e
~ 35

~ 30

~ 25

l 20

~ 15
in 10

HH39", VV23"

't,/ 0

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
Actual rms eurtece height (cm)

0 5 10 15 20 25 30 ~ 40 45 ~ 55
Actual soil moisture (%)

3·5 ' From observed data set
With constralntonmv : ]~°:c';,~S:,:~:~~t

I 30

~ 2.5~
~ 2.0

1l§ 1.5

~ 1.0
E

~ 0.5

(g) Jh)

HH47°,HH39",W23"

0"'g oO

00 "o

HH47°, HH39•,W23"
0.0 +~~~~~~~-T--~C--,-~

o.c 0.5 1.0 1.5 2.0 2.5 3.0 3.5
Actual rme surface height (cm)

0 5 10 15 ~ H ~ ~ ~ ~ ~ ~
Actual soil moisture (%)

Figure 3: Retrieved rms surface height and soil moisture by
neural network versus in situ measurements (with a constraint

of wet soils on mv).

CONCLUSIONS

The objective of this study was to assess the capacity
of estimating surface roughness and soil moisture over
bare fields using SAR data. An inversion technique
based on neural networks was implemented. A
calibrated IEM model was used to generate a data set
for training of the neural networks. These networks
were later applied to ERS and RADARSAT
measurements (VV-23°, HH-39° and HH-47°) to
estimate surface roughness and soil moisture. The
results of this study indicate that neural networks trained
with data generated by the electromagnetic model IEM
are able to retrieve the parameters of surface roughness
and soil moisture with acceptable accuracy.
Nevertheless, we note that the introduction of a

constraint of pre-information on soil moisture improves
mv estimation. The relationship between the inversion
results and the radar configurations adopted has also
been explored. The inversion errors obtained with the
three-image configurations were slightly less than with
the two-image configuration. The retrieval errors on the
experimental data set were 0.47 cm for rms and 7.6%
for mv. The best estimation of soil moisture occurred
when the multi-configuration measurements of
backscattering coefficients included an image with a
low incidence angle (23°). Inversion of the surface
roughness parameter gives a more accurate result with a
high incidence angle (47°). Inversion of surface
roughness, however, revealed that the technique is
limited to values greater than approximately 1.75 cm.

Future studies should have more in situ samples and
radar configurations for the validation of this technique.
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ABSTRACT

Interferometric SAR at short wavelengths can be used to
retrieve stand height of forests. We evaluate the
precision of tree height estimation from airborne single­
pass interferometric E-SAR data at X-band VV
polarisation and repeat-pass L-band polarimetric data.
General yield class curves were used to estimate tree
height from planting year, tree species and yield class
data provided by the Forest Enterprise. The data were
compared to tree height estimates from X-VV single­
pass InSAR and repeat-pass polarimetric InSAR at L­
band acquired by DLR's E-SAR during the SHAC
campaign 2000. The effect of gap structure and
incidence angle on retrieval precision of tree height
from interferometric SAR is analysed. Appropriate
correction methods to improve tree height retrieval are
proposed. The coherent microwave model CASM is
used with a Lindenmayer system tree model to simulate
the observed underestimation of stand height in the
presence of gaps.

INTRODUCTION

Increasingly throughout Europe Forest Enterprises are
using remote sensing to provide spatial information on
the condition of forests that would not otherwise be
available. In the UK, the Forestry Commission
maintains a very comprehensive GIS database with data
on tree species, planting year, soil type, and other
ecological factors for all managed forest stands.
However, because of the cost of forest mensuration,
only stands mature enough for harvesting are being
surveyed thoroughly. Young stands are inspected
visually after 5 years to replant trees to fill gaps in areas
of high tree mortality if required. The UK Forestry
Commission manages large mainly coniferous
plantations at Thetford, East Anglia. To improve timber
production forecasts, monitoring the proportion of
surviving trees following the planting is important. A
sufficient stand density ensures timber quality and
biomass allocation to the stem rather than to branches.
The gap structure is very difficult to survey from the
ground in dense forest stands, and interpretation of
airphotos is labour intensive. Gap structure is also vital
to rare ground-nesting bird species (night jar and wood
lark) and plays a crucial role in conservation
management. Besides gap fraction, mean top height of a
stand is useful to improve the accuracy of long-term
timber production forecasts. Top height together with

basal area and a species-specific "form height" factor is
used to estimate standing timber volume. Top height
can be estimated from the GIS using a simple yield class
model and data on stand age, species and yield class.
The yield class estimates the expected incremental
growth of a stand given the particular ecological
conditions, mainly soil type, nutrient content, pH, slope
and aspect.
SAR polarimetry and interferometry can potentially
provide the required biophysical variables (Balzter
2001, Cloude and Papathanassiou 1998, Saich et al.
2001). We use airborne E-SAR data acquired during the
SAR and Hyperspectral Airborne Campaign (SHAC)
2000, which was funded by the Natural Environment
Research Council and the British National Space
Centre, to evaluate the precision of tree height retrieval
from X-band single-pass InSAR and L-band
polarimetric repeat-pass interferometric data.

E-SAR POLARIMETRIC INTERFEROMETRY

During the SHAC 2000 campaign polarimetric and
interferometric L-band imagery and interferometric X­
band images were acquired by the German DLR
aircraft. The E-SAR acquisition characteristics are given
by Table I.

Table 1: E-SAR acquisitions over Thetfordforest during
the SHAC camf!.!!:i.g_n2000.
Date Band Polarisation InSAR Baseline

Mode
x vv Single- 1.5 m

pass
L quad-pol Repeat- -!Om

ass

The X-band InSAR processing was carried out by DLR
including the DEM product. The L-band data were
delivered as coregistered single-look complex images
with a motion compensation algorithm applied.
Interferometric processing was done at CEH using the
Gamma Interferometric SAR Processor. The SLC
images were filtered in range and azimuth direction by
common spectral band filtering. Then SLC 1 was
multiplied by the conjugate complex of SLC2, and
normalised. The interferogram was multi-looked in
range (2 looks) and azimuth (6 looks). Coherence
estimation was carried out using an adaptive window
size. The phase difference was flattened, filtered by an
adaptive filter (6 pixel window) and unwrapped by a

Proc. 3"1 International Symposium, 'Retrieval of Bio- and Geophysical Parameters from SAR Data [or Land Applications', Sheffield, UK,
I 1-14 September 2001 (ESA SP-475, January 2002)
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region growing algorithm. After a refined baseline
estimation topographic height was derived using a least­
squares method and 12 ground control points. The
height images were transformed from slant to ground
range and reprojected to the British National Grid. This
processing chain was repeated for L-band HH, HV and
VV polarisations.

TREE HEIGHT ESTIMATION

Tree height was estimated by subtracting a ground DEM
from a surface DEM. As gound DEM an Ordnance
Survey (OS) DEM derived from digitised contour lines
(10 m pixel spacing) was used initially. An alternative,
which may be more accurate, would be to interpolate a
ground DEM from the imagery itself using unvegetated
areas as control points. Surface DEMs were the X-VV,
L-HH, L-HV and L-VV lnSAR DEMs. Figure 1 shows
a 3D representation of tree height estimated from the X­
VV and OS DEMs. Boundaries between even-aged
stands and a line of trees along a bridleway are clearly
visible.
The precision of the estimated tree height was assessed
using tree height values derived from stand age and
yield class given by the Forestry Commission GIS
database and published general yield class curves
(Figure 2). The yield class is a rough indicator of
expected incremental growth based on stand conditions,
and its relation to maximum stand height h can be
approximated by

h = l.I·a4 -I99·a3 +9032·a2 +(28032·yc-4IOOI)·a
10-6

where a is the stand age in years. Stand height estimated
by the above equation is strongly correlated to stand
height measured in the field using a SUUNTO
clinometer with r=0.97.

Figure 1: JD view of tree height estimated by
subtraction of X-W InSAR DEM and OS DEM. CP =
Corsican Pine, SP = Scots Pine. Stand age in years is
indicated.
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Figure 2: General yield class curves for Corsican Pine
used by the Forestry Commission for production
forecasts. h = maximum stand height.
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Figure 3 shows the results of subtracting the OS ground
DEM from the X-VV InSAR DEM compared to stand
height estimates from the yield class model. The SAR
method systematically underestimates height due to a
partial penetration into the crown layer. For tall stands
the underestimation increases nonlinearly, because of
gaps in the stand increasing the soil contribution to the
received signal. The InSAR height is a spatially
averaged height, and not the maximum top height.
Similar results were observed using the L-band DEMs
and a LIDAR DEM.
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Figure 3: Mean stand height estimated from X-W
InSAR DEM and OS DEM compared to top height from
the yield class model. For tall stands the InSAR DEM
underestimates stand height.

Similar results are found at L-band, but with a much
greater variation of InSAR height values and a greater
number of points with high top height values that have
been underestimated by the InSAR method. The
scatterer geometry at L-band is very different from that
at X-band. Different height variations within forest



stands has been observed (Figure 4). This phenomenon
remains to be explored in more detail.

Figure 4: 3D view of L-HV InSAR DEM showing the6
year old CP stand from Figure 1 in the front and the 16
year old at the back. The height variation is much
stronger than at X-band.

GAP EFFECTS

The observed underestimation of height by the InSAR
DEMs can be explained by the decreasing fractional
cover of older stands (Figure 5).
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Figure 5: Histograms of tree height estimated by
subtracting X-VV InSAR DEM and OS DEM for the
stands shown in Figure I and an additional 73 year old
CP stand. Gapfraction increases with stand age.

To improve the height estimation, a simple gap fraction
model was developed using the ground data from the
SHAC 2000 field campaign (Figure 6).
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G=I-N·A-10-4

with G = gap fraction at nadir, N = number of trees
[ha-1], and A= mean area coverage of an individual tree
crown [m2].

~
~ 1.2~~~~~
~ ~8
0u
] 0.6~
~ M
0

0.2

0
0 10 50 60 7020 30 40 80 90

Stand Age (Years)

~ 1.2 I . .c, LiDAR Data +
~ Gap Fraction Mode!
u
"']
E o.8

-..__
0.6

+ +
+ +

+
: ;t;+ +

/ +*t +·
+ +
+ + + ++

+++ +
+* +•*'" *I •••

o• .~1
0 '

I

0.4

0.2

10 20 30 40 50 60 70 80

Stand Age (Years)

Figure 6: Gap fraction model for increasing stand age
and different yield classes (top). Model fit compared to
gap estimates from LIDAR image acquired by the
Environment Agency (bottom). © Laine Skinner,
Swansea.

For higher yield classes, the thinning regime is more
rigorous, leading to a larger gap fraction despite thicker
stems for old stands. The crowns do not seem to form a
closed canopy anymore.

INCIDENCE ANGLE EFFECTS

Older stands with a larger gap fraction are more prone
to incidence angle effects. In the near range a larger
proportion of the radar signal penetrates the forest
canopy through gaps right to the soil. This effect results
in an increased underestimation of stand height in the
near range for older stands (Figure 7). In the far range
this effect is much weaker, as larger gaps are required
for the radiation to pass through to the ground.
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Figure 7: Dependence of estimated tree height on
E-SAR incidence angle and stand age.

Using the mean slope from Figure 7 the following
correction model was derived:

hi,corr =h, -0.171·B;

where hi.corr is the corrected mean stand height of stand
i, h, is the mean stand height of stand i before incidence
angle correction, and B; is the incidence angle at the
centre of stand i.

IMPROVEMENTS IN PRECISION

Mean stand height was calculated from the X-VV
InSAR DEM applying the gap fraction and incidence
angle corrections described in the previous sections. The
results of the correction methods are shown in Figure S.
Both the gap model (Figure Sa) and the incidence angle
correction (Figure Sb) reduce the bias of stand height
estimation for older stands. A combination of both
methods (Figure Sc) gives the best results.

Table 2: Root mean square error {m] and ? between
top height estimated from X-VV InSAR DEM and OS
DEM and from the yield class model. The gap fraction
model was al!J!..liedto all stands taller than I5m.

Correction rmse r7
method
none

gap fraction
incidence angle

gap+angle
gap+angle+bias

4.1
3.1
3.2
4.0
2.9

0.77
0.75
O.S4
O.S9
O.S9

Table 2 shows improvements in precision achieved by
combinations of the correction methods. The rmse is
improved by both correction methods, but a bias of 2.7
m is introduced. The rmse contains the bias as well as
the random error er"

rmse =~bias2 +a]

so that removal of the bias reduces the rmse further
(Table 2 last row).
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Figure 8: Mean stand height from X-VV InSAR DEM
and OS DEM compared to top height from yield class
model. Results of gap model (a), incidence angle
correction (b) and both corrections (c).

COHERENT MODELLING

The microwave scattering model is described elsewhere
(Saich et al. 2001). It is based on the coherent addition
of single scattering from vegetation elements, along
with double-bounce scattering between the vegetation



and ground. The scattering amplitudes (weighted by a
term incorporating the phase change due to the
propagation path) for all the elements in a simulation
cell are summed and the intensity is calculated ..
Backscattering and interferometric signatures arc
obtained by averaging over a large number of
independently generated simulation cells. As such, the
model allows for prediction of both the backscattering
coefficient and complex interferometric coherence.
Our model for the trees is based on a Lindenmayer
system (Prusinkiewicz and Lindenmayer 1990) and is
shown in Figure 9. We have not yet attempted to tune
these L-system trees to match those at Thetford forest,
and therefore our simulation results will be indicative of
the effects we expect to see, rather than a quantitative
match.
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Figure 9: Simplified Lindenmayer system model of pine
trees used by the coherent microwave model CASM.

Figure 10 shows the modelled effective height at X-VV
for a range of tree densities. As expected the tree height
is underestimated by the InSAR height for increasing
tree height (see also observed response in Figure 3).
This effect is stronger for stands with lower tree density,
i.e. larger gap fraction because of the ground
contribution to the phase signal.
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Figure 10: Effective interferometric height at X-band
W polarisation modelled by the coherent microwave
model CASM for tree densities between 200 and 2000
ha-1. 45 °incidence angle.
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Compared to the interferometric heights at L-band
(Figure 11), the X-band height is more representative of
the overall tree height. For L-HH, the retrieved InSAR
height is usually very small as these signatures arc
dominated by ground scattering effects. Figure 11 also
shows the effect of polarisation on the interferometric
height. This information could potentially be useful to
retrieve forest structural parameters other than top
height.
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Figure 11: Effective interferometric height at all L-bond
polarisations modelled by the coherent microwave
model CASM for tree densities from 200 to 2000 ha'.
45 °incidence angle.
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In Figure 12 we show the uncertainties in scattering
height derived from the ensemble of simulations. These
show that uncertainties can be quite large (even where



326

the coherence is close to 1 as is the case for the L-HH
simulations).
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Figure 12: Mean and standard deviation of the effective
interferometric height at X- and L-band modelled by
CASM as a function of incidence angle. Assumed 100%
ground cover.

FUTURE RESEARCH

The results of the microwave modelling suggest that
effective interferometric height can be strongly affected
by the tree density. This is likely to be the result of
increased penetration into the forest canopy and through
gaps to the forest floor. The effect is particularly marked
at X-band.
We have demonstrated that simple gap and incidence
angle corrections can improve tree height estimation,
particularly for mature stands. This has great practical
importance for forest managers who are mainly
interested in retrieving tree height to determine the
optimal time for harvest.
Better knowledge of gap fraction and the spatial
distribution of gaps in a stand is required to be fed into a
geometric model to jointly correct for ground
contribution and incidence angle effect.
The coherent microwave model CASM has shown
strong potential to underpin the observed radar reponse

by theoretical model results. Particularly its ability to
model the radar response to very complex vegetation
structures (Figure 9) distinguish it from the past
generation of models.
The challenge for the future will be to better model

• spatial distribution of trees,
• more 'natural' shape of Lindenmayer system

trees,
• introduce natural variability into L-system

stand models;
• and to understand and utilise the polarimetric

interferometric response at L-band.
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ABSTRACT

In order to improve a better quantitative understanding
of the effect of soil moisture of bare soils on C-band
SAR data, five dedicated "weather" stations with soil
moisture probes, rain gauges, and temperature
thermometers have been installed through the Flevoland
test site since April 2000. Soil moisture is collected
every ten minutes at two different depths (5 and 1Ocm)
while rain precipitation is gathered at the same sampling
time interval by rain gauges. Since the spring of 2001,
soil temperature measurements are also acquired at
these two different depths. In addition to the in-situ
data, spacebome SAR data at C-band measured by
ERS-2 are also collected (3 images every 70 days),
taking advantage that the test site is close-by the
locations of the ESA transponders used for calibration
of the SAR data. Both in-situ data as well as the radar
measurements are incorporated in a database and a
detailed analysis can be performed. In this paper, the
variations of the backscattering coefficient due to soil
moisture changes are shown as well as the effect of rain
on the soil moisture at different depths. In addition, the
effect due to the variations of the soil temperature on
the soil moisture is also illustrated.

INTRODUCTION

In the recent years, SAR data have become more and
more available due to the increasing number of
spacebome SAR instruments flying, or which flew,
around the Earth (e.g. ERS-1/2, JERS-1, RADARSAT­
l) and soon ENVISAT and RADARSAT-2. In order to
go beyond the simple step of image interpretation and to
retrieve quantitatively geo- or bio-physical information,
it is necessary to check the proposed models and
inversion algorithms. Very often however, the lack of
good-quality in-situ data makes the validation of these
models difficult.

To help solving this problem, the agricultural Flevoland
test site (35 km East of Amsterdam in the Netherlands)

has been intensively monitored since early 2000 by
collecting detailed in-situ data on the ground and
archiving the SAR images acquired when ERS-2 was
flying over the site.

IN-SITU DATA

One of the requirements for in-situ data is to have good­
quality, reliable, and as often as possible measurements.
In the case of soil moisture, it was decided to install five
stations spread out through the 1Ox10Km agricultural
site. Each station, as shown on Fig. 1 is made out of a
rain gauge, a data logger, and two "Theta" soil moisture
probes. Measurements are automatically performed
every 10 minutes and the content of the memory of the
data logger is downloaded every month on a laptop. The
rain gauge is based on the flipping bucket method (I
pulse per 0.2 mm of rain) and the body of the rain
gauge has an aerodynamic design with a special profile
to reduce drag and turbulence.

Fig. 1: Automatic collection of in-situ data: Rain gauge,
soil moisture probe, and data logger

Proc. 3"1 International Symposium. 'Retrieval ofBio- and Geophysical Parameters from SAR Data for Land Applications', Sheffield, UK,
11-14 September 2001 (ESA SP-475, January 2002)
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Fig. 2: Installation of the "Theta" probe
at a depth of 10 cm

The "Theta" probes measure the soil moisture by
applying a 100 MHz signal via a specifically designed
transmission line whose impedance is changed as the
impedance of the soil varies. Two of these probes are
connected to the data logger, one acquiring the soil
moisture on a 0-5 cm depth while the other one is
buried at a depth of 10 cm (Fig. 2). Since April 2001,
soil temperature probes at a depth of 5 and 1Ocmhave
been also added to the stations.
The exact locations of the probes (green crosshair) are
shown on Fig. 3 using an ERS-2 image background
acquired on 23 June 2000. The corresponding fields, for
which the backscattering coefficient values are
extracted, are also displayed (red rectangles). The
stations are kept at the same location during the whole
year but for a few changes allowing farmers to work in
their fields. Since the stations are located in agricultural
areas, vegetation grows around them and Fig. 4
illustrates for instance the change of environment
arcund the Koekoek station during the first part of
2000.

RADAR DATA

One of the reason to select the Flevoland area is due to
the fact that the quality of the ERS-2 SAR data is
regularly monitored by using three ESA transponders
deployed close to the agricultural region of interest.
During the calibration procedure, a small imagette of
25x25 km is extracted from the main image in PRI
format.
The checkout occurs once per orbit on a descending
path (acquisition at 12h34 local summer time) and once
every other orbit on an ascending path (acquisition at
23h40 local summer time) which corresponds to

approximately three imagettes every 70 days. Table
summarizes the acquisition performed in 2000.

Fig. 3: ERS-2 image of23 June 2000 with locations of
the probes (green crosshair) and corresponding fields
(red rectangles) for which the ERS-2 backscattering

coefficient values are extracted.

,.,~-~-~ "1,;- ••
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Fig. 4: Change of vegetation around the Koekoek
station. Top left: 5 April, top right: 27 June,

bottom left: 28 July, bottom right: 30 August 2000

ANALYSIS OF IN-SITU DAT A

In Fig. 5, the different measurements acquired from 5
April to 29 September 2000 over the area near Koekoek
are shown. The horizontal axis indicates the dates of the
measurements while the left vertical axis shows the
volumetric soil moisture acquired and the right vertical
axis provides information about the rain. The variations
of the soil moisture at 0-5 cm and 10 cm depth are
shown respectively in red and green. As expected,
smoother variations of the soil moisture at 10 cm depth



can be observed compared the very peaky signal of the
soil moisture at 0-5 cm depth.

Date Orbit Acquisition
times (local)

14 April 2000 Descending 12h34
10 May 2000 Ascending 23h40
19 May 2000 Descending 12h34
23 June 2000 Descending 12h34
19 July 2000 Ascending 23h40
28 July 2000 Descending 12h34
1 Sept. 2000 Descending 12h35
27 Sept. 2000 Ascending 23h41
6 Oct. 2000 Descending 12h34
10 Nov. 2000 Descending 1lh34
6 Dec. 2000 Ascending 22h40
15 Dec. 2000 Descending 1lh34

Table I: ERS-2 acquisitions over the Flevoland
test site in 2000

At the end of June, the station was moved to a different
location on the same field but with less vegetation
present, which explains the abrupt transition of the soil
moisture at 10 cm depth. In addition, the amount of rain
accumulated per period of I0 minutes (in mm) is shown
in blue on Fig. 5. Since measurements are performed
every I0 minutes, each curve is made out of more than
25000 points!

Probe: 20031904 (Koekoek)
05 april 2000 • 29 september 2000 Soil moisture at 5cm

Soil moisture at 1Dem
Rain (last 10min) -

45

s E'
.§.
c:
«ii

4 a:::

Date

Fig. 5: In-situ data acquired over the Koekoek location
from 5 April to 29 September 2000. Volumetric soil

moisture is shown in red (0-5 cm depth) and green (10
cm depth) while the rain measurements are indicated in
blue (amount of rain accumulated in 10minute sample

periods)

In order to investigate the daily vanation of the soil
moisture, Fig. 6a shows a detailed view of Fig. 5 during
15 days at the end of the May - early June 2000 period.
It can be seen that the soil moisture variations at 0-5 cm
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depth are very sensitive to rain events. As soon as it
rains, the soil moisture at 0-5 cm depth drastically
increases. On the other hand, changes of the soil
moisture at I0 cm depth are due mainly to large amount
of accumulated rain. In Fig. 6b, the variations of the soil
moisture are shown at the Chardon location during the
first days of June 2000. Worth noticing are the
oscillation forms (almost 2% vol. peak to peak) of the
soil moisture curves during drying periods, with a
minimum of the soil moisture taken place daily around
6-7h and a maximum occurring around l6- l 7h local
time.

Probe: 20031904 (Koekoek)
50

I
25may2000- 12jun2000

45

0> 40
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Rain (last 10min) -
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Date

Fig. 6a: Variations of the soil moisture for the Koekoek
location from 25 May to 12 June 2000
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Fig. 6b: Variations of the soil moisture for the Chardon
location from 5 June to 22 June 2000

These oscillations may be explained by the additional
in-situ measurements acquired in the summer of 2001.
Two temperature probes were installed at a depth of
5cm and I0 cm. The variations of the soil moisture at a
depth of 5cm at three different locations in a same
agricultural field (Geling location) are shown on Fig. 6c
during the last I0 days of June 200 I. It can be observed
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that the oscillations in the soil moisture measurements
are related to the variations of the soil temperatures.
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Fig. 6c: Rain, soil moisture at a depth of 5cm, and
temperaturs at a depth of 5 and 1Ocmduring the last 10

days of June 2001at the station Geling.

Just before and during the ERS-2 acquisition of 19May
2000 at l2h34, localized rain events took place as
indicated in Fig. 7a. It can be observed that rain was
registered on three out of the four probes around 12h30
local time. At location Franssen, 1 mm of rain fell
between 12h20 and 12h30 and 3 mm during the
following 10minutes. However, no rain fell at Koekoek
(yellow) before the ERS-2 acquisition and very little
rain was recorded at location Chardon (0.2 mm between
12h30 and 12h40). Fig 7b shows the ERS-2 image with
the location of the fields using the same color code as in
Fig. 7a. The areas with wetter soils are bright (locations
Franssen in green, Geling in blue) whereas the darker
values of backscattering coefficient values indicate soil
with much smaller amount of soil moisture (at Chardon
and Koekoek).

Rainfall over the 4 test sites

'E1
.§.
.s
~

·-----'--'---~---- I ct :--J

19 May 2000 Chardon_
Franssen
Geling­

Koekoek
ERS-2-

ib:oo 11:00 12:00 13:00 14:00

Date

Fig 7a: Rainfall over the 4 stations on 19May 2000
(Chardon in red, Franssen in green, Geling in blue,

Koekoek in yellow). The vertical line indicates the time
of the ERS-2 acquistion

Fig. 7b: ERS-2 image over Flevoland site acquired on
19May 2000 at l2h34 local time with locations of the

stations

ANALYIS OF ERS-2 SAR DATA VS IN-SITU
DATA

The variations of the ERS-2 backscattering coefficient
are shown on Fig. 8. The fields selected to extract the cr0
values are illustrated in Fig. 3 corresponding to at least
500 pixels ofERS-2 PRI images per field.
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- -2ID~
'E -4
Ql·c:;
IE -6

8
C) -8c:
·55
~ -10

tl -12
<ll
ID

·--

1apr2000 - 1oct2000 Chardon --+-

01/04 01/05 01/06 01/07

Date
01/08 01/09 01/10

Fig. 8: ERS-2 cr0 values as a function of time for the
four stations spread out through the Flevoland test site

Grass is grown at the Koekoek location and was cut
early July, which explains the jagged form of the
backscattering coefficient. Sugar beets are grown on the
three other sites and the cr0 temporal curves are typical
for that crop (decrease of the signal in April-May due to



growing vegetation and then increase of the
backscattering coefficient during the end of spring and
early summer period).
Because of the effect of vegetation, it is difficult to
relate the value of the backscattering coefficient to the
soil moisture. However, due to the fact that the grass in
location Koekoek was cut in early July, this field could
be used to correlate the cr0 values with the soil moisture
measurements as shown in Fig. 9. Most of the points (in
red) are closely located to the regression curve that can
be computed as shown by the green line in Fig. 9. The
two out-lying points correspond to values when the
grass was very tall just before being cut. Therefore, one
may assume that C-band electromagnetic waves are not
penetrating this thick and wet vegetation layer since no
correlation between soil moisture at 0-5 cm and cr0
values are observed for these two points. Based on the
regression line (R2=0.8) between the backscattering
coefficient [cr0] and the soil moisture [sm] at 0-5 cm
depth for the six valid points of Fig. 9, one may derive
the following simple approximation to predict the soil
moisture at 0-5 cm depth:

I sm"' l.66·cr0+ 50 I [cr0in dB, sm in% vol.]

Note this formula applies only for the grass fields that
were identified on the Flevoland site in 2000, as long as
the vegetation layer is not too thick.

ERS-2 vs soil moisture at a depth of 0-5 cm
o~~~~~~~~~~~~~~~
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Fig. 9: In red, ERS-2 cr0values vs. soil moisture
measurements at 0-5 cm depth for the Koekoek

location. In green, regression line for the 6 valid points.
The two imagettes showing thick grass layers explain
the reason why the two corresponding points were not

considered.
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For the soil moisture at I0 cm depth, no clear
correlation could be found between the backscattering
coefficient and the soil moisture which confirms the fact
that electromagnetic waves at C-band do not penetrate
that deep in the soil.

CONCLUSIONS

In order to improve a better quantitative understanding
of the effect of soil moisture of bare soils on SAR data,
five dedicated "weather" stations with soil moisture
probes and rain gauges have been installed through the
Flevoland test site since early 2000. Because of
calibration requirements, this site is also regularly
imaged by ERS-2, and soon ENVISAT Using the
detailed soil moisture and rainfall measurements, it has
been shown that the top soil moisture (0-5 cm depth) is
highly sensitive to rain while, at a 10 cm depth, the
moisture is more dependant on the accumulated amount
of rain fall. Diurnal variations of the soil moisture have
been observed during drying periods and soil
temperature measurements allow a precise monitoring
of this effect as well as explaining the possible cause
related to a significant soil vapour flow. Furthermore, a
good correlation has been observed between
backscattering coefficient values and soil moistures at
0-5 cm depth for fields covered by grass, as long as the
vegetation layer is not too thick. Based on the very good
quality of the data acquired so far, it is planned to keep
collecting these detailed local measurements after the
launch of ENVISAT. Owing to the fact that the site will
be imaged very regularly by this new satellite for
calibration purposes and the new multi-polarisation
capabilities of ASAR (HH , HY, VY combinations of
polarisation's, though not simultaneous), a very useful
database of in-situ data and spacebome SAR data will
be generated..
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Abstract- In this paper we introduce the Glen
Affric radar project, a multi-disciplinary program
addressing the potential of polarimetric radar
interferometry to provide quantitative vegetation
structural information of importance in forest
mapping and ecology studies. We present for the
first time a comparison of results from L-band
repeat pass SAR imagery with detailed in-situ
measurements of forest height for the test site.

I. INTRODUCTION

The conservation and management of remaining natural
and semi-natural habitats of the countryside is now of
greater importance than ever before, due to continuing
pollution, physical destruction and fragmentation, which
may lead to increasing rates of species extinction, loss
of diversity and general deterioration in habitat quality
[1]. A fundamental requirement for management is
widespread and frequent monitoring, which can only be
done effectively using some form of remote sensing.

The key approach taken in this project is to investigate
the use of fully coherent polarimetric SAR data in this
important role. SAR is sensitive to structural parameters
of vegetation and, in particular, L-band polarimetric
SAR is especially suited to vegetation mapping because
it is sufficiently sensitive to both canopy and sub­
canopy parameters. By utilising the capability of repeat
pass interferometry we have the potential to produce a
true ground DEM of the test site (without vegetation
bias), estimate forest height and canopy extinction [2,3].
The use of repeat pass fully polarimetric interferometry
is fundamental for the following reasons:

• The influence of surface topography can be
accounted for in the polarimetric analysis without
the requirement for external reference DEMs

• Tree canopy height and density can be directly
inferred from the data

• The Polarimetric response from the canopy can
then be considered separately of the signal from the
forest floor, leading to improved estimates of

surface conditions such as roughness and moisture
content.

These results are expected to allow both general species
discrimination and determination of structural
biophysical parameters, giving a more complete
description of the vegetation than is possible using
current remote sensing approaches.

II. THE GLEN AFFRIC TEST SITE

In Scotland, the natural regeneration of the Caledonian
forest (consisting principally of Scots pine, Pinus
sylvestris) over wide areas is seen as a major objective
for Scottish conservation managers. Native pinewoods
are specified in the EU Directive on the Conservation of
Natural and Semi-natural Habitats and of Wild Fauna
and Flora (92/43/EEC) (generally referred to as the "EU
Habitats Directive") and are a key habitat specified in
the UK Biodiversity Action Plan [4]. Effective
monitoring is required if the impact of specific active
strategies, as well as other environmental change
factors, is to be measured and understood. Furthermore,
European legislation now requires national conservation
agencies, such as Scottish Natural Heritage, to monitor
change and report on the status of nationally and
internationally important conservation areas.

The routine application of optical remote sensing to
conservation management of semi-natural vegetation
areas in the UK has been limited due in part to the
inability of available data to provide meaningful
quantitative information needed for ecological
interpretation as a result of coarse spectral and spatial
resolutions. The problem of spectral inseparability may
be addressed by analysing data of high spectral
resolution and such data are becoming recognised as a
tool in ecological investigations [5,6]. However, work is
required to determine the appropriate scale of
observation for particular ecological applications so that
new technologies can be successfully applied to
ecological studies.

Proc. 3"1 International Symposium, 'Retrieval ofBio- and Geophysical Parametersfrom SAR Data for Land Applications', Sheffield, UK,
11-14 September 2001 (ESA SP-475, January 2002)
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In order to address these issues, a BNSC-NERC
sponsored radar measurement campaign was held in the
UK in May/June 2000. Glen Affric was one of the
selected sites and 6 radar passes were gathered with
offset baselines of 10 and 20m enabling single and dual
baseline interferometric analyses. In this paper we
summarise the objectives and show results from the data
analysis and comparison with ground truth.

Test Site Location and Topography

The test area is located in the North West Highlands of
Scotland as shown in figure 1. The area is mountainous
and combines several important challenges for radar
remote sensing, including heterogeneous forest cover,
sloped terrain and a broad distribution of tree heights.

Figure I : Location of Glen Affric Test Site

Despite its relative isolation, the site has been
extensively studied using conventional aerial
photography combined with comprehensive ground
surveys and hence provides a good site for quantitative
validation studies [8,9,10].

To illustrate the nature of the terrain slopes in the region
we show in figure 2 a radar-derived unwrapped phase
image of a portion of the south side of the loch. This
phase image was obtained from the 1Om baseline data
using the coherence maximiser [2] to reduce as far as
possible the phase noise. The main forested test regions
lie along the loch side and we can clearly see the varied
topography of the site.

Figure 3 shows a photograph of our forest test stand in
the scene. We note the mixed species and heterogeneity
of the tree cover. Tree heights vary from a few meters
up to 30m or more for the large Scots Pines.

III. FOREST SCATTERING MODEL

To interpret the coherence information for the test site
we need to employ a multi-layer coherent model of
forest scattering.

Figure 2 : Relative Height Map Obtained From IOm
Baseline Repeat Pass Radar Interferometry

Figure 3 : Forest Test Stand in Glen Affric

According to the 2-layer model derived in [2,3, 11], the
complex interferometric coherence for a random volume
over a ground can be written as a function of
polarisation scattering mechanism w as

f (w) = e" 12 +m(w)
11 +m(w)

- 1)

where only mis a function of polarisation and 11and12
are volume integrals as shown in equation 2.

- 2)

The complex propagation constants Pt and p2 are
defined as
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where B11 is the normal component of the baseline of
the interferometer. We see that we have 4 unknown
parameters, namely

m- the ground to volume scattering amplitude
cr - the mean volume extinction
h, - the height of the forest
<1> - the ground topographic phase

However we have only two measurements (the
amplitude and phase of the coherence). Hence a single
channel interferometer is not able to provide
unambiguous structural information. We see that by
adding a second polarimetric channel we will add two
new measurements while adding only one new
unknown (m) and hence obtain a deficit through 4
measurements to 5 unknowns. Similarly, by adding a
third channel we obtain 6 measurements for 6
unknowns. Hence by employing full polarimetric
interferometry we can invert equation I to obtain
quantitative parameter estimates.

The inversion is implemented in 3 stages:

Stage I :Least Squares Line Fit

The first stage is to find the best-fit straight line inside
the unit circle of interferometric coherence. To do this
we vary two phase variable <j>1 and <1>2 as shown in figure
4. Each pair defines a line and we choose the pair that
minimises the MSE between the line and set of
coherence points. We use 9 points for each line fit,
obtained from interferograms in the following
polarisation channels

optl,opt2,opt3,HH-VV,HH+VV,HH,VV,HV,LL

where 'opt' are the optimum coherence states obtained
using the algorithm in [2]. The state LL is left circular
polarisation at either end of the baseline.

<j'"O
Figure 4 : Phase based least square line fit
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Stage 2 : Vegetation Bias Removal

In the second stage we must choose one of the pair <j>1,<j>2

as the underlying ground topographic phase. This we do
by selecting the point with the highest count of
polarisation channels lying between the candidate
ground point and the HY phase. This provides a quick
method for selecting the ground point <j>.

Stage 3 : Height and Extinction estimation

To estimate the two remaining parameters we use the
line and estimate of <1> together with equation 2 to find
the intersection point between the line and the curve
corresponding to equation 2.

90

f(hv,cr)

150

.. ..
"

210 330

240

270

Figure 5 : Height and Extinction estimates,
non-physical solution (lower curve), correct solution

(upper curve)

Figure 5 shows two such intersections, one of which
crosses the line to bisect coherence values. This cannot
be a physical solution, as it generates negative ground
contributions. We take as the true solution the
parameters which cause the curve to intersect the line at
the coherence value furthest from <1> (upper curve in
figure 5). This ensures non-negative ground scattering
components and makes the weak assumption that in at
least one of the 9 polarisation channels we observe a
very small ground-to-volume scattering ratio. This can
be reasonably assumed in the HY channel as well as in
at least one of the optimum coherence channels.

Note that the model assumes a uniform density of
scatterers from ground to crown. However, on
inspection of figure 3, we can see that this is not typical
of the Scots pine tree structure. Previous validations of
this algorithm have been carried out, but only on dense
pine trees with more uniform vertical density profiles
[11] Hence this site represents an interesting new test
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for the technique. Analysis of the model indicates that
the effect of such high canopies will be to overestimate
the extinction and the tree height. Dual baseline
techniques are expected to resolve this canopy structure
problem but here we are interested in the errors caused
in single baseline inversions by such structural features.

In anticipation of this problem, we have modified the
model of equation 1 as follows

• We assume that o is known from a pnor
modelling or other means. Here we set it to a
value of 0.1 dB/m for L-band, although for
shallow canopies the value chosen does not
strongly influence the results.

• We introduce a new free parameter into the
integral Ii, namely the phase elevation of the
canopy as shown in equation 4.

J2 = _1 (eP2hv - l)eilfr,""

P2
- 4)

We can now estimate the canopy depth, ground
topography and tree height using the inversion scheme.

IV. RADAR DATA ANALYSIS

To demonstrate the basic quality of the radar data, we
show in figure 6 composite images of the three optimum
channels (opt! ,opt2 and opt3) for the 1Om (lower) and
20m (upper) baselines.

The forested regions are clearly shown as dark areas
with low coherence. Note how the longer baseline is
more sensitive to the smaller vegetation cover. Here we
concentrate only on the shorter 1Om baseline.

This coherence data was combined with the other 6
channels and used as input into our model based
parameter estimation technique to estimate the local
forest height. Figure 7 shows a map of vegetation height
obtained from this algorithm.

V : TREE HEIGHT VALIDATION STUDIES

The next stage of our studies was to validate the heights
obtained in the map shown in figure 7. To do this
concentrated effort on a mixed stand close to the
southern shore of the Loch.

Ground Truth Measurements

Since the test site was heterogeneous and rather sparse,
with ground variations of 20m, simple stand averaging
of tree heights was inappropriate. Detailed survey
transects were therefore taken over two test sites, taking
measurements of x, y and z of the tree base (and

occasional spot heights), species, diameter at breast
height (dbh) and tree height.

Figure 6: RGB Optimum Interferometric Coherence
Images for tom (lower) and 20m (upper) baselines
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Figure 7: Vegetation Height Map Obtained
from tom Baseline Data

When possible the height of start of crown and crown
width were also measured. The height to crown was
measured to the lowest live first-order branch. All
measurements were related to a single "reference point"
that was located using a GPS. Two main transects were



made - one in approximately the SAR range direction,
the other perpendicular to this.

The relative accuracy of the tree measurements are less
than 1m (x, y, z) for the ground locations and
approximately +/- 2m for height for the largest trees. As
can be seen from figure 3, a major source of error is
simply deciding what constitutes the top of the tree. In
addition, the fact that not all the larger trees were
vertical meant that the x,y locational uncertainty for the
crown is also a further+/- 2m.

The absolute location errors are dependent upon (a) the
3-D accuracy of the GPS location of the reference point,
and (b) the orientation of the "reference direction". The
second of these is the most problematic, as with no
visible landmarks a simple compass bearing was used as
an indication of orientation. To compensate for this, 3-D
measurements were also made along the centre of an
access track to allow final adjustments to the absolute
locations. The tree locations and spot heights (points)
are shown in figure 8, as well as the expected crown
locations.

The E-SAR flight geometry was used to determine the
range and azimuth locations of the tree bases and spot
heights, as well as the tree crowns. Two corner
reflectors located at either end of the complete data take
were used to help correlate the image co-ordinates to
map co-ordinates. All calculations were carried out in
the UK Ordnance Survey projection with altitudes
above mean sea level. We estimate final locational
uncertainties (for ground points) between field data and
SAR data to be in the region of+/- 3m in azimuth and
+/- Sm in range (approx. 4 pixels). Crown locations are
more uncertain and are considered below.

Representation of Ground Data

The detailed test site consisted primarily of Scots Pine,
with a few birch (<S% of total number and all less than
1Om tall). For visualising the data, pines with a dbh less
that 30cm are given as conical crowns, otherwise they
are represented by a herni-spheroidal shape model using
information on crown height and width. It should be
noted that this crown shape represents the outermost
elements of the branch structure, rather than an actual
well-defined crown (which as can be seen from Figure 3
is never well defined for the taller pines).

For about 20% of the trees the crown width or height
were not measurable but for visual purposes the
following relationships are used: crown width = one
third of the tree height, and height to crown = one half
of the tree height.
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Comparison Between Retrieved and
Measured Tree Heights

Figure 9 shows the range and azimuth transects
respectively and clearly demonstrate that the retrieved
height pattern is well correlated with the measured trees.

Underlying topography is not shown in these images.
Trees that lie within Sm off the transect line are
included in the comparison and are located in the figure
by their true horizontal distance along the transect. The
starred points and connecting Iine represent the
retrieved height value for the crown slant range
location in the retrieved data (i.e. spot heights will be
unchanged, but trees of a given height are compared
against the retrieved values corresponding to their slant
range ("lay-over") location). In order to help account for
locational errors, the retrieved height shown is actually
a 3x3 pixel average centred on the slant range location.

This way of comparing the data is required to account
for the expected response from individual trees. In such
cases the retrieved height will be located not at the base
of the tree, but rather at the slant range location of the
crown. This approach to the retrieval procedure
introduces another locational uncertainty since the
height of the scattering centre (and hence slant range)
will not be the same as the measured tree height. Such
uncertainties may help explain the results of the range
transect in Figure 9 whereby some of the taller trees do
not always seem to be well correlated in range location
to the higher retrieved values. Despite this, the
correlation between measured and retrieved heights in
the range transect give a linear Pearson's correlation co­
oefficient R=0.88. For the azimuth transect the results
also appear well correlated with R=0.90.

Discussion of Results

Despite the reasonable correlation, there are three
noticeable discrepancies between the radar results and
ground truth. The first is that the retrieval process
generally appears to underestimate the tree heights. This
is fully expected, as the L band response is sensitive to
combined ground and canopy features in all polarisation
channels.

The second is that where the field measurements imply
no trees, the retrieval can indicate positive tree heights
of about Sm and up to as much as IOm. This is caused
by SNR coherence problems in non-vegetated areas
yielding spurious phase shifts in the data. Masking
based on the HH/VV polarimetric coherence should
help identify such areas.

A third problem is that in some instances the retrieval
significantly underestimates the tree height. For
example, in the range transect, at around 20m, there is a
sharp change between small pines and taller ones
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behind. The retrieval process does not identify the taller
trees until nearer 25m. It is quite possible that what is
happening here is that the slant range distances for the
shorter canopy at l 5m coincide with the slant range to
the taller crowns at 20-25m. With canopy scattering
from two distinct locations and no clear ground
response, it is possible that in this case the current
method fails to determine a realistic tree height. It is
problems of this nature will be the focus of future
studies, which include a forthcoming NERC funded
research project.

Figure 8: Location of Ground Truth Measurement
Points superimposed on Radar Derived Tree Height
Map
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Figure 9 : Tree height Estimates vs. ground truth for
the two transects: azimuth (upper) and range (lower)

Vl. CONCLUSIONS

In this paper we have introduced the Glen Affric radar
project and described the test site and its importance as
a validation site for an assessment of polarimetric radar
interferometry. We have shown, through ground truth

validation that the radar data is capable of providing
important quantitative structural forest information.
Future studies will concentrate on further comparisons
of the radar observations with ground truth, especially
for underlyingground topography and canopy structure.
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Abstract - In this paper is introduced a method to
extract surface geophysical parameters from
polarimetric SAR data descriptors. A natural soil is
modeled under the form of a two-scale process : a
large-scale stochastic surface depicts terrain
topography which modulates the local orientation of
the SAR resolution cells. The SPM model is used to
determine the average polarimetric properties of the
complete scene. It is shown that the discrimination of
different soil dielectric properties values from a
representation onto planes defined by pertinent
polarimetric indicators necessitates to know a priori
the small-scale roughness conditions. A solution to
this problem is proposed by means of a
representation into a three-dimensional space
defined by the H-A-_g,parameters. A soil parameter
inversion method based on Artificial Neural
Networks is introduced and is applied to the case of
soil moisture retrieval

I. INTRODUCTION

Many studies have shown the usefulness of SAR data
analysis for surface parameters extraction. Soil physical
parameters such as roughness or volumetric moisture
content may be inverted by observing the backscattered
signal amplitude variations with respect to the incidence
angle, frequency or polarization. Some empirical
models were developed to directly invert these physical
quantities using non-linear functions of the scattering
coefficients.
More recently, natural surface characterization studies
have been led using relevant parameters provided by
incoherent polarimetric decomposition theorems [1-3].
Three polarimetric indicators, H, A and Q [4][5]were
shown to be highly related to the soil dielectric constant
and RMS height. The retrieval of a soil dielectric
constant was based on the use of scattering coefficients
derived from the Small Perturbation Model (SPM). A
perturbation technique was applied, by the way of

azimuthal rotations, on coherency matrices modeled for
a range of dielectric constants. The entropy, H, and Q
parameters resulting from the polarimetric
decomposition of the perturbed coherency matrices
were plotted in the (H-g) plane and were shown to
describe distinct curves for different dielectric
constants. The inversion algorithm consisted then in a
look-up table procedure.
Full polarimetric measurements of rough surfaces
showed that the RMS height was almost linearly related
to the anisotropy, A, independently of the dielectric
constant value.
This paper aims to define in an accurate way the
dependence between rough surface geophysical
properties and some polarimetric indicators using a
surface simulated as a stochastic process.
In order to model in a realistic way the response of a
soil observed by a SAR sensor, the soil surface is
considered to be a two-scale process, the order of
magnitude of the small and large scales being fixed by
the SAR spatial resolution.
The surface is mathematically defined by its correlation
function and correlation length, its height probability
density function and standard deviation. The pixels
constituting this large-scale surface are considered to
represent SAR resolution cells with given range and
azimuth dimensions.
Each cell is associated to a coherency matrix calculated
from the SPM model using the local information given
by the large-scale surface.
Similarly to what is done during SAR data analysis, the
global polarimetric response of the scene is obtained by
an incoherent averaging of the different pixel responses
modulated by the large-scale characteristics.
The result of this process consists in a distributed matrix
which is analyzed with a polarimetric decomposition
theorem delivering three main parameters, the entropy
H, the anisotropy A and Q, the indicator of the nature of
the scattering mechanism.
It is then shown that two-dimensional plots of the
simulated results in the (H- g), (H-A) and (A- g) planes

Proc. 3"1 International Symposium, 'Retrieval of Bio- and Geophysical Parameters jrom SAR Data [or Land Applications', Sheffield, UK,
11-14 September 2001 (ESA SP-475, January 2002)
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are not suitable for a reliable inversion of the surface
geophysical parameters when the small-scale correlation
length varies. The representation of the polarimetric
information in a three-dimensional space defined by the
H, A and g axis permits to obtain separate curves for
different surface configurations and can lead to a
reliable inversion for any large-scale and cell-scale
configuration.
The inversion algorithm is based on the use of Artificial
Neural Networks (ANN). A Multi-Layer Perceptron is
trained on a wide variety of surface conditions and
allows a fast inversion of a surface dielectric constant
and RMS slope from its H-A-g parameters.
The inversion technique is applied to polarimetric SAR
data acquired at L band by the DLR (German Aerospace
Center) E-SAR airborne sensor over the Weiherbachtal
site (Germany).

II. POLARIMETRIC SCATTERING MODEL

II. I. Large-scale surface generation

As mentioned previously, a stochastic surface is defined
by its correlation function, cpxx(t)and correlation length,
Le, its height probability density function and standard
deviation, crh. One realization of this stochastic variable
may be obtained by processing a Gaussian white noise
through a correlating filter so that the output signal
follows a zero mean Gaussian probability density
function with a standard deviation equal to crh and with
a correlation length equal to Le.
This processing may be summarized by the following
equation:

S(x,y) = Fr1(~S0(f1,f2))*B(x,y) (I)
where FT stands for Fourier Transform and * for the
convolution operator. The variables B, S and S0 are two­
dimensional arrays associated to the Gaussian white
noise, the correlated surface and the Fourier Transform
of the correlation function respectively. A fast way to
implement the surface generator consists in replacing
the convolution by a simple product by using the
Fourier Transform of the noise array.
It is important to note that in practice the width of the
correlation function is limited around the origin. This
precaution permits to generate wide stochastic surfaces
within a reasonable amount of time.
In Fig.I is depicted a realization of a stochastic surface.

Fig. 1 : Realization of a stochastic surface

11.2.Applicationof a local scattering model

The soil surface is considered to be a two-scale process.
The large scale characteristics, consisting in slopes in
range and azimuth directions, are used as inputs to a
SPM scattering model for each pixel. The SPM model
response represents the scattering from the small-scale
rough surface modulated by the large-scale shape as
indicated in Fig. 2.

Two-scale surface

LARGE SCALE RESOLUTION CELL

/==>J + - •
Fig. 2 : Surface decomposition into a two-scale model

A. Orientation angle extraction

In order to be used as inputs of a scattering model, the
large-scale slope terms have to be transformed into
incidence angle and azimuthal orientation, in the radar
basis, for each pixel of the image. The range incidence
angle, en and the azimuth angle, ~" are given by the
following expressions [6]:

B - (ZxsinB0+cosB0],-acos
2 2i-z; +Zy

I ( 2Z/Zx cosB0 -sinB0) l
<P =-a tan ---------
r 2 (Z, cosB0 -sin B0 )2 - Z~

(2)

where 90 stands for the radar look angle with respect to
the nadir, Z; and Zy represent the large scale surface
slopes in range and azimuth respectively.



B. Scattering model in the radar basis

The Small Perturbation Model permits to calculate
scattering coefficients for slightly rough surfaces as
functions of the incidence angle in the radar basis, e.,
the soil dielectric constant, e, the small-scale surface
spectrum, W and its correlation length and height
standard deviation, L, 5 and crh s respectively. The first
order model polarimetric scattering coefficients are
expressed as :

SpqS~ = 8k4 a;_, cos(B, )4 apqa;, W(2k sin BJ (3)
with, in the Gaussian case,

L2
W(2ksinB,0)= ;-· exp[(kLc_,sinBf] (4)

where apqrepresents the modified Fresnel scattering

coefficient in polarization pq. The first order cross-polar
scattering term, apq, is equal to 0.
The different scattering coefficients are gathered into a
single matrix representation under the form of a
coherency matrix, T(8), defined as :

T(0) = kk" (5)

. I T
with k r= J2[SHH+Svv,SHH-Svv,2S8v] (6)

In order to take into account the orientation of the
resolution cell around the radar line of sight , the
coherency matrix T(8) has to be transformed by the way
of a special unitary rotation matrix as indicated in the
following expression :

T(B,¢) = U(t/J) T(B) U(¢r1 (7)
In Fig. 3 is represented the image of the span or total
polarimetric power calculated from T(8, ~).

Fig. 3 : Image of the total backscattered power

An average coherency matrix, (T) = E[T(B,¢)], is

obtained by an incoherent summation over the large-
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scale surface. This matrix is in general distributed since
the different coherency matrices T(B,¢) are not
collinear. The polarimetric information contained in
(T) is a function of the large- and small-scale

roughness parameters, Le, crh, Le_., crh_s and of the
dielectric constant c.

II. MODEL RESULTS POLARIMETRIC ANALYSIS

Many polarimetric indicators have been developed for
remotely sensed data inversion in terms of target
physical properties. Recently, the use of incoherent de
composition theorems led to an interpretation of an
average incoherent fully polarimetric representation in
terms of average scattering mechanism and random
aspect of the global scattering [4][5].

II.I.Eigenvector/value based decomposition theorem.

A distributed matrix, (T), has its rank superior to one

and cannot be related to a single scattering matrix and
has to be decomposed in order to identify the global
mean scattering phenomenon.
An eigenvector/eigenvalue based decomposition
theorem presented in [4][5] permits to split a distributed
matrix, (T), into a weighted sum of three orthogonal

unitary matrices representing each a pure scattering
mechanism:

3 3

(T) =VI: Vt= IA-.v;vi =LA-.T; (8)
i=l i=l

where V and L represent the distributed target
eigenvector and eigenvalue matrices respectively. The
unitary eigenvectors are parameterized using four
angular variables.

v;=[cosa;,.sina; cos/J;ei\sina; sin/J;ei"·r (9)
A statistical analysis of the decomposition is used in
order to extract the mean scattering phenomenon. Each
scattering mechanism is weighted by its pseudo­
probability p, corresponding to its relative power with
respect to the total power.
The mean decomposition parameters are calculated
according to (9).

3

(a,jJ,5,f)= LP;(a;,/J;,c5;,Y;) (IO)
i=I

The three main parameters of this decomposition are :
- a , the indicator of the mean scattering mechanism. A
value close to 0 corresponds to the scattering on a
surface, for a dipole a equals Tr I 4 and reaches Tr I 2
when the target consists in a metallic dihedral scatterer
- The entropy, H, which indicates the random behavior
of the global scattering.
- The anisotropy, A, which represents the relative
importance of the secondary mechanisms.
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These three parameters are roll-invariant and have been
widely used in natural target properties inversion [l-3)
as well as polarimetric classification procedures [7)[8].

11.2.Two-dimensional projections

The polarimetric indicators provided by the
decomposition theorem are generally used to define
projection planes [1-3). The polarimetric properties of
media presenting different geophysical parameters are
expected to result into distinct characteristics after
projection onto one of these planes. In this way, the
concerned polarimetric variables could directly act as
inputs of an inversion algorithm.
Fig. 4 shows the projection of the polarimetric
characteristics of stochastic dielectric surfaces onto the
(H-Q), (H-A) and (A-g) planes.
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Fig. 4 : Projection of thepolarimetric characteristics of stochastic
dielectric surfaces onto the (H-g), (H-A) and (A-g) planes

It can be seen in Fig.4 that for a given dielectric
constant, the location of the polarimetric parameters
follow continuous curves as the large-scale roughness
varies. Curves corresponding to a dielectric constant
may have different shapes according to the small scale
correlation length. In fact, depending on the small-scale
roughness, the characteristics of different dielectric
constants may have one or more common points. For
this reason we can conclude that a two-dimensional
polarimetric representation is not well suited for the
inversion of a natural surface characteristics if the
surface small-scale roughness is not a priori known.

II. 3. Three-dimensional projections

The polarimetric characteristics of the stochastic
dielectric surfaces are projected into the three­
dimensional (H-A-g) space. The results of this
projection are shown in Fig. 5.
It can be seen that the projection of the polarimetric data
into the (H-A-g) space permits to discriminate the
different groups of curves corresponding to distinct
dielectric constants. The simultaneous variation of the
three polarimetric parameters as the small-scale
roughness changes permits to avoid any common points
between the characteristics.
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Fig. 5 : Projection of the polarimetric characteristics of stochastic
dielectric surfaces into the (H-A-g) space.

As mentioned previously, the polarimetric parameters
are sensitive to the large-scale roughness. In Fig. 6. are
shown the variations of the anisotropy, A, versus the
small-scale RMS slope. These characteristics are quasi­
independent of the value of the dielectric constant. For
large RMS slopes, small-scale roughness variations may
cause some changes in the anisotropy value. Similarly
to the dielectric constant, the large-scale is shown to
follow distinct curves after projection of the
characteristics in the (H-A-g) plane as can be seen in
Fig. 6.
The three-dimensional representation of the polarimetric
properties of a stochastic rough surface using the (H-A­
g_)space permits to separate dielectric characteristics as
the surface geometrical properties vary. This
representation is also well suited for the determination
of the large-scale roughness conditions.
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III. SURF ACE PARAMETER RETRIEVAL

111.1.Surface Model Inversion

As mentioned previously, the polarimetric data
projection into the (H-A-g_)space permits to separate
different dielectric constants and different large scale
RMS slopes. The characteristics described by these
parameters in the three dimensional space are non-linear
and may not be easily inverted by a look-up table
procedure.
We propose then to use an Artificial Neural Network
(ANN) based inversion method.
A Multi-Layer Perceptron (MLP) is trained on (H-A-g_)
sets simulated for a wide variety of surface geometrical
and dielectric conditions. The training stage ends when
the MLP error function reaches a sufficiently low
minimum. The inversion procedure consists then in
applying a set of (H-A-g_)parameters at the network
input and simply calculating the output value as a
function of the different layers weights.
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III.2. Volumetricmoisture content retrieval

The DLR airborne E-SAR sensor, at L band, acquired a
fully polarimetric data set over the site of Weiherbachtal
(Germany). Simultaneously, ground-truth measurements
were done on several agricultural fields. A detailed
description of the ground-truth information can be
found in [1-3].
Among the six test zones, only three, 2, 4 and 5, were
found to be valid from a polarimetric point of view, the
remaining fields presenting highly heterogeneous
polarimetric characteristics. Volumetric moisture
content were measured at different depths, 0-4 cm and
4-8 cm.
Average (H-A-g) sets are extracted from the
polarimetric SAR data corresponding to the valid
inversion zones and are processed through the trained
MLP. The dielectric constants at the ANN output are
converted to volumetric moisture content using Topp
algorithm [1-3].
The retrieval results are presented in Fig. 7.
The retrieved moisture content is plotted versus both
measured ones. For a correct inversion the measured my
are located on both sides of the unity slope line drawn in
Fig.7. In this case, the estimated my is contained within
the range defined by the measured ones.
The inversion approach works correctly for the fields 4
and 5, but fails for zone 2, the estimated my being
slightly lower than the ones measured at a depth of 4
cm.
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Fig.7 : Estimated versus measured volumetric moisture content over
the Weiherbachtal site (Germany).

III. CONCLUSION

This paper introduces a method to extract surface
geophysical parameters from polarimetric SAR data
descriptors. A modeling of a natural soil under the form
of a two-scale process provides a more realistic
approximation of real measurement conditions. The
SPM model is used to determine the average
polarimetric properties of a large-scale surface. It is
shown, from the analysis of polarimetric descriptors,
that the discrimination of the soil dielectric properties
from a two-dimensional representation necessitates to
know a priori the small-scale roughness conditions.
A solution to this problem is proposed by means of a
three-dimensional representation into the (H-A-g)
space. A soil parameter inversion method based on
Artificial Neural Networks is introduced and is applied
to the case of soil moisture retrieval.
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ABSTRACT

The objective of this work is to compare soil roughness
measurements obtained using three different profilers:
the first one is a sophisticated laser jointly developed by
ESA and CESBIO; the second and third ones are a
needle-like mechanical device and a meshboard profiler
developed at !TIS and LHWM, respectively. The
analysed data sets consist of roughness measurements
acquired over the Matera site (Italy) and the Marestain
site (France) in 1998 and 2000, respectively. Over the
Matera site, laser and needle-like roughness profiles
have been measured for one smooth and one rough
field. Over the Marestain site, roughness profiles using
the laser and the meshboard techniques have been
collected over one medium rough soil. The paper
compares the estimates of roughness parameters, i.e. the
rms-height (s) and correlation length (I), obtained with
the different methods, as a function of the number of
profiles recorded (N) and of their length (L).

INTRODUCTION

The study of radar backscatter from bare surfaces is an
important problem in SAR remote sensing because of its
implications in retrieving physical parameters such as
soil moisture content and surface roughness. Modelling
of electromagnetic scattering from random surfaces has
been object of theoretical and experimental studies since
many years; nevertheless, the topic still attracts
scientific interest, for instance, as far as concerns the
characterisation of soil surfaces. In fact, most of
theoretical models describing surface scattering assume
ideal soil statistics seldom found in real conditions. In
this respect, collecting accurate ground data is necessary
in order to assess realistic soil surface statistics and
consequently improve model predictions. To
characterise soil surfaces, the main parameters
commonly measured are the soil moisture content, the
soil texture and the surface roughness. The latter
probably being the most difficult to be accurately
measured. In the past different methods for soil
roughness acquisition were used.
In this context, two ground campaigns over the Matera
site (Italy) and over the Marestaing site, near Toulouse,

(France) have been carried out in autumn 1998 and in
winter 2000, respectively. A large number of long
roughness profiles were acquired over agricultural
surfaces in coincidence with several ERS acquisitions.
The roughness profiles were measured by means of a
novel very accurate laser profiler jointly developed by
CESBIO and ESA which is able to measure profiles up
to 25m [Le Toan et al., 2000]. The analysis of these
long profiles, along with similar measurements
conducted in other European sites, has been very useful
to better understand the statistical properties of surface
roughness with an emphasis on the multi-scale
properties of agricultural surfaces [Davidson et al.,
2000].
However, the CESBIO-ESA laser profiler is a unique,
sophisticated and expensive device, which cannot
substitute simpler and cheaper methods of measuring
surface roughness. In the past, several scientific teams
have used mechanical methods to characterise surface
roughness over spatial scales usually ranging between 1
and 4m.
In addition, these methods will probably be still used
during near future ground campaigns (for instance in
coincidence with the forthcoming ENVISAT
acquisitions). In this respect, it is necessary to assess the
performances of simple mechanical profilers versus
more sophisticated laser profilers.
To investigate this aspect, part of the roughness
measurements conducted over the Matera and
Marestaing sites were carried out using both the
CESBIO-ESA laser profiler and mechanical profilers
(i.e. either a 4m long needle-like profiler or a 4m long
meshboard profiler). The objective of this study is to
assess under which conditions the laser measurements
are in good agreement with mechanical measurements.
More generally, the aim of this study is to ascertain
limits and potential of mechanical roughness
measurements versus laser measurements.
In the next sections, the three measuring techniques are
briefly described and the experimental data set is
illustrated. Then, the analysis is reported and results are
discussed. Finally, some conclusions are given.

Proc. 3"1 International Symposium, 'Retrieval ofBio- and Geophysical Parameters from SAR Data for La11dApplications', Sheffield, UK.
11-14 September 2001 (ESA SP-475. January 2002)
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THE PROFILERS

While the CESBIO-ESA laser profiler (Figure la) is
able to record roughness profiles up to 25m the needle­
like (Figure 1b) and the mesh board (Figure 2) profilers
can measure soil roughness profiles up to 4m.
The laser profiler records the surface profile using a
laser distance meter lodged within a motor-driven
carriage travelling along an aluminium I-shaped rod [Le
Toan et al., 2000]. This apparatus records the distance
between the beam and soil surface every 0.005m with a
vertical precision of± 0.0015m. The system is operated
by a laptop which also stores the digital profiles.

Figure 1: CESBIO-ESA laser profiles (a); ITIS-CNR
needle-like profiler (b)

The needle-like profiler simply consists of an
aluminium plate 4m long and 0.43m high, with an
aluminium rod welded at its basis. Upon this rod there
are 320 holes 0.0125m apart through where the needles
slide. Two T-shaped poles are used to sustain the plate.
When the mechanical profiler is mounted the needles
fall on the ground and they delineate the profile of the
soil situated below the plate. Then a photo of the profile
is taken. The meshboard profiler [D'Haese, 2000]
basically consists of a 4m long plate which is inserted in
the soil and subsequently photographed. In both cases,
once the photos of soil profiles have been taken, a
digitisation process is required in order to transform the
profile into x, y coordinates. Finally, in order to obtain a
standard horizontal spacing of 0.005m (i.e. the
resolution of laser measurements), the digitised profiles
are interpolated.
Mechanical measurements are affected by several
source of errors including coarse resolution, destructive
nature of measure, parallax errors, etc. In particular in
[D'Haese et al., 2000], errors related to the digitisation
process have been deeply investigated when using the
mesh-board device.

Figure 2: LHWM meshboard profiler

THE DATASET

During November 1998 and February 2000, two
dedicated experiments aimed at comparing the
performances of a needle-like and a meshboard profiler
with those of the CESBIO-ESA laser profiler were

Figure 3: Matera and Marestaing sites

carried out over the Matera site (I) and the Marestaing
site (F), respectively (Figure 3). Over a flat area called
Rondinelle, located close to Matera , two bare fields
(one smooth, named field A, and one rough, named field
B) were selected. Whereas, over the Marestaing site
only one, fairly rough, flat field was selected (field C).
The Field A was ploughed in July and harrowed in
August. Since then, it has not been worked . The Field B
has been ploughed but not harrowed and showed no
evidence of erosion due to rainfall. On the contrary, the
field C had been ploughed before winter and, by
February the field was significantly eroded by rainfall.
All the profiles have been acquired long the plough
direction. For each field, the roughness profiles were
acquired using both the laser and the mechanical device
(i.e. either the needle-like or the meshboard profiler).
Special care was taken to measure, as far as possible,
the same profiles with both instruments. Firstly, the
laser was used to record the long roughness profile.
Then, by shifting several times the 4m long mechanical
device the same profile was recorded with the
mechanical technique. Table 1 summarises the whole
data set.

Table 1: Profiles measured over Matera and Marestaing

laser I needle - like I meshboard

Field A I 2 (L =20 m) I 10(L = 4 m)

Field B I 1 (L =20 m) I 5 (L =4 m)

Field C I 11(L = 25 m) I I 21 (L = 4 m)



ANALYSIS OF ROUGHNESS PROFILES

In the context of microwave remote sensing
applications, in order to characterise roughness
properties of soil surfaces, statistical parameters such as
the profile height rms (s), the profile autocorrelation
function (ACF) as well as the associated correlation
length (I) have been usually exploited. These parameters
completely represent the surface statistics under the
assumption that surface roughness may be considered a
stationary Gaussian single scale process. From an
experimental point of view, previous studies [Borgeaud,
1996] have often found a strong spread of these
parameters (particularly of the correlation length) even
within apparently homogeneous fields. In general, such
a kind of variability can be partly attributed to the
intrinsic variability of surface roughness, which often
cannot be represented as a Gaussian single scale process
[Davidson et al., 2000], and partly to inaccuracies or
limitations in the measurement technique.
In this paper the focus is on quantifying the
measurement errors associated to mechanical profilers.
For this reason, the analysis will be limited to 4m long
profiles measured both by laser and mechanical
profilers.
As a mathematical framework for the study, a simple
model for the effect of error measurements on
roughness parameters will be assumed. This model is
represented by the following equation:
r/m = 17, +Ee (1)
where rt represents the estimate of either s or I
parameter. More precisely: 11m is the value extracted
from one profile of given length L obtained with a
certain profiler; 1], is the value which would have been
obtained, over the same length L, if measurement errors
were negligible (i.e. £ e :::::0 ). It is worth mentioning

that 17, depends on the place where it is estimated due
to the intrinsic variability of surface roughness. In other
words 17, can be modelled as:

17, =111 +£, (2)

where 171 now represents the parameter true value

and e', is its random component due to the intrinsic
roughness variability. It is reasonably to assume that
both measurement errors (i.e. £e) and the intrinsic
variability of surface roughness within an homogeneous
field (i.e.£,) are uncorrelated and have zero mean. It
should be emphasised that all previous quantities
contain a dependence on L (i.e. the profile length over
which are estimated).
In this paper, two aspects are specifically investigated:
• the minimum profile length (L) which should be

recorded in order to have a good agreement
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between roughness parameters extracted from laser
and mechanical measurements;

• the minimum number (N) of independent s and 1
estimates which should be averaged in order to
limit their variability within a given range.

To do so, the laser measurements are considered to have
negligible measurement errors and used as benchmark
for needle-like and meshboard measurements.
To give an overview of the data set, Table 2 reports the
average, standard deviation (std) and coefficient of
variation (CV%) for the s and 1 parameters estimated
over 4m long profiles. As can be seen, the agreement
between s and I parameters extracted from laser and
mechanical measurements on fields A, B and C is very
good.

Table 2: Roughness parameters estimated over 4m long
profiles

Field A I (cm) s (cm)

needle-like average 10.85 1.94
std 9.63 0.58
CV% 88.8 29.66

laser Iaverage 10.60 1.63
std 8.00 0.54
CV% 75.4 33.10

Field B I cm s cm

needle-like average 6.60 3.13
std 3.96 0.70
CV"'!. 60.0 22.28

laser Iaverage 6.80 3.29
std 3.65 0.60
CV% 53.7 18.28

Field c I cm s cm

meshboard average 28.00 2.82
std 8.30 0.72
CV% 29.7 25.48

laser Iaverage 26.50 3.67
std 10.60 0.70
CV% 40.1 19.10

It should be noted that CV for I is always significantly
higher than for s.
In the next subparagraph the correlation between
roughness parameters extracted from laser and
mechanical measurements as a function of profile length
(L) will be investigated. Subsequently the effect of
averaging roughness parameters (i.e. s and 1)estimated
over N independent profiles will be described.

VARIABILITY OF S AND LAS A FUNCTION OF L
In this part of the study, the specific objective is to
assess the minimum profile length to be recorded in
order to have a good agreement between roughness
parameters (i.e. s and I) extracted from laser and
mechanical measurements. This study has been
restricted to measurements carried out over field A and
B with laser and needle-like profilers. To attain this,
each 4m long profile, commonly measured by the laser
and mechanical profiler, has been divided into sub­
profiles of 1, 2, 3 and 4m. Subsequently, for each sub-
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profile the ACF, the s and 1 parameters have been
estimated. The number of sub-profiles with different
length and for each field is given in Table 3.

Table 3: Number of sub-profiles for fields A and B

2m
Jm
4m

10
5
5

length profiles L I N°subprofiles = N
Field A Field B

1m I ~ ~
20
10
10

Figures 4, 5 and 6 show the correlation between I
parameters extracted from laser and needle-like
measurements over 1, 2 and 4m long profiles,
respectively. In the figures the values of the squared
correlation coefficient for both field A and B are
reported. As can be seen, for 1 and 2m long profiles the
correlation between laser and needle-like measurements
is very low. This means that, for these profiles, needle­
like measurements are affected by large measurement
errors. On the contrary, for profiles 4m long an overall
good correlation is observed (significantly better over
field B than field A). This result indicates that, for
longer profiles, measurement errors play a minor role. A
similar trend holds for the s values not displayed here.
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~0 fieldBR--2=0.01

xx
~ x x• ox
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Figure 4: Correlation between I values estimated from
laser and needle-like measurement referring to lm long

profiles
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Figure 5: Correlation between I values estimated from
laser and needle-like measurement referring to 2m long

profiles
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Figure 6: Correlation between Ivalues estimated from
laser and needle-like measurement referring to 4m long

profiles

While measurement errors on I estimates become less

important as the profile length increases (i.e. Ee ~ 0 ),
the intrinsic roughness variability shows an opposite
trend at least in the case of field A. In other words, the
spread of I estimates increases as the profile length
increases. Such an effect usually indicates that probably
field A may be better described by multi-scale than
single-scale statistics.

VARIABILITY OF S AND LA VERAGES AS A FUNCTIONOFN
In order to reduce the variability in the s and I estimates,
an average over N independent measurements can be
performed. In Figure 7, for field A and B, the average of
I estimated from laser versus needle-like measurements
is displayed as a function of increasing profile length.

I (cm) / Needle - like Profiler

Figure 7: Correlation between averaged I values
estimated from laser and needle-like measurements

As can be seen, the agreement is quite good whatever
the profile length (an analogous result holds for the s
parameter). This is because averaging a large number of
profiles (see Table 3) both reduces roughness intrinsic
variability (i.e, Er) and error measurements (i.e. Em).
However, estimates over shorter profiles are affected by
systematic errors. This can be easily demonstrated by
noting that in Figure 7 the average correlation length of



field A, estimated over 4m long profiles, is significantly
higher than the average correlation length of field B,
estimated over the same distance. However, this
difference tends to reduce when the estimates are
performed over shorter profiles. For instance, for lm
long profiles the average correlation length of field A
and B are almost the same. This systematic error is due
to the fact that any profiler behaves as a band pass filter
with a lower and higher frequency related to the profiler
length and the profiler resolution, respectively. Even
assuming that the soil roughness under study is a
stationary Gaussian single scale process, in order to
obtain a reliable estimate of 1, the profiler length L must
be much larger than I [Oh and Kay, 1998). For lm long
profiles this condition is usually not fulfilled.
Consequently the estimates of 1 over short profiles
suffer from important systematic errors. For this reason
in the following we concentrate on 3-4m long roughness
profiles.
A second aspect, which has been investigated, is the
variability of s and 1values as a function of the number
of independent estimates averaged. To do so, the
following averages have been computed, both for the
laser and mechanical measurements:

(3)

(4)

k = 1...N-1

where Y] stays for s or 1 and N as a function of L is
reported in Table 3.
The C% coefficient is the relative error expressed as
percentage between the estimate of the Y] parameter
obtained averaging k samples and Y] estimated averaging
all the samples. In Figure 8 and 9 the comparison
between C% for laser and needle-like measurements
referring to 1 and s estimates is reported, respectively.
The parameters have been estimated over 4m long
profiles, in Figure 8 the C% refers to estimates of 1over
field A whereas in Figure 9 it refers to estimates of s
over field B. Analogous trends hold for the other cases.
As can be seen, the C% values both for laser and
needle-like measurements overall decrease as a function
of the number of averaged samples (k). Since the
estimates of roughness parameters are performed over
4m long profiles, the effect of measurement errors is
less important than the intrinsic variability of surface
roughness.
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Figure 8: Comparison between the relative error of the 1
parameter, estimated from laser and needle-like

measurements over 4m long profiles on field A, as a
function of the samples averaged (k)
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Figure 9: Comparison between the relative error of the s
parameter, estimated from laser and needle-like

measurements over 4m long profiles on field B, as a
function of the samples averaged (k)

In this respect, the difference between C% for laser and
needle-like measurements is not very large. However, it
should be noted that C% for laser measurements is
always smaller than for needle-like measurements. This
means that laser measurements are more stable than
needle-like measurements. For the case of needle-like
measurements, in Table 4 the values of coefficient C%
are reported as a function of the number of profiles (k)
used to calculate (4). Those values hold both for sand 1
parameters. It is worth mentioning that the smooth field
(Field A) requires a larger number of independent
measurements than the rough field (Field B) to achieve
the same level of variability.

Table 4: Relative error affecting s and 1 parameters
extracted from needle-like measurements of 3-4m long
profiles.

L=3and4m
3
4
5

C'Yo Field A Field B
40%
30'Yo
20%

6
7
8
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are informally known as Nubian sandstones, and by low
sporadic outcrops of granite and granitic gneiss of the
Precarnbrien African shield. Vegetation is almost entirely
absent except at the minor oases or wells, known as birs
The desert floor is mostly covered by yellowish to
slightly reddish windblown sand in extensive, thin, flat to
undulating sheet deposits.

Figure I: The dot shows the Bir Safsaf location

The studied sites were identified on the SIR-C radar
scenes by comparison with LANDSAT 7 ETM+ data
(Figure 2). This led us to locate three specific zones for
which visible images indicate quite homogeneous sand
cover whereas SIR-C data show various linear subsurface
structures (corresponding to sharp transition in the total
backscattered power cro). A GPR field experiment was
then planned to validate the fact that cro variations are
related to subsurface structures.

EXPERIMENT AND PRELIMINARY RESULTS

The field work took place from 13'hto 18'hFebruary
2001, and was conducted in cooperation with the
Egyptian authorities. The work consisted to perform
series of GPR profiles, surface roughness measurements,
and geological material sampling in the three selected
sites of the Bir Safsaf area. We operated the GPR of
BRGM (a GSSI-SIR-10) with 500 and 900 MHz
antennas. Roughness measurements were acquired using
a needle profiler. A specific task consisted to position the
GPR profiles and roughness measurements with a
precision of few tens of meters with respect to the
structures selected in the SAR images. This was
performed by coupling in real time a GPS facility and
geocoded SAR images.

Roughness measurements were first performed. For
each sites (Figure 3), they confirmed the LANDSAT
observations, i.e., surface topography is flat and rather
smooth (2 mm c HRMs< 10mm).

a)

~::~?G:::t:t;1:t~::::::::::::::::::::::::~:..

b)
Figure 2: comparison between LANDSAT 7 (a) and

SJR-C (b) scene of the same area

GPR profiles were afterwards carried out. Their
length varied from 2 to 3 km in order to have a long
enough section to be compared to SIR-C data. For each
of the 500 and 900 MHz frequency profiles, common
data processing (spatial resampling, frequency and dip
filtering, etc) was performed to enhance the signal to
noise ratio.

In order to compare the SIR-C backscattered power
with GPR data, we computed along the GPR profile the
integrated power P, taken as the instantaneous amplitude
integrated in time:

p = f ~s 2
( t) +Q 2

( t) dt

S(t) being the GPR amplitude signal in time, and Q(t)
being the quadrature signal of S.

This quantity can be somehow compared to the cro.
extracted from the SIR-C pixels located along the GPR
profiles. Figure 4 shows, for the third site, the
backscattered power at L and C bands, the GPR power



curves and sections at 500 and 900 MHz, respectively
after and before the integration in time.

Figure 3: roughness measurements
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These preliminary results shows that important
differences exist between the 500 and 900 MHz GPR
sections, but also between GPR power and SIR-C <ro
curves. We can comment on several points:

A higher penetration depth is observed for GPR-500
MHz compared to GPR-900 MHz. The top and the
bottom of a subsurface layer, which is about 2 m
deep, observed between 1000 and 1600 m, are clearly
identified in the GPR-500 MHz section, but are
hardly identified in the 900 MHz one. This shows the
frequency effects on the penetration when considering
buried structures: the lower the frequency, the deeper
we can detect. This also explain why the L-band (1.2
Ghz) data from SIR-C do not show this deeper
subsurface structure.
The high power anomaly located between 1500 and
1600 m in figure 4b seems to be related to reflective
stones (the carbonate nodules observed by [Schaber et
al., 1986]) located just below the surface and
probably forming the bottom of the first layer. The
discrepancy between the two sections indicates that
GPR-500 MHz is more sensitive to them compared to
GPR-900 MHz. In consequence, the penetration at
900 MHz reach few tens of centimeters, while it is
much more at 500 MHz.
The difference between SIR-C C and L band
backscattered power in SIR-C data is only a shift in
amplitude, indicating a moderate but identical
penetration for the two bands, mainly controlled by
the first centimeters of the subsurface.
The correlation between GPR and SIR-C data is not
straightforward. The probable causes are: (i) the
difference in horizontal resolution related to the two
methods (25 m pixels in SAR images, 10 cm in GPR
profiles), (ii) the spatial integration of the SAR
sensing technique compared to the GPR which
measures the reflected power at one point, (iii) the
difference in SIR-C and GPR acquisition systems,
side-looking with narrow bandwidth and down­
looking with large bandwidth respectively. This
last point make SAR more sensitive to the diffuse
component whereas GPR is more sensitive to the
specular component of the backscattered signal.

2000

CONCLUSION

We confirmed here that low frequency radar (L-band)
can retrieve subsurface information where other classical
sensors (optical, IR) cannot. If these information is not
related to the surface properties, i.e. roughness,
subsurface structures are the remaining candidates to

200: explain the backscattered signal.

GPR/SIR-C comparison docs not give a clear
information concerning the penetration of L-band in the
Southern Egyptian Desert, but some correlation between
the two signals could be observed, when taking into
account the diffusive nodules in the near subsurface.
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and the number of scattering processes (entropy H).
Both parameters were plotted in the entropy-alpha­
feature space (Fig. 2) to distinguish different land
cover classes.

Figure 2: Entropy-alpha-feature space.

LAND COVER CLASSIFICATION

The land cover classification has been carried out on
two levels according to Dobson et al. 1995 and Herold
et al. 2000. In the first level the classes settle­
ment/forest, water/ shadow and short/no vegetation had
been distinguished on the base of an unsupervised
isodata-clustering of the L-HH, L-VV, L-HV, X-HH
and X-VV intensities.

In the second level the mixed classes settlement/forest
and short/no vegetation had been distinguished in sepa­
rate steps. In both cases a supervised maximum likeli­
hood classification was applied. The class short/no
vegetation has been separated using the intensities and
polarisation parameters into the sub-classes rape, grass­
land, winter cereals, ploughed and seedbed (Fig. 3).
Each sub-class was separated using the best suitable
SAR parameter. In the case of the class "ploughed" the
a-angle, a I and L-HV have been used according to
their differences to other classes. The signature of the
class short/no vegetation is not influenced by the sparse
vegetation in March, which is penetrated more or less
completely. the backscatter of the L-Band is rather
dominated by the surface roughness.

For the distinction of settlements and forest, texture
information had to be incorporated since a separation
based only on spectral information was not possible.
The calculation of the euklidean distance as suitable
texture parameter was carried out on the L-Band inten-

sities with a 5 x 5 window. Meanwhile forest areas
show primarily volume scattering, double bounce scat­
tering is characteristic for settlements. Using all polari­
sation parameters and the intensity it was also possible
to distinguish two forest classes, yound and mature
forests. The classification accuracy was over 80 %.

SOIL MOISTURE DETERMINATION

For the Zeulenroda testsite the relationship between the
radar (Intensity, Principle Components, Polarimetry)
and the land surface parameters soil moisture and moist
biomass have been investigated using empirical regres­
sion models. The soil moisture is mostly correlated
with the Principal Components I (PC!) and 3 (PC3),
the intensities L-VV and L-HV as well as the first
Eigenvalue ()-.1). Figure 4 shows the soil moisture dis­
tribution derived from the radar backscatter (right), in
comparison to the soil moisture distribution based on
interpolated TOR-measurements (left). The coinci­
dence is very good, the dry areas on the upper slope as
well as the moist places on the lower slope are shown
in the right dimension. The correlation coefficient is r =
0.85. Displayed is the mean value of the 5 polarimetric
parameters, which also reduces the Speckle effect.

For validation purposes the results have been compared
to the Multiple Flow Topographical Index (Fig. 5) and
to the storage capacity (Fig. 6). The Topographical
Index shows runoff lines due to the high resolution
interferometric E-SAR OHM (5 m grid, < 1 m vertical
resolution). It detects the local watershed, but it traces
the soil moisture conditions only limited.
This is different with the storage capacity. It has been
generated through the overlay of the porosity (derived
from the soil grain size) and the root depth (derived
from land use). Here the local topography is traced
with the southern moist lower slope and the northern,
potentially dryer upper slope. This soil moisture distri­
bution is confirmed by the radar acquisition of
30.03.99 (Fig. 4, right).

This unique comparison of 4 different measurement
methods confirms the possibility of L-Band SAR data
to determine soil moisture. The radar data derived
distribution seems to be more realistic than the ones
derived from geostatistical methods.

Another significant correlation (r = 0.92) could be
recognised between the SAR data and the moist bio­
mass. Fig. 7 shows the distribution for the agricultural
fields in the Zeulenroda testsite. The highest values are
maize, the lowest recently ploughed fields. The moist
biomass is strongly correlated with the plant water
content, providing important information on the
amount of water taken out of the system through har­
vesting.
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Figure 7: Moist biomass distribution on agriculturalfields in Zeulenroda testsite. The dark areas are crops i.e. maize,
the bright areas are recently ploughed fields.

CONCLUSION

This study has shown. that the eigen vector decomposi­
tion is an approach for the extraction of hydrologically
relevant parameters (land cover, biomass, soil mois­
ture) from multipolarimetric SAR data. The land sur­
face parameters are represented through different SAR
paramenters. The land cover classification using po­
larimetric parameters seems to be an extension to the
intensity based classification, not an alternative. For
agricultural applications the information on moist bio­
mass and soil moisture is reliable, providing more
realistic spatial patterns, but a higher timely resolution
is required.

The results could be seen as basic research on L-Band
polarimetry and backscatter signature information for
fututre spacebome missions like ALOS.
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ABSTRACT

The leaf area index (LAI) is directly related to the
growth potential of a forest. Therefore it is an important
parameter both from economical and environmental
point of view. LAI determination using optical images
is problematic in boreal forests, but ENVISAT ASAR
should have potential in LAI estimation, as its
wavelength is close to the needle size of boreal forests.
While waiting for ENVISAT data the LAI estimation
using VV and HH polarisation has been studied using
ERS and Radarsat images. The first results of Scots pine
are promising. This research is carried out in the
ENVISAT AO-project "ENVISAT in boreal forest
mapping and LAI estimation" (=ENBORFORMAL).

INTRODUCTION

The leaf area index (LAI) is a key structural
characteristic of forest stands because of the role of
green leaves in controlling many biological and physical
processes driving the exchange of matter and energy
flow. LAI correlates strongly with the fraction of
absorbed photosynthetically active radiation, which
determines the energy available for growth. The amount
of leaf area responds rapidly to different stress factors
and (changes in) climatic conditions. The subsequent
decrease or increase in LAI is directly reflected in future
biomass production. It is widely recognised that the LAI
could serve as a key indicator to characterise the
condition and growth potential of the forest ecosystem.
Unfortunately, the lack ofreliable methods for assessing
the LAI at larger geographical scales has so far limited
this application.

Remote sensing is the only reasonable alternative for
LAI estimation at regional scales. However, it has
turned out that the normalised difference vegetation
index (NDVI) obtained from optical images and used
globally for LAI determination is not succesful in boreal

forests (Harne et al. 1997, Nilson et al. 1999). Therefore
a method is sought for retrieving LAI for boreal forests
using microwaves. Backscattering modelling has
indicated that the LAI has a large effect on simulated C­
band backscatter, if the leaf size is comparable to the
wavelength. In boreal forests the leaf (or needle) size is
of the order of a few cm, so that LAI retrieval from C­
band data could be expected (Wang et al. 1995). The
alternating polarisation capability of ENVISAT has
extra possibilities in trying to find out a relationship
between the backscattering properties of a forest and the
LAI values.

LAI MEASUREMENTS

The test site was in Tuusula (60.3° N, 24.5 ° E),
Southern Finland, comprising an area of 443 ha. About
half of the area is forested with Norway spruce (Picea
abies L.) or Scots pine (Pinus sylvestris L.) dominated
stands of different age. Many of the Scots pine stands
were situated in a relatively large marsh area. Stand
level ground measurements of the standard forest
parameters were available from a previous investigation
(Hallikainen et al. 1997). The year of measurement was
1997, i.e., two years prior to this investigation. A high
resolution optical mosaic image covering the test site
was also available (Holm and Rautakorpi 1997, Holm
1998).

Measurements of leaf area index (LAI) were made using
the LAI-2000 Plant Canopy Analyzer (Li-Cor Inc.,
Nebraska, USA) between the 24th of May and 2°d of
June, 1999 (Welles et al. 1996). The estimate of LAI
provided by the LAI-2000 is obtained by inversion from
measured canopy transmittance (gap fraction), and is
based on the assumption that leaves are randomly
(Poisson) distributed in the canopy space (Stenberg
1996). The optical sensor of the LAI-2000 consists of
five detectors arranged in concentric rings, which
measure radiation < 490 nm (where scattering from

Proc. 3'd International Symposium, 'Retrieval ofBio- and Geophysical Parameters from SAR Datafor Land Applications', Sheffield, UK,
I 1-14 September 2001 (ESA SP-475, January 2002)
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leaves is minimal) from different sections of the sky.
LAI is computed from the ratio of below- and above­
canopy readings in the five zenith angle bands of the
detectors.

The selection of stands for measurement of LAI was
based on the criteria that stand size (area) should be
larger than 1 ha, and that the sample should include as
large as possible variation in forest stand variables (age,
stem volume, basal area, and tree height). A fairly wide
range in these variables was obtained for the whole
sample, however, within each of the two species the
range was considerably smaller. All the Norway spruce
stands had high values of stand volume and basal area,
whereas the Scots pine stands were less dense (Stenberg
et al. 2001).

LAI-2000 measurements were made in regular grids in a
homogeneous part of each stand. The measurement
design varied with size and shape of the stand. The
number of measurement points was between 12 and 36,
and the points were situated 3 to 20 m apart. Most
commonly, a 30 x 30 m square grid with 16
measurement points situated at 10 m intervals was used.
Two LAI-2000 units were used to obtain simultaneous
readings below and above the canopy. "Above-canopy"
readings were collected automatically every 15 s in an
open field within the experimental area. A view cap

occluding 90° of the sensor's azimuthal field of view
(FOV) was used to prevent direct sunlight from
reaching the sensors, and at same time occlude the
operator from the FOV. During measurements the
sensors were oriented so, that the FOV was always the
same for the above- and below-canopy readings.

The computation of LAI was performed separately for
each measurement point, and these "pointwise"
estimates of LAI were averaged over the gridpoints to
give plot LAI. Grid averaged estimates of LAI by the
LAI-2000 ranged between 2.4 and 3.8 in the spruce
stands, and between 0.26 and 2.5 in the pine stands.
Grids were measured twice to check the stableness of
the LAI-estimates, which was found good (difference in
estimated LAI from the two measurements was
typically in the order of 1- 2 %). The Scots pine stand
having the LAI value 0.26 was later on dropped from
the microwave analysis, because it consisted of only
seed trees in a clear cutting, so that a large part of the
backscattering came from the ground.

Landsat TM images revealed that the stands were so
inhomogeneous, that the mean LAI values
corresponding to grids located in the stands could not
be taken to represent the whole stand. This is supported
also by the modest correlation between the standwise
mean basal area and the gridwise mean LAI value
(Figure 1).
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Figure I: The relationship between the grid averaged
estimates of LAI (1999) and the standwise mean values
of the basal area (1997) in Tuusula.

REMOTE SENSING DATA

Since no ENVISAT ASAR data is so far available, one
ERS-2 SLC image (resolution 7.9 m x 4 m) and one
Radarsat Standard 1 image (resolution 25 m, pixels size
30 m) were acquaired to get a first impression of using
dual polarization in LAI estimation. The closest possible
image pair corresponding to the time of the LAI
measurements was May 25 (Radarsat) and May 29
(ERS). Due to the differences in resolution and imaging
date, this radar image pair can be used only in testing
the chances of ENVISAT ASAR in LAI estimation, not
in producing real estimation algorithms.

When comparing the backscattered intensity and the
LAI values, one has to know, how large area actually is
represented by one LAI-2000 measurement. This area
can be determined from the tree height and the co­
ordinates of the LAI measurements. Namely the radius
of the area seen by the LAI instrument is about 3.5
times the dominant tree height (LI-COR 1992).

Because most of the stands were inhomogeneous, the
radar intensities to be compared with the LAI values
were calculated only from the area represented by the
LAI measurements (Figure 2). In many cases it was
evident, that the LAI measurement points of the grid
were so close, that the measurements were partly
overlapping. Therefore a weighted mean radar intensity
value was determined by using as the weight the
number of the LAI points the pixel in question affected
(Figure 3). In some cases the ERS SLC intensities
contained very strong peaks or gaps often related to
topographical features. Therefore the ERS weighted
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Figure 2: The LAI measurement grid and the rectangle covering the area affecting the LAI measurements of one stand.
The background shows the optical mosaic (top left) Landsat TM RGB composition of channels 5, 4 and 3 ( top right),
intensity of Radarsat (bottom left) and intensity of ERS (bottom right).

means were calculated by dropping away l % of the
highest and lowest values.

RESULTS AND DISCUSSION

Both SAR images used correspond to wet conditions
typical of spring. This comes also evident from the
weak negative relationship between the backscattered
intensity and biomass (Figure 4). As expected, the
weighted means produced better results than normal
means. The relationship between the radar intensity and
the LAI mean values is shown for Scots pine and
Norway spruce in Figure 5. No strong correlation can be
detected. A corresponding image for the median
intensity had slightly less scatter, but the correlation
remained poor. To reduce the effect of the actual

intensity level, which is sensitive to the moisture
content, the ratio of the weighted radar intensities was
studied as well. The ratio of the weighted mean
intensities ofERS and Radarsat (i.e. VV/HH) turned out
to have a strong linear correlation with the LAI values
of Scots pine (Figure 6). For Norway spruce no obvious
relationship was found, but the difficulty was that there
were only 7 Norway spruce stands, all having LAI
values in the range 2.4 ... 3.8. The LAI values for Scots
pine were in the range 0.4 ... 2.5. Also the stem volume
values of the Norway spruce stands were all large, 282
... 535 m3/ha. The Scots pine stands included also young
canopies and the stem volume range was 7 ... 437 m3/ha.
Considering the scarcity of the spruce data no definite
conclusions about its LAI estimation using this radar
intensity ratio can be drawn. Also the fact, that there
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Figure 3: Example of the weights used for ERS (left) and Radarsat (right) within one rectangle covering the area
affecting an LAI measurement grid.

was almost no overlap in the LAI values of the stands
dominated by spruce or pine, prevents conclusions
concerning the effect of species. No strong correlation
with the standwise mean stem volume for either species
was detected for the radar intensity ratio (Figure 7).

The observed behaviour of the ratio of the VV and HH
polarisation vs. LAI is quite good for Scots pine, when
one takes into account that the radar images had
different resolution, different number of looks and they
observed the target on different days. Moreover, the
geolocation relative to each other of the two radar
images certainly introduced some error, which will not
appear in the use of ENVISAT ASAR data. In addition,
the incidence angle used here is 23° and the difference
of backscattering caused by polarisation should increase
with increasing incidence angle, when more of the
backscattering comes from the canopy and less from the
canopy gaps. Thus the alternating polarisation

possibility of ENVISAT ASAR up to the incidence
angle of 45° should improve the results. With the
existing data it was not possible to test the use of cross
polarisation, which should be even more sensitive to the
shape of the target. Whether one should prefer the cross
polarisation to a like polarisation remains to be seen,
when ENVISAT ASAR data will be available.

Since the LAI values represent subareas of stands and
stem volumes are defined for the whole stand area, it is
not possible to compare directly, which of the two
parameters really has stronger correlation with the mean
intensity ratio. However, the coefficient of
determination for correlation of the standwise mean
intensity ratio and the stem volume was negligible
despite of the fact, that only single storey canopy stands
were included here to reduce the scatter (Figure 7),
whereas the LAI results contain also canopies of several
storeys (Figure 6). Certainly the backscattering is not
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other structural parameters, but in cases of diseased and
dead standing trees, this correlation eventually breaks
down. On the other hand, especially in the abnormal
cases the LAI gives important additional information.
Therefore it would be really useful to study both
theoretically and experimentally the effect of reducing
the LAI value without changing other forest parameters.
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Figure 7: The ratio of the standwise mean radar
intensity vs. the stem volume.
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For the reciprocal backscattering case : SHv = SvH·. For
extended targets such as forest stands, it is necessary to
average measurements over a sufficient number of
independent samples. in order to have reliable
estimations. To preserve the correlation between
channels during the averaging process, the polarimetric
measurements have to be expressed in a way to preserve
the second order moments. Polarimetric information is
expressed on linear combinations arising from the Pauli
matrices, allowing to define a complex vector

k = ~ [s Hf/ + s\/\' s HH - Svv 2SHI' r ,
and then derive the coherence matrix defined as

J
T =kk
The polarimetric covariance matrix is defined as

(SHH .s\*'\1)
PHFm' = (ls1111l2)(lswl2)
The Entropy and the mean alpha angle is derived from
the eigenvalue decomposition of the averaged coherence
matrix, <T> [CLO 96]. The <T> matrix is decomposed
into:

(r) = A1e1e1J + A2e2e2 J + A,,e3e, ,T

where i., and e, are the eigenvalues and eigenvectors.
which arc expressed as :

r
coszr, 1

<!> 5ei = e' ' sin ai.cos /Ji.e' '
sin ai.sin /3;.e'Y,

The entropy is then defined by using the eigenvalues :

' A,
H = '-'. -P log, P with Pi=-L' ..£..,, I . I A

i=l I
j

H varies from 0 for isotropic scattering to 1 for a totally
random scattering, it can he considered as an indicator
of the randomness of the medium.
The average alpha angle is defined by using the
eigenvalues and the eigenvectors

a= P,,a1+P2a2 +P.,,a,.
This mean alpha angle is an indicator of the averaged
scattering mechanisms, ranging from 0° (surface
scattering) to 90° (double bounce scattering), with value
of 45° corresponding to dipole scattering.

IV. ESTIMATION OF THE POLARIMETRIC
PARAMETERS UNDER STUDY

One of the issues encountered when measuring physical
quantities is the reliability of the estimators used,
especially on SAR data due to speckle. Generally the
precision depends on the number of independent
samples used for the estimation, then on the Equivalent

I

Number of Look (ENL). To preserve statistical
properties of the data. polarimetric quantities can be
estimated in the slant geometry, and results are
projected in the ground geometry. For a given stand,
distribution of estimator is obtained, and the statistical
properties depend on the window size (here 5*5 and
11*11) used to estimate the polarimetric measurements.
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Figure I : mean alpha angle and entropy as a function of
[orest stem volume (1113/ha), estimated with sliding windows of
5*5 and I I* I I, and on the equivalent coherence matrix of the
whole stand.

Figure I presents measurements obtained on the
Ruokolahti site with sliding windows of 5*5, 11*11,
and the value estimated on the stand average coherence
matrix, for alpha angle and entropy. The variation of
alpha angle as a function of ENL similar to the
backscattering coefficient estimation : increasing the
number of looks does not affect the convergence to the
true value, only uncertainty and the errors decrease. The
estimated value of the entropy increases with the
number of independent samples used to define the
equivalent coherence matrix, similarly to the
polarimetric coherence estimation : the estimator is
biased, and the bias and uncertainty are reduced with the
increase of number of looks.
Entropy and coherence biases have been assessed by
applying estimators on simulated images, the statistical
properties of which are chosen according to
measurements obtained on the Landes SAR images.



Coherence matrix has been extracted from
homogeneous stands at several growth stages by spatial
averaging (maximum likelihood estimates of the
covariance matrix for gaussian distributed data,
[QUE95]).
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Figure 2 presents the estimation of the entropy and the
HH-VV coherence on l5-look simulated SAR data
versus the true value. The dynamic range of both
parameters correspond to the one measured on real
images over forest (i.e. 0.3-0.7 for coherence and 0.6-
0.9 for entropy). Bias for HH-VV coherence appears
only for values under 0.4 (over the saturation point),
whereas a bias of at least 0.5 is constant in the entropy
estimation in the dynamic range of interest. In the range
of sensitivity of the coherence to forest biomass, the
bias is negligible, which is not the case for the entropy
estimation. These bias decrease with increasing ENL.

The number of look should then be increased to
minimize the error, but also to ensure a negligible bias.
The results shows that this constraints are satisfied with
a sliding windows of 11 by I I pixels, corresponding to
an ENL around 70.

V. EXPERIMENTAL RESULTS ON THE LANDES
SITE: RAMSES SAR DATA.

Sensitivity of polarimetric parameters to forest biomass
is assessed using estimation based on stand boundaries.
As shown in figure I the number of look should be high
enough to avoid variation of the precision depending on
the stand size. For this. only stands having a ENL larger
than I00 have been considered in the analysis. Figure 3
presents the relationships between HY backscattering
coefficient, HH-VV coherence, entropy, mean alpha
angle and the stem volume on the Landes site.
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<J011v is sensitive to volume stand up to 70-80 rrr'zha.
with values increasing from around -25 dB for soil
stands to -13 dB for forested stands at the saturation
level. A dynamic larger than l0 dB is observed. but
some dispersion occurs, especially after the saturation
level.
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However for analysis purposes, GIS has been back­
projected in the slant geometry : average coherence
matrix can then be estimated for each stand, and the true
value of discriminator is obtained.
The sensitivity is observed for the same range of stem
volume for the polarimetric measurements in figs.4,
(around 70-80 m3/ha). The dynamic is slightly larger for
coherence (decrease from 0.8 to 0.2 with stem volume)
than for entropy (increase from 0.55 to 0.95). The alpha
angle is ranging from 20° to 53° for increasing stem
volume. However, a strong dispersion appears for all
polarimetric parameters, which degrades the
relationship with volume. This could be explained by
natural variability of the stands, but over the Landes
forest, it is mainly caused by variation in incidence
angle. Figure 4 presents the variation of HH-VV
coherence with incidence angle for bare stands
(vegetation volume < 5 m3/ha), and forest stands of 35,
80 and 125 m3/ha. With increasing stem volume, the
coherence as well as its sensitivity to incidence angle
decreases. The loss of sensitivity is however hindered
by the loss of coherence caused by the depolarization
induced by the longer path in the canopy. For biomass
retrieval using polarimetric measurements, the
dependency in incidence angle should be considered,
and low incidence angle should be preferred. The same
sensitivity to incidence angle and loss of dynamic have
been observed for entropy and alpha angle. Polarimetric
measurements appear more adapted for forest parameter
retrieval at low incidence angle.
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Figure 4 : variation of the HH-VV coherence as a function
of the incidence angle, for soil stands and forest stands of
35, 80 and I25 1113/ha

Finally, strong correlations between the polarimetric
parameters are shown in figure 5, presenting the HH­
VV coherence and entropy versus the mean alpha angle.
All parameters appear strongly correlated (R2 over
0.98). Most of the information contained in the
covariance matrix lie in the diagonal terms (i.e.
backscattered intensities) and in the correlation between
copolarized waves : like and cross polarized responses
is uncorrelated.

This analysis shows the common sensitivity range of all
parameters, and the higher dynamic range provided by
0"0Hv . Fully polarimetric data does not appear to
provide important additional information content, but
may be robust to some disturbances present in natural
forest.
We propose in the following to compare the sensitivity
observed on a plantation with the case of a natural forest
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Figure 5 : HH-W coherence and entropy as a function of
mean alpha angle for the Landes site dataset

VI. COMPARISON BETWEEN PLANTATION
AND NATURAL FOREST.

The figure 6 shows the comparison of cr08v, HH-VV
coherence, entropy and mean alpha angle versus stem
volume for the Landes plantation and the natural
Ruokolahti forest. The first observation is the sensitivity
of all measurements to volume is observed up to around
60 m3/ha. Secondly there are more dispersion in the data
points in the natural forest. Finally a reduced dynamic
range is observed for every parameters concerning the
ESAR data over the Ruokolahti site compared to
RAMSES data over the Landes site. This can be caused
by differences between the SAR systems, such as noise
level or calibration errors, by uncertainties in ground
data for the two test sites, but also by disturbances
induced by natural variability occurring in the
Ruokolahti site. This impact of disturbances appears
when analyzing the dependency on the incidence angle,
for which a high dispersion appear, caused by natural
variation.
For instance concerning low volume stands, bare
stands are generally covered by low vegetation layers in
Ruokolahti, creating depolarization and volume
scattering, inducing increase of cross-polarization and
loss of coherence for low forest volume classes.
In the following, stands of Scots pine are analysed as
regard the main perturbing effects.
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a) Effect of Soil type
Stands with peat soil and common soil arc compared.
Despite the small number of peat soil stands at low
biomass, the analysis shows a reduced sensitivity to
biomass for all polarimctric measurements. The loss of
sensitivity (fig. 7) is caused by the volume scattering
which occurs over the peat soil. From the polarimctric
point of view, there arc small differences between
mature forest and young forest on peatland.
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Figure 7 comparison of measurements forest stands on
common soil and on peatland.
Analysis of the co-polarized backscattering coefficient
showed that 0°11H and CT0vv were less affected, and thus
have to he considered for forest parameter retrieval
purposes in case of peat soil.

a) Effect of Slope
Figure 8 presents the comparison of stands with slope
under and over 8°. The slope seems to affect all
polarirnctric parameters under study, mainly by
decreasing their sensitivity and by reducing their
dynamic range (especially for entropy and mean alpha
angle). 0°11v and the HH-VV coherence seem less
affected, hut dispersion of the data is high.
The changes of surface orientation and tilting induce
changes in physical interaction mechanisms [LEE 00].
However volume scattering caused by the canopy does
not drastically change for the slope range considered,
which explains the reduced impact on CT011v. The
polarimetric coherence is more affected through
variation of ground coherence than by change in
vegetation contribution. e.g. for entropy and alpha
angle, which arc dependent of all terms of the scattering
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matrix. On the other hand, the comparison with results
obtained for <J0HH and <J0vv. showed that polarimetric
coherence is less affected by slope than <J0Hv·
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VII. CONCLUDING REMARKS.

The analysis of L-band polarimetric data over one
plantation and one natural forest pointed out the
following. The results obtained on the plantation forest
showed that all polarimetric discriminators have similar
sensitivity range to forest volume, as compared to
backscattering coefficients. The dependency of the
relationships to the incidence angle must be integrated
in retrieval algorithm using airborne data . For
spaceborne SARs, low incidence angle provides higher
dynamic range of the polarimetric measurements.
For classification purposes, numerous studies have
shown the advantages of integrating all information
derived from polarimetric decomposition. However for
forest parameter retrieval, polarimetric estimators
appears highly correlated, and are affected by every
type of disturbances. From the analysis, combinations of
backscattering coefficients and HH-VV polarimetric
coherence appear to provide several schemes of robust
parameter retrieval algorithms, depending on the
disturbing effect affecting the measurements.
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ABSTRACT- Optical remotely sensed data is used
operationally to map snow extent in several countries.
Also space-borne SARs have shown their usefulness in
estimation of Snow Covered Area (SCA) under wet
snow conditions, i.e. in the spring melt period.
However, in boreal forest zone, forest cover
deteriorates the accuracy of present empirical
algorithms. These algorithms are typically based on
pixel-wise or region-wise linear interpolation between
reference images representing total (wet) snow cover
and totally melt-off conditions.

This paper presents two approaches to estimate
regional SCA in forested areas I) linear interpolation
method for SAR data using backscattering model to
compensate the influence of forest canopy and 2)
inversion of empirical reflectance model for optical
data (first implemented for NOAAIAVHRR). The SCA
estimates are calculated for third class sub-drainage
areas used by an operative hydrological model (The
Watershed Simulation and Forecasting System, WSFS).
The average size of sub-areas is 60 km2• For SAR-data,
the SCA estimation algorithm, as well as the validity of
the employed model, is tested for the River Kemijoki
drainage area in Northern Finland. For AVHRR-data,
the estimates are performed and validated for all
drainage basins of Finland. The SCA estimates from
both methods are compared with ground observations.
In addition, AVHRR-estimates are compared to
predictions produced by the WSFS.

For SAR-method, the preliminary results show that, in
contrast to commonly used linear interpolation
algorithms, the developed algorithm typically yields
higher values of SCA for forested areas than for open
areas, which is in agreement with natural snow melt
process. Moreover, comparison of SAR-derived and
AVHRR-derived SCA estimates shows the potential of
synergetic use of both data.

I. INTRODUCTION

Estimation of Snow Covered Area (SCA) during the
spring melt period is important for various hydrological
and meteorological forecasting applications, including
such operative end-use tasks as flood prevention and
optimization of hydropower production. Regional SCA

is an essential state variable in hydrological models
used for forecasting the run-off in a sub-catchment
scale. Hydrological models have difficulties in the
estimation of rapid changes in SCA and, therefore, the
estimation of run-off can be highly erroneous.

Space-borne SARs have shown their usefulness in SCA
estimation under the spring melt period [l]-[3]. Even
single-channel systems, such as the C-band ERS-2
SAR, have found to be useful. However, in the boreal
forest zone, the forest cover deteriorates the accuracy
of present empirical algorithms as the level of
backscatter and the transmission through the forest
canopy significantly change with time depending on
weather conditions. As well, the accuracies of
algorithms are affected by the temporal changes of
snow wetness and snow grain size/surface roughness of
(wet) snowpack. The empirical SCA-estimation
algorithms are typically based on pixel-wise or region­
wise linear interpolation between reference images
representing 100% (wet) snow cover and snow-free
conditions. This paper introduces an adaptive inversion
algorithm to estimate regional SCA in forested areas.
The developed algorithm estimates, for the given radar
observation, the magnitude of backscatter and
attenuation caused by forest canopy and then calculates
the backscattering from ground layer. SCA is estimated
from this backscattering coefficient using linear
interpolation techniques [2].

The general behavior of visible and near-infrared
reflectance of snow is rather well known [4]-[6]. The
highest values are observed from pure dry snow at
visible wavelengths. The reflectance decreases as snow
ages, mainly due to the impurities and growing grain
size, related to snow wetness. At near-infrared region,
reflectance is almost as high, but the decrease caused
by the growing grain size is more distinct. Other
natural objects, on the other hand, have clearly lower
reflectance at both visible and near-infrared regions.
With remote sensing data, several ground objects
contribute to observed reflectance within a pixel: snow,
bare ground, vegetation etc. Therefore, the observed
reflectances change according to regional proportions
of these. With full snow cover, highest reflectances are
observed, but they gradually decrease as snow
disappears. By monitoring this decrease, the regional

Proc. 3"1 International Symposium. 'Retrieval of Bio- and Geophysical Parametersfrom SAR Dma/iJr Land Applications '. Sheffield, UK,
I !-/.I September 2001 (ESA SP-./75, January 2002)
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fraction of Snow Covered Area (SCA) can be
estimated. However, forest canopy reduces the signal
from the ground and snow underneath. Therefore, we
estimate here the SCA by applying an empirical
reflectance model that includes different contributors to
reflectance, including the forest transmissivity as an
important factor.

II. TEST SITE AND MATERIAL

For SAR-method, the performance of the SCA
estimation algorithm, as well as the validity of the
employed forest transmissivity and backscattering
model, is tested for the River Kemijoki drainage basin,
Northern Finland (see Fig. 1). Time series of ERS-2
SAR-images together with ground truth data for eight
weather stations representing the winter/spring periods
of years -97 and 2000 are employed in the validation.
The available reference data includes the weather
station observed temperature information, snow depth
information, precipitation information, and SCA
information. Additionally, the backscattering model
uses digital land cover and forest classification data
with a 25 m spatial resolution.

For optical data, the method development and the
validation of SCA-estimates was performed for a
comprehensive network of weather stations (53) and
snow courses (165) over the area of Finland.

Fig. 1. The location of River Kemijoki drainage basin.

III. METHODOLOGY

A. ERS-2 SAR

The forest backscattering model-aided method to
estimate SCA during spring-melt period was first
introduced in [7]. It is based on the use of the semi­
empirical HUT model that describes the C-band ERS-2
SAR observations (cr0) of conifer-dominated boreal
forests as a function of total stem volume [8]:

a"(V "')=a" . {- 2K.(A(,r))-V)
'J't. surf ex cose

+ av(B(,r))cosO[l-exj-2K,(A(,r))-V)]
2K,(A(,r)) 1\ cosO

= llo,•if ·t(V,,r)2 +uoca.(V,,r) (1)

where V is the forest stem volume [m3/ha] and x is a
scalar variable that defines, through the empirical
relations A and B, the levels of (a) the canopy
extinction coefficient Ke [l/m3/ha] and (b) the forest
canopy volume backscattering coefficient crv[l/m3/ha].
cr0surfis the backscattering coefficient of snow covered
or snow-free terrain and e is the angle of incidence.
The first term of (1) defines the backscattering
contribution of the ground and/or snow surface layer
cr0surf•and additionally, the two-way transmissivity
through the forest canopy t2• The second term cr0can
defines the forest canopy backscattering contribution.

The value of x in (1) is dependent on the water content
and frost status of forest canopy. Applying cloud model
for volume scattering and experimental data from [5],
the following expressions for describing Ke and crv
under varying conditions are obtained:

K-_(A(,t)) = llo •%

av(B(,r)) = bo.%2

(2)

(3)

where constant coefficients ao= 2.78 -10·3ha/m3 and b0
= 9.99·104 ha/rrr'. The values of Ke and crvcorrespond
to dry summer conditions as x = 1 (values originally
determined from HUTSCAT airborne ranging
scatterometer data [9]).

For partially snow covered ground, the average
backscattering coefficient of forests, representing a
certain stem volume class vi inside the region under
investigation, can be given as a function of SCA
fraction:

=[SCA·a"•now +(1-SCA)·a" 8,ounJtcv;, %)2 +a" ca.(V,, z) (4)

where cr0snowis the backscattering coefficient of snow
covered ground, and is cr0groundis that of the snow-free
ground surface, respectively.

The developed SCA estimation algorithm is based on
non-linear fitting of the backscattering model given by
(1) - (4) to single-temporal SAR observations, with
cr0surt<:SCA)and the scalar variable x as two parameters
to be optimized. The fitting of the model to SAR
observations requires that average backscattering
coefficients for various stem volume classes have to be
calculated for each individual region under
investigation. The algorithm also requires the use of
two reference images representing 100% wet snow



cover and totally snow-free conditions. The algorithm
can be stated as a two step process:

(a) Estimation of x and the level of backscatter
from snow/ground surface layer cr05urt by a non­
linear minimization procedure for each region
(drainage basin sub-are) of a single image.

As the backscattering coefficient modeled by (1) - (4)
is denoted by cr0 we can write the minimization
problem as:

min f W; • ((rroOBSERVEQi)-a°(V;,z.a" surf)r (5)
,f.U n•rf l=l

where N is the number of forest stem volume classes
and (cr0ossERVED,i)is the observed mean backscattering
coefficient for the stem volume class Vi in the region
under investigation. Additionally, if the areal coverage
of different stem volume classes varies considerably
within the region, an areal weighing factor w, has to be
included in (5).

(b) Determination of SCA separately for each
region based on the estimated level of cr0 surf.

Applying _ the estimate of snow/ground
backscatter cr0surf obtained by (5), it is a straight
forward problem to calculate the estimate for SCA (as
two reference images are available, the other
representing 100% wet snow cover and the other snow­
free (melt-off) conditions). Based on (4), the average
SCA for stem volume classes V 1 ••• VN is

-o -"'a -uSCA= surf groundref

o" +o"snowref groundref
(6)

where cr0 ground.ref is the reference value for the
backscatter from snow free ground surface layer and
cr0snow,ref is the reference value for the wet snow
covered surface, respectively. They are both
determined by applying the minimization procedure (5)
to the reference images.

B. NOAA A VHRR

For optical data, the estimation of SCA is
accomplished by applying an empirical reflectance
model where SCA is included to describe the relative
proportion of the radiative contributors underneath the
forest canopy. In the model, the reflectance from the
target is expressed as a function of forest canopy
transmissivity and generally applicable reflectance
values for wet snow, snow-free ground and forest
canopy, as follows [10]:

p(SCA) = (I-t 2) * p forest

+f2 [SCA* Psnow +(I-SCA)* P8round]

(7)

where Psnow , Psround and Pforest are the reflectances for
wet snow, snow-free ground and forest canopy,
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respectively. fiSCA) stands for observed reflectance at
specific snow conditions, that is, for a specific value of
SCA. The value for forest transmissivity t is
characteristic for each calculation area, i.e. drainage
basin in this case. It describes how much of the
upwelling radiance is originated underneath the forest
canopy. With full snow cover (SCA=l00%), a simple
expression for i2 is obtained from (7):

2 p(SCA = 100%)- Ptorestt =~~~~~~~~~ (8)
Psnow - P forest

For each drainage basin i, the forest canopy
transmissivity was estimated by an apparent regional
transmissivity t2;. i', was obtained from AVHRR
mosaic, which is produced from images at the full
cover dry snow period (SCA=l00%) from the years
1999 and 2000. An average reflectance for each
drainage basin, Pmean.i, was calculated from the mosaic,
with water areas excluded. In non-vegetated or scrub
land areas, found only in Northern Finland, this
average is close to the value of plain snow, Psnow• while
in the other parts of Finland, lower reflectances are
observed due to the contribution of forest canopy.
Assuming the consistent reflectance of dry snow
throughout the study area, the proportion of forest
canopy can be estimated using the observed
reflectances. During melting season, this proportion
remains, while the relative fractions of the other
radiative contributors, snow and ground, are changing.
The apparent transmissivity t2; is obtained from (8):

t~z. _ Pmean.i - Pforest
1- (9)

P snow - P forest

Formula (9) yields a low transmissivity for areas with
dense forests and high transmissivity for totally open
areas.

After determining the apparent transmissivity f2; for
each drainage basin, the value of SCA during the
melting season is calculated by inverting (7), as
follows:

1 1- * p(SCA) + (1-:-z) * P forest - Psround
~2 t

SCA = t; j (10)
Psnow - Psround

In this study, valid values for Psnow• Psround and Ptorest
were derived from AVHRR dataset by selecting the
representative areas, using The National Land Use and
Forest Map of Finland [11] as a reference. Note that in
(10), Pmow refers to wet snow, explicitly. For wet snow
and bare ground, the representativeness of AVHRR
data is validated with in situ snow data from weather
stations and snow courses. The values are listed in
Table I.
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Table I. Reflectance values(%) for snow, snow-free ground
and forest canopy.

Psoow dry(wet) Pground Prorest

VIS

NIR

92 (87)

87 (73)

4.5

13.0

2.0

11.8

At the very end of the melting season, the appearance
of seasonal vegetation increases the observed
reflectance, easily leading to overestimations of SCA.
This is considered by employing a particular threshold
rule for normalized difference vegetation index
(NDVI), calculated from the AVHRR observations.
With this rule, areas with high NDVI are automatically
classified as snow-free.

IV. SAR RESULTS

A. Behavior of Backscatter and Model Performance

The C-band backscattering coefficient observed by a
space-borne SAR is highly sensitive to changes in
snow conditions. A typical example is depicted in Fig.
2, which shows the evolution of cr0 for the region
around the Savukoski weather station in the spring of
1997. The level of cr0 is high during dry snow and
snow-free conditions, but low during wet snow or
partially melt-off conditions. The correlation of cr0 to
stem volume changes from positive to negative
depending on conditions.

110 120 150 170160130 140
JULIAN DAY

9: Dry snow. SCA=100%
7: WM .-.ow,SCA.-100%
6: Wet snow, SCA>50%
5: Wei snow, SCA<50%
4: Wet snowon forests
O:Snow-tree terrain

110 160 170120 130 140
JULIAN DAY

150

Fig.2. Behavior of ERS-2 SAR-derived cr0 at the vicinity of
the Savukoski weather station for the spring -97. The diurnal
weather station observed snow conditions information is
shown for comparison.

Fig. 3 shows the modeled backscattering coefficient cr0
as a function of forest stem volume, together with the
observed mean cr0-values of different stem volume
classes. The depicted case is the 1997 Savukoski
observations, i.e. the same observations as those shown
in Fig. 2. The model-based cr0-curves are obtained by
fitting the backscattering model (1) - (3) into SAR-data
according to the non-linear procedure (5) with two
variables X and cr0surf as parameters to be optimized.
The fitting procedure is carried out using observations

from four stem volume classes, excluding observations
from unforested areas (N = 4).
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Fig.3. Fitting of the backscattering model (l) - (3) into stem
volume class-wise averaged cr0-values for the Savukoski
weather station (corresponding to Fig. 2). The fitting is
performed by (5) for four stem volume classes with V > 0
m3/ha. (cr0-values for open areas are also depicted but they
were not included in model fitting). Dotted lines show the
estimated behavior of different backscattering contributions.

B. SCA Estimation Results

The algorithm testing is carried out by determining
separate estimates of SCA for forested and non­
forested areas. Both estimates are determined
according to (6). Fig. 4 shows an example of SCA
estimation results for the Savukoski site. The
improvement obtained by using the adaptive forest
canopy correction (5) is directly indicated, as the
estimates according to linear interpolation algorithm
(without forest canopy correction) are also shown. Fig.
4 also present the evolution of weather station­
observed SCA for comparison. Fig. 4 demonstrates that
the employment of adaptive forest canopy correction
produces higher estimated values of SCA for forested
areas than the linear interpolation algorithm (the same
applies for all investigated cases from the years 1997
and 2000). The SCA estimates obtained by linear
interpolation for forested areas are evidently incorrect
as they show lower values than those obtained by linear
interpolation for open areas (the snow always melts-off
first from open areas, and therefore, SCA should be
higher for forests than for open areas). Thus, it can be
concluded that the correction obtained by using the
adaptive algorithm improves the quality of SCA
estimates.
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Fig. 4. SCA estimation results of the Savukoski weather
station for the snow melt period of 1997 including
comparison with weather station-observed snow conditions.

V. NOAA AVHRR RESULTS

The SCA estimates are compared to observations
provided by 4 km-long snow courses and weather
stations. In addition, the estimates were compared with
calculations of the operative hydrological model
(WSFS).

Image data with only a limited set of viewing
geometries has been employed in method testing. Data
with view zenith angle 2v < 30° for both forward and
backward scattering directions have been accepted
(NOAA-14 and NOAA-15).

Generally, SCA estimates accord well with the ground
observations. The results are presented in Table II. The
best results are achieved for full snow cover and for
completely snow-free situations. At partial snow cover
conditions, the shortage of field data hampers the
validation. However, only the results with snow
category 'partial snow cover, SCA<50%' contains
considerable number of underestimations.

Table II. Comparison between daily observations at weather
stations and snow courses and the SCA-estimates from
AVHRR-data (SCAAvHRR)·Agreement is presented for
categories of SCAAvHRR·
Snow data from weather Mean of Agreement N
station SCAAVHRR (%) (492)

Snow-free (SCA=O%) l.2% 92.5 202
Full snow cover 100% 96.3 216
(SCA=l00%)
Partial snow cover 74.5% 75.7 37
(SCA>50%)
Partial snow cover 18% 37.8 37
(SCA<50%)

In addition to the data from weather stations, SCA
estimates were compared to the values of SCA
produced by the hydrological model (WSFS). In Fig. 5,
time series for SCA from AVHRR as well as WSFS for
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a drainage basin is presented. According to the Figure
5, WSFS gives higher values throughout the melting
season. Figure 6, on the other hand, indicates that for
another basin, WSFS gives too low values when
compared with both AVHRR-derived SCA and
weather station data. In general, the hydrological model
calculations and SCA estimates agree well with each
other, which is a promising result regarding the
usability of remote sensing data-based estimates as
input to hydrological models.
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Fig. 5. Estimates of SCA from hydrological model (WSFS)
and AVHRR for a drainage basin.
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VI. COMPARISON OF RESULTS FROM SAR AND
OPTICAL DATA

The preliminary comparison between AVHRR-derived
SCA-estimate and ERS-2 SAR derived SCA estimate
is performed for a single day May 14, 2000. Although
SAR data were originally processed to 100 m x 100 m
resolution, the results are averaged for each sub­
drainage basin, to be comparable with AVHRR
estimates. Both SCA estimates included the novel
processing methods explained in Chapter Ill. The
comparison in Fig. 7 shows a considerable
correspondence between AVHRR and SAR estimates.
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Fig 7. Estimatesfor SCAderived fromAVHRR-dataand
SAR-data,on the 14thMay,2000.

VII. CONCLUSIONS

In this paper, a method for estimating regional values
for Snow Covered Area (SCA) from (1) optical remote
sensing data and (2) microwave SAR data are
presented. In the method development and testing,
ERS-2 SAR data over the area of Northern Finland are
used. The estimation method for optical data is in
operative use for all drainage basins of Finland. The
novel forest canopy compensation methods are
developed both for optical and SAR data. The methods
have been validated with ground data and compared
with operationally used hydrological model. Our
results indicate that

1. The average (large scale) C-band backscattering
properties of conifer-dominated boreal forests of
Northern Finland can be well described by a
simple semi-empirical model.

2. The semi-empirical backscattering model-based
method to compensate for forest canopy effects
improves the SCA estimation accuracy when
compared with the performance of standard linear
interpolation algorithms.

3. The inversion of empirical optical reflectance
model is likely to give estimates for SCA with

good accuracy. The advantages of the model is
that no auxiliary terrain information is needed.
Moreover, the method is applicable for other
calculation units and optical data as well.

4. The potential of synergetic use of SAR and optical
data is evident. It would benefit the operative
snow monitoring particularly in the areas with
long cloudy periods.
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ABSTRACT

Possibilities and methods of differential SAR
interferometry (DINSAR) for mapping the motion of
alpine ice and rock glaciers of small spatial extent were
investigated. Test sites for these studies were the
glacier Hintereisferner (covering 8 km2 in area) and
several of its small side glaciers, and the rock glaciers
Inner and Outer Hochebenkar, located in the Otztaler
mountains, Austria. For mapping the motion of the ice
glaciers only one-day repeat pass SAR images from the
ERS Tandem Mission, acquired during winter, were
useful. 35-day repeat pass interferometric images did
not show sufficient coherence. On the rock glaciers the
coherence is preserved over longer periods. 35-day
ERS SAR repeat pass interferograms from summer
were used for motion analysis. The topographic phase
was derived by differential methods using several one­
day tandem pairs and applying the multi-baseline
technique. The surface-parallel flow assumption was
used for estimating the velocity vectors. The accuracy
of the interferometric motion is assessed by
comparison with field measurements and aerial
photogrammetric analysis. The detail of the
interferometric motion does not match the
photogrammetric maps, but spaceborne DINSAR is a
very cost-effective tool for comprehensive regional
surveys and monitoring of ice and rock glaciers with
good accuracy.

INTRODUCTION

Differential SAR interferometry (DINSAR) has been
widely applied for mapping ice motion in polar areas
and of mountain glaciers of medium to large spatial
extent (Rosen at al., 2000). In this paper we investigate
the potential of this technique to map the motion field
of small alpine ice and rock glaciers and compare the
satellite data with field measurements and air photo
analysis. Information on the dynamics of glaciers is of
interest for climate research and hydrology, but only
very few glaciers are surveyed by means of field
measurements. The Austrian glacier inventory, for
example, lists 925 glaciers covering a total area of
about 500 km'', pointing out that the majority of
glaciers is smaller than 1 km2, which is also the case
for most rockglaciers.

It is obvious that in situ measurements of motion can
be performed only on few glaciers, though information
on a larger number of glaciers would be needed to
obtain a comprehensive picture of the climatic
response. Remote sensing offers an economic tool for
glacier surveys over extended regions. In particular,
ERS-1 and ERS 2 SAR data represent a very valuable
archive for studying the motion of ice and rock
glaciers.

TEST AREAS

Ice and rock glaciers in the Otztal Alps, Tyrol, Austria
were selected for case studies. The Landsat-7 ETM+
image from 13 September 1999 shows the locations of
the test sites (Fig. 1).

Figure 1: Landsat-7 ETM+ image {panchromatic band) of the
test area Otztal, Austria, from 13 September 1999. Glaciers:
HEF - Hintereisferner, KWF - Kesselwandferner, GEP -
Gepatschfemer, SF - Stationsferner, LF - Langtauferer Jach
Ferner, VF - Vernaglwandferner. Rock-glaciers: 0-HEK -
Outer Hochebenkar; 1-HEK- Inner Hochebenkar.

The study on the use of DINSAR for ice motion
analysis was carried out on the glacier Hintereisferner
(HEF) and several of its small side glaciers. HEF
covers an area of 8.1 km2 and extends in elevation from
2500 m above sea level (a.s.l.) to the peak Weisskugel
at 3739 m. The glacier is about 7 km long, the width of
the terminus in the ablation area decreases from 1 km
at the equilibrium line to about 300 m near the front.
Two side-glaciers, Stationsferner (SF) and

Proc. 3"1 International Symposium. 'Retrieval of Bio- and Geophysical Parameters from SAR Datafor Land Applications'. Sheffield, UK,
11-14 September 2001 (ESA SP-475, January 2002)
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Langtauferer-Joch-Ferner (LF), are loosely connected
with the main glacier. In addition, the motion of
Vernaglwandferner ~VF) was analysed, which covers a
total area of 0.8 km and can be separated in two parts
according to the ice flow. Measurements of mass
balance and dynamics of Hintereisferner have been
carried out at an annual basis since 1952 (Kuhn et al.,
1999). Due to strongly negative balance during the last
twenty years the motion slowed down considerably
since 1980. In the 1970s and 1980s annual ice motion
measurements were made at an extended network of
stakes, but for recent years motion data are available
only for a few points.

Rock glaciers are ice-rock mixtures subject to creep.
The surface layer usually consists of boulders and
rocks of various size with very little vegetation. In the
Alps rock glaciers can be found at elevations above
about 2300 m and are usually considered to be of
permafrost origin. Investigations of rock glaciers are of
interest for studies of climate change, hydrogeology
and hazards related to mass movements. Active Alpine
rock glaciers typically show motions between
centimeters up to several meter per year, depending on
the size, topography, and internal composition. Inactive
rock glaciers, which do not move, are usually relicts
from previous colder climatic conditions.

The Hochebenkar rock glaciers near Obergurgl (Fig. 1)
were selected for the study, because motion data from
field surveys (Schneider, 1999) and from aerial
photogrammetry (Kaufmann and Ladstadter, 2000) are
available for comparison with the DINSAR analysis.
The rock glacier Outer Hochebenkar extends from
2800 down to 2350 m a.s.l. and is about 1200 m long.
The active layer, which is up to 50 m thick, is made up
of ice mixed with sand, silt and rock fragments. On top
are several meters of coarse rock debris. The upper
section of the rock glacier, which is slowly moving, is
about 500 m wide, whereas the main part of the
terminus, which shows faster motion, is about 300 m
wide. During the most active period in the 1960s up to
5 m per year were measured near the front (Vietoris,
1972). The rock glacier Inner Hochebenkar is 1300 m
long and extends from 2650 m to 2950 m in elevation.
Its main part is inactive. There are two active regions
on the southern and northern sections of the tongue
which are separated by an inactive zone. These two
active zones were first identified by means of ERS
DINSAR analysis (Rott and Siegel, 1998) and later on
confirmed by means of photogrammetric motion
analysis (Kaufmann and Ladstadter, 2000).

DINSAR ANALYSIS

The motion fields of the investigated targets are
characterised by comparatively small spatial extent and
significant spatial variability. On Hintereisferner the
velocity ranges from 0 to about 30 m/a. The side
glaciers are considered to be slower, but no field
measurements are available. The velocity of the rock
glaciers shows significant temporal variability.
Maximum velocities of about 2 m/a were measured on

the lower terminus of Outer Hochebenkar rock glacier
in the period 1997 to 1999 (Schneider, 1999), whereas
the upper, wider part is characterised by velocities
between 0.1 and 0.5 m/a.

The selection of the time span for the DINSAR
analysis depends on the coherence of the target and on
the magnitude of velocity. For the glaciers in the Otztal
Alps we found that phase coherence is completely lost
for 35 day repeat pass data even in winter when snow
and ice do not melt (Rott and Siegel, 1997). Over one
day time spans the coherence can decrease significantly
in case of snow fall or wind erosion and deposition of
snow. In summer, when the surfaces melt, the
coherence is usually very low even for one day repeat
pass pairs. Therefore only one-day repeat pass data
from the ERS Tandem Mission from winter were used
for the DINSAR analysis.

Because of the lack of vegetation, rock glacier surfaces
are in principle well suited for interferometric analysis
over long time spans. However, in particular in zones
of strong shear the signal may decorrelate within
comparatively short time if individual rocks within a
SAR resolution element follow different trajectories.
Another reason for decorrelation is winter snow which
usually results in complete decorrelation within the
time scale of a few weeks. Considering that the
velocities of the main area of the Hochebenkar rock
glaciers are below one meter per year and taking into
account the loss of coherence in winter due to
differences in propagation through the snow pack, we
selected 35 day repeat pass data from summer for the
motion analysis.

The interferometric data base is specified in Table 1.
For Hintereisferner images from the ascending pass of
ERS were selected because in these images the glacier
is located on a back slope and the main flow direction
is across track. The images from the descending pass
are of little use because of extensive foreshortening and
layover. Four Tandem Pairs over one-day repeat pass
periods from winter were available. The coherence in
the image pairs Nr. 2, 3 and 4 is good (degree of
coherence above 0.5) and the DINSAR analysis was
carried out with these pairs. Pair Nr. 1 (6/7 December
1995) was not used because the coherence was low on
parts of the glacier surfaces.

The motion analysis on the Hochebenkar rock glaciers
is based on the five week repeat data from the
descending passes of July and August 1995 (image
pairs Nr. 8 and 9). Both pairs have short perpendicular
baselines (22 m and 2 m, respectively) which is a good
basis for accurate elimination of the topographic phase.
For determining the topographic phase, the three
tandem pairs with one-day time span (Nr. 5, Nr. 6 and
Nr.7) were used. The coherence is slightly lower in the
image data from 6/7 December 1995 (Nr. 7) than in the
other two pairs, but it is still useful for interferometric
analysis. Because reduced coherence is observed in the
image pairs from both the descending (Nr. 7) and
ascending orbit (Nr. 1), it can be concluded that a



meteorological event is responsible for the partial
decorrelation. According to weather data foehn winds
causing snow drift were blowing on the mountains.

Table 1. ERS-1/2 lnterferograms used in the study.

Nr. Dates Bperp {m]

Track 444, Frame 927, Ascending orbit (Hintereisferner)

1 617 December 1995 209

2 10/11 January 1996 160

3 14/15 February 1996 135

4 20/21 March 1996 293

Track 437, Frame 2655, Descending orbit (Hochebenkar)

5 19/20 July 1995 -20

6 23/24 August 1995 -81

7 6/7 December 1995 -100

8 19 July/23 August 1995 -22

9 20 July/23 August 1995 -2

For separating the displacement- and topography­
dependent phase components, we applied the
differential technique based on several SAR images
(Joughin et al., 1998). Another option would be the use
of synthetic interferograms calculated from accurate
digital elevation data (DEM). However, the available
DEMs are based on aerial surveys from more than 20
years ago, and the topography of the investigated ice
and rock glaciers changed significantly during that
period. In order to reduce possible disturbing effects
resulting from different atmospheric propagation
conditions in the various images and to minimise phase
unwrapping errors, the topographic phase was derived
by combined processing of multiple interferometric
image pairs with different baselines (multi-baseline
interferometry; Ferretti et al., 1999).

Each differential interferogram used for calculating the
topographic phase was based on two one- day repeat
pass tandem pairs (4 images). It was assumed that the
motion is the same in the various tandem pairs. This is
a valid approach for comparatively slowly moving
Alpine glaciers in winter. On Alpine glaciers temporal
changes of motion are usually related to changes of
water pressure in summer. The tandem pairs used for
the interferometric motion analysis of Hintereisfemer
are separated only by 5 and 10 weeks in time (between
10 January and 21 March 1996). The three differential
interferograms used for multi-baseline processing of
topography reveal perpendicular baselines (Bperp) of 25
m (derived from image pairs Nr. 2 and Nr. 3), 133 m
(Nr. 2 and Nr. 4), and 163 m (Nr. 3 and Nr. 4). For
calculating the topography of the rock glaciers and the
surrounding areas, two differential interferograms with
baselines of 60 m (Nr. 5 and Nr. 6) and 80 m (Nr. 5 and
Nr. 7) were used. On the main parts of the rock glaciers
the displacement-dependent phase in the one-day
repeat pass data is very small, so that possible temporal
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changes of velocity should have very little impact for
differential processing of the topographic phase.

For quantitative studies of the dynamics and mass
fluxes of ice and rock glaciers the velocity vector is
needed. We assumed surface [S(x,y)] parallel flow
(Joughin et al., 1998) for which the three-component
velocity vector, v, can be written as

v=vh+[Y'xyS(x,y)f vhz

where vh is the horizontal velocity vector, and z is the
unit vector in the vertical direction. The second term on
the right hand side is the vertical velocity. In the two
test sites, Hintereisfemer and Hochebenkar, we solved
for the velocity vector by using only single pass data
and estimating the flow direction from the direction of
the downhill slope. This is suitable in these cases
because the main flow direction of the ice and rock
glaciers is close to the across track direction.

Figure 2: Section of multitemporal average ERS SAR
amplitude image of the Hintereisferner area.. White lines are
100 m elevation contours from the DINSAR analysis.

MOTION OF HINTEREISFERNER

Several products of the interferometric processing
chain are shown in Figures 2 to 5. The amplitude image
(Fig. 2) is a multitemporal composite from the 8
images of the interferometric pairs Nr. 1 to 4 listed in
Table 1. The bright layover zones of the steep slopes
facing the radar are dominating features in the image.
Due to strong volume scattering in the frozen fim
below the winter snow, the firn areas of the glaciers, in
particular the large plateau of Kesselwand- and
Gepatschfemer, show higher reflectivity than the ice
areas. Topographic contour lines in 100 m altitude
intervals, derived from the interferometric data, are
superimposed to the amplitude image. The topography
of the main part of the Hintereis terminus is
comparatively flat (about 5° inclination), whereas the
side glaciers are steeper (about 15°to 20°).
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Figure 3: Image of motion-dependent relative phase on
Hintereisferner and side glaciers, derived from the ERS
tandem pair Nr. 4 (20/21 March 1996). On cycle of the grey
scale corresponds to a phase shift of 2 n.

Fig. 3 shows the image of the motion-dependent
relative phase derived from the ERS tandem pair of
20/21 March 1996. The analyses of the tandem pairs of
January and February 1996 result in the same
velocities. Because the phase differences are sensitive
to the velocity component in range only, changes of ice
flow direction cause phase differences. This is evident
on the tongue of Hintereisferner, where a secondary
minimum of the motion phase is apparent at the
elevation of about 2800 m due to a deviation of the
flow direction by about 40° from across-track.

~
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Figure 4: Map of the magnitude of the velocity vector, derived
from ERS tandem pair Nr. 4 (20/21 March 1996) under the
surface-parallel flow assumption. The dotted white line
indicates the central flow line.

In order to facilitate the interpretation of the
interferometric analysis, the ice velocity was calculated
with the surface-parallel flow assumption and
geocoded (Fig. 4.). This assumption is exactly valid
only if the surface is strictly steady state during the
time interval spanned by the interferometric pair. Also
for glaciers which are in steady state in terms of mass
over annual intervals, the flow is not strictly surface­
parallel. In the ablation zone the ice velocity vector is
inclined slightly upward and in the accumulation zone
slightly downward. Taking into account the measured
accumulation and ablation rates and annual field

measurements of motion, it can be concluded that the
deviations from the surface-parallel assumption on
Hintereisfemer are small. In winter, when there is no
ablation, the upward movement of the surface in the
ablation area is estimated to range from about 0
mm/day near the equilibrium line to about 3 mm/day at
2600 m elevation. Related errors should have very little
effect on the horizontal velocity and on the magnitude
of the velocity vector retrieved by DINSAR.

More critical errors for deriving the flow direction
result from the topographic phase. In particular in areas
where the glacier is flat, small phase disturbances may
result in significant errors of the flow direction.
Joughin et al. (1998) suggest to average over 10 to 20
ice thicknesses for estimating the flow direction from
the downhill slope. On Hintereisferner (with average
ice thickness of about 130 m) this would require
averaging over more than 1 km, which is unfeasible
because locally the flow direction changes significantly
over smaller distances and because the width of the
terminus is less than 1 km. For the velocity map in Fig.
4 the surface slope was averaged over 300 m distances.
Therefore this motion map is noisier than the image of
the motion component in range (Fig. 3).
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Figure 5: Ice velocity along the central flow line of
Hintereisferner. Velocity component in range in cm/day
projected to the surface (dashed line) and magnitude of the
velocity vector assuming surface-parallel flow (full line). The
boundary between the grey and white area corresponds to the
elevation profile along the flowline.

Recent field data of motion for comparison are only
available at a profile on the Hintereisferner terminus at
2600 m elevation. The interferometric motion in the
center of this profile is 2.3 cm/d (corresponding to 8.4
m/year under the assumption of constant motion)
which agrees within 20% with the mean annual motion
measured in the field. The longitudinal profile along
the central flowline (Fig. 5) shows the velocity
maximum of 8 cm/d at an elevation of about 3000 m,
which corresponds approximately to the boundary
between the firn and ice area. Significant differences
between the velocity in range and the velocity under
the surface-parallel assumption are apparent at km 1
and km 4 downstream along the central flow line (Fig.
5). At km 1 is a steep crevasse zone, at km 4 the
surface is quite flat and the flow deviates strongly from
the across track direction. In nearly flat areas the



estimation of the flow direction from the local slope is
problematic and often noisy due to inaccuracies in the
DEM. In this case the deviation between the flow and
SAR look direction has been limited to 45°.

Among the tributary glaciers, Langtauferer-Joch-Ferner
shows the highest velocity, with a pronounced
maximum of 8 cm/d where the glacier becomes narrow
about 200 m in elevation above the confluence with the
Hintereisferner tongue. The side glaciers
Vernaglwandferner and Stationsferner reach velocities
up to 5 cm/d in their central parts.

MOTION ANALYSIS OF ROCK GLACIERS

In the multi-temporal SAR amplitude image (Fig. 6)
the rock glaciers stand out from the surroundings due
to the higher reflectivity of the very rough surfaces. For
the motion analysis the two five-week interferograms
from summer 1995 (Nr. 7 and 8 in Table 1) were used.
Fig. 7 shows magnitude of the surface parallel
displacement in slant range geometry from the image
pair 20 July 1995 to 23 August 1995. This figure is less
noisy than the previous interferometric analysis of the
rock glaciers (Rott and Siegel, 1999) which did not
apply the multi-baseline technique.

Figure 6: Section of multitemporal average ERS SAR
amplitude image of Hochebenkar. White lines correspond to
100 m elevation contours from DINSAR analysis. The Inner
and Outer Hochebenkar rock glaciers are outlined.

The interferometric analysis of the 35-day repeat pass
data is suitable to derive the velocities of the moving
parts of Inner Hochebenkar rock glacier (I-HEK) and
of the upper part of Outer Hochebenkar (0-HEK) rock
glacier. On the lower, narrow part of the terminus of 0-
HEK, however, the motion is too fast and the shear is
too high to be resolved with 35-day interferograms.
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The complex structure of the velocity field is evident in
Fig. 8, based on aerial photogrammetric analysis and
field measurements (Kaufmann and Ladstadter, 2000;
Schneider, 1999). The largest displacement on 0-HEK
derived by interferometry amounts to 5 cm in 35 days
(corresponding to 52 cm/a) if surface parallel flow is
assumed and is located at an elevation of 2670 m . At
this position Fig. 8 shows velocities between 20 and 60
cm/a for the 7-years period. This confirms that the
interferometric analysis provides useful data, though
spatially detailed information on the motion field
cannot be obtained. On the lower part of 0-HEK the 35
day image pairs are not coherent.
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Figure 7: Surface displacement across track of the
Hochebenkar rock glaciers (slant range geometry) derived by
means of DINSAR from the ERS image pair Nr 9 (20 July 1995
- 23 August 1995).

Figure 8: Sketch map of Outer Hochebenkar rock glacier with
mean annual horizontal flow velocity of the period 1990-1997
(after Kaufmann and Ladstadter, 2000).
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The interferometric analysis of I-HEK shows that two
sections of the lower terminus, on the orographically
left and right parts of the rock glacier, are in motion,
and the main parts of the glacier are stagnant. This
agrees with the photogrammetric velocity map of the
period 1981-1997 of Kaufmann and Ladstadter (2000)
which shows a moving section, about 400 m x 250 m
in extent, on the left to central part of the terminus
immediately above the front, with mean velocities
between 2.5 cm/a and 40 cm/a. The moving section on
the right (northern) side is only about 100 m wide and
500 m long, and only a small part of this section shows
velocities above 20 cm/a (up to 30 cm/a). In the
interferogram the moving section on the left side is
clearly pronounced and shows velocities of up to 4 cm
in 35 days (corresponding to 42 cm/a). This is in
reasonable agreement with the airphoto analysis, in
particular taking into account that the motion of the
rock glaciers may change over the years. The section
on the right side of I-HEK is not well resolved in the
interferogram, because it is very narrow, but the
interferogram provides at least a qualitative hint that
this part is also moving.

CONCLUSIONS

The investigation confirm that interferometric ERS
SAR images are very useful for mapping the motion of
Alpine ice and rock glaciers. Though it is not possible
to derive the spatial details of the small scale velocity
fields, DINSAR is able to provide spatially averaged
quantitative information on motion not only for large
glaciers, but down to glaciers covering less than 1 km2
in area. Of particular interest is the synoptic coverage
by spaceborne SAR, which enables surveys and
monitoring of many glaciers at low costs because a
single scene covers a very large area compared to aerial
surveys.

The multi-baseline technique (Ferretti et al., 1999),
using several one-day repeat pass interferograms, was
applied for deriving the topographic phase in the
differential analysis. For mapping the motion of the
Alpine ice glaciers only one-day repeat pass SAR
images from the ERS Tandem Mission, acquired
during winter, were found to be useful. The 35-day
repeat pass interferometric images were not coherent
even in winter, due to temporal change of propagation
in the snowpack. On rock glaciers the coherence is
preserved over longer periods. Taking into account that
0.1 m/a to lm /a is the typical range of velocities on the
investigated rock glaciers, 35-day repeat pass
interferograms from ERS SAR data from summer were
used for motion analysis. The surface-parallel
assumption was used for estimating the velocity
vectors from single pass interferograms. This
assumption provides accurate results from
comparatively smooth motion fields only if accurate
topographic data from INSAR or other sources are
available. The comparison with field measurements
and aerial photogrammetric analysis shows good
accuracy of the interferometric velocity if areas with
strong shear are avoided.
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ABSTRACT

Well-characterised reference sites are of major
importance for accuracy assessment and validation of
tree mapping algorithm, which is derived from single
track lnSAR C-, X-band Dornier system acquired
during the ESA-MOF INDREX-96. A challenging
study area was chosen in a 7.2 ha FIEPLP (Forest
Inventory & End Product Linking Program) plot area in
East-Kalimantan Indonesia. All trees of this site are
described by position, geometrical dimensions and
species name.

Since no ground control points such as corner reflectors
were used for this research, the validation of the results
is realised by using visual reference points. As a first
step the crown projections terrestrially measured, then
the InSAR crown projection map was derived to verify
their planimetric accuracy and to make a first evaluation
of the vegetation cover as observed by lnSAR. To
match trees identified by the InSAR with trees
measured terrestrially, an algorithm was designed to
evaluate the 3D positions and crown dimensions of all
trees measured in the field with InSAR derived tree 3D
positions and crown dimensions. The resulting table for
candidate matches contains the distance data that can
give the information for assessing the positional
accuracy and tree crown size projection.

This study report how is modelling can be implemented
for forestry in Indonesia and shows possible ways for
the improvement of tree parameter estimation.

1. INTRODUCTION

Indonesia's tropical forests are among the world's
richest. Some 75% of the country is covered by forests
(143 million hectares), half of it "production forest".
Processed wood products generate up to 18% of the
national income from exports. Unfortunately many parts
of the production forest (20 million Ha) have never

been covered with any reasonably good or usable
image, especially the hilly and mountainous parts,
which are difficult to access and have a highly complex
nature [I]. Accurate information is scarcely available
and difficult to obtain because of cloud cover. Aerial
photography, which is currently applied on a routine
basis to collect information up to the tree level largely
fails to provide this information in time because of
cloud cover.

X- and C-band high-resolution Interferometry Synthetic
Aperture Radar (lnSAR) images acquired during the
INDREX'96 airborne campaign [2] will be used for 30
tree mapping of tropical rain forest trees. The forest
parameters such as: tree position, number of trees,
crown dimension and vegetation height will be the
output of the product. It could be important indicator
information to reach an operational status and to
evaluate the potential of usefulness lnSAR data for
automatic tree mapping as a tool to observe forest
parameters. However, at present there is little
experience with the use of InSAR data for this field of
application, and the main factor that motivates the
choice of lnSAR data for this application.

2. STUDY SITE AND DATA SETS

To assess of the InSAR tree mapping accuracy, a 7.2 Ha
(300 by 240 m) secondary forest has been chosen as
study area. Located in East-Kalirnantan, Indonesia and
overlaps with two high resolution 1.5 m, X- and C-band
airborne lnSAR from DoSAR, it is situated on the
footslopes of the Mt. Meratus, with minor slopes around
10%. The vegetation in most parts consists of tropical
lowland and montane evergreen rain forest and is
dominated by species belonging to the family of the
Dipterocarpaceae which in trade better known as
'rneranti' [3]. Field observations have been made
around May 1999 and local technicians have been
continuing these observations ever since.

Proc. 3"1 International Svmposium, 'Retrieval of' Bio- and Geophvsical Parametersfrom SAR Datufor Land Applications', Sheffield, UK.
11-14 September 2001 (ESA SP-475, Januarv 2002)
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Overlaying lnSAR and 7.2 Ha Radar Tree Plot
Area, Mt Beratus, East-Kalimantan •

I N D 0 N E S I A ·-<{·

Figure I: JnSAR overlaying with ground data derived
from FIEPLP methodology and JD perspective view
consist database of individual tree and several
photographs for uncommon trees canopy.

2.1 Ground Data

In total, 1064 individual trees were selected and
measured using a FIEPLP methodology. From 7.2 Ha
(300 by 240m) area, for every tree with a diameter
breast height (DBH) bigger than 20 cm, the following
data was collected: tree stem co-ordinates, extreme co­
ordinates from tree crown in eight directions, height of
the tree top, height of the periphery, height of the
bottom of the crown, DBH and species.

For accurate measurements of tree stem co-ordinates,
one point (set to 0,0,0) which very clear on the image
was pointed as reference. A grid was made by placing
wooden pole 20 meters apart for making corrections in
case of elevations. Terrain height of these grid points
were measured relative to one of the grid points with
accuracy+/- 0.5 m.

Tree stem position was measured using tape, Compass,
Clinometer and calculate with basic triangular method.
The azimuth angle of a tree was measured from two
reference points within the chosen strip line from grid.
Tree stem height derived with interpolation height from
the pole in the grid.

The tree crown co-ordinates were determined by
measuring the distances from the stem to the eight

extreme distances of the crown. Electronic distance
measurements were made in eight directions to
determine tree crown projection.

Tree heights were measured relative to the stem base
using a Clinometer. Object related errors could occur in
dense stands, where the top or the stem base is not
clearly visible. Height measurements of hardwoods can
yield to overestimation because branches can be
mistaken for the tree top. Another error occurs when the
tree is leaning either towards or away from the observer,
bad vision, faulty instrument operation and incorrect
techniques when taking readings.

The diameters of the trees were measured at 1.3-meter
height (DBH), using diameter tape. In these case errors
can occur when the tape is not placed exactly around the
measurement plane, perpendicular to the stem. This
causes an overestimation of the DBH, which is in order
of 0.5% for a tilting angle of 5%. Other error occur
when cross sections are not circular, resulting in an
overestimation of the basal area.

The result calculation of ground data in figure 1 shows
irregularities of height distribution of main canopy
(between 25-35 m) and emergent trees (between 40-60
m) and various crown projection. This assumed to be
correct and used for references and validation.



2.2 InSAR Data

For investigation of the InSAR tree mapping accuracy,
the high-resolution 1.5 m, X- and C-band InSAR from
DoSAR will be used. Data acquired has been collected
from the INDREX'96 campaign over test sites in
Indonesia [2].

3. PROCESSING

The processing steps, algorithm aspects and first result
for this experiment have been explained [4], [5]. To
summarise, the InSAR tree mapping process and field
data will describe in figure 2.

First step of the interferometric processing was a precise
co-registration of the image pairs of the individual looks
to a sub-pixel level. Then a phase difference and
coherence image is computed. After phase-coherent
look summation, the multi look phase difference image
has been unwrapped using the coherence image to mask
the shadow areas. For height generation the unwrapped
phases are converted to height using geometry given by
the reference track, which was used during the InSAR
processing.
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objective function [7], which both edge and regions
information are used in a model based segmentation.
Limiting the number of circular mask = 3 seems
appropriate for representing a tree crown boundary. To
increase the number of finding trees, the value of the
initial circular mask number can be increased (figure 3a
circular mask =5, figure 4a circular mask=3). The lower
circular mask number will produce more trees than the
bigger one, but it will also decrease accuracy.

While optimal boundaries have been found in range
coordinate r and azimuth coordinate x, the corrected
height and boundary position still needed because of the
height variation of scatters within a resolution cell. The
displacements can be corrected by application of Van
Cittert-Zemike theorem [6].

The result from lnSAR tree map look very dense
because polygon crown boundary delineation into raster
area (Figure 4). For comparison purpose, a co-ordinate
transformation (rotation and translation) was applied to
vector format. That was applied to the local co-ordinate
to bring both sources into the same co-ordinate and
projection and to overlay one to each other to make
easiest analysis.

After having an unwrapped phase data, the next step is
fine tuning crown boundary of the trees by means of

Figure 2: Validation and processing chain flow
diagram of lnSAR tree map andfield data derived from
FIEPLP methodology
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In the next step, the data (roads, contour and crown
boundary) are then transfer to ArcView using a linear
translation and rotation to make all of them overlay one
to each other. With overlaying process it will be
convenient for qualitative assessment and for checking
interest feature (Figure 4b ).

(a) (b)
Figure 3. (a) fnSAR tree map with circular mask=5,
(b) Transformation into vectorformat.

(a) (b)
Figure 4: (a) !nSAR tree map with circular mask=3.
For comparison purpose, a reference source was
created in local co-ordinate reference source with
contour line and logging road to check the planimetric
position. (b) A co-ordinate transformation was applied
to the local co-ordinate.

By overlaying maps of InSAR and field data of the
same scale and system projection, two possibilities can
be distinguished: positional and interpretations errors.
Position error refers to error in which it is certain that
the delineated object is intended to be the same but a
small differences occur due e.g. to the limited ground
resolution of the applied image data and limited
registration accuracy. An interpretation error refers to a
situation in which terrain object that belong to a
different class is not distinguished (i.e tree in the
logging road). Verification and validation of the results,
can be done perfectly by overlaying fieldwork data on
the InSAR tree map, which requires several reference
control points, transformation and rotation.

The output of InSAR tree mapping will appear as tree
map boundary on the orthographic projection in a
bitmap or postscript file and show co-ordinate in ground
range and azimuth direction with the same orientation
as the radar image. A 3D perspective of the canopy
visualisation of crown of the trees could also show up
on the screen in 180 degrees and from radar point of
view with a 55° incidence angle for better qualitative
assessment. This will give a much better perception and
very useful when one wants to know which trees should
be visible on the radar image.

4. ACCURACY ASSESSMENT

4.1 Assessment of tree position with nearest features

Tree map position accuracy refers to how precisely it is
on the map relative to their true location on the field.
For each tree data feature, a first qualitative comparison
was made between the field data and InSAR tree
mapping data to look at the commission and omission
errors. There was no commission error, and the
omission error, less than 1 per cent (tree in logging
road) and this feature will not be used for the future
evaluations.

Figure 5: The nearest distance between the centre of the
closest data is showed with lines. fnSAR C-band (mid
grey) and InSAR X-band (dark grey) with connecting
line to thefield data (light srev).

The algorithm then steps through each tree field data
and then compared to tree mapping data. The result then
creates a result table containing the distance and height
information. The positional accuracy can be defined
trough measures of the difference between the apparent



location of the tree map data as recorded in the
database, and the true location. The algorithm calculates
the distance between the centred of the closest data. If
the data intersect or if one lies within the other, the
distances will be set to zero, to calculate the closest
distances to the centred features enclosed by other
features. Line graphics have been drawn connecting the
centred of the closest features (figure 5).

The percentage of a 1.5-m (I-pixel) classes distance
computed for each tree data. Table I gives the results
for the tree positions. It shows 3-m rms accuracy (65%)
for C-band and (62%) for X-band. The percentage
decreases proportionally to the size of 25-m rms. The
origins of most of these errors were due to
misinterpretation related to fluctuations of low
coherence data (lay-over regions), or effect specific to
radar (number of looks, incidence angle) and centre
position of the tree caused of irregularity of crown
dimension.

Table 1. General results of comparisonfor treeposition
between 1nSARC-, X-band andfield data.

Accuracy # of Tree
(rn) C-band
< 1.5 313
3 36

% Cumu- #of Tree
lative X-band

58.95 58.95 239
6.78 65.73 29
4.71 70.43 37
7.16 77.59 31
8.29 85.88 20
4.14 90.02 16
4.33 94.35 17
2.07 96.42 5
0.75 97.18 7
0.94 98.12 3
0.56 98.68 6
0.38 99.06 4
0.38 99.44 4
0.19 99.62 3
0.19 99.81 2
0.00 99.81 0
0.19 100.00 3

4.5
6
7.5
9

10.5
12
13.5
15
16.5
18

25
38
44
22
23
11
4

5
3
2

19.5 2
21 1
22.5
24
25.5
27

1

0

Total 531 100 100 427

% Cumu-
lative

55.97 55.97
6.79 62.76
8.67 71.43
7.26 78.69
4.68 83.37
3.75 87.12
3.98 91.10
1.17 92.27
1.64 93.91
0.70 94.61
1.41 96.02
0.94 96.96
0.94 97.89
0.70 98.59
0.47 99.06
0.00 99.06
0.70 99.77
0.23 100.00
100 100

Unfortunately, abundant difficulties exist in identifying
the true location of a data because of problems with
evident in estimation of crown cover, which cannot be
precisely measured from lnSAR cause by complexity of
vegetation itself. In addition, field observation of tree
cover is problematic, as estimation of crown from the
ground (i.e., below tree canopies) is fundamentally
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different from estimation made from above the canopy.
Estimation from below may include vegetative cover
from small tree that cannot be seen from above by X
and C-band data. InSAR X-band could detect 427
number of the tree and C-band detect 531 trees, this bias
of number of trees and position might be caused by a
different baseline length between X- and C-band [8]
which affect the height variation of scatters. The result
from lnSAR clearly shows that only the emergent tree
and main canopy layer can be well detected; while the
second and third lowest layer of the canopy could not be
detected as a tree. Individual tree crowns, especially the
ones that dominate the canopy, can be delineated well
on the height image, this is often the case with crowns
in the upper part of main canopy. In the future to be fair
for comparison, the second and third layer below main
canopy should be ignore to avoid confusion in
validation and the terrain slope should also put into
account.

4.2 Tree crown projection assessment

Figure 6 shows subset crown dimension in ortho­
projection onto the xy-plane, The dimensions of each
emergent tree crown look alike and reasonably agree
with field data as long as the lnSAR data can detect and
distinguish very clear a single tree.

340

320

300

280

260

240

180 200 220 240 260 280 300

Figure 6: Subset (140 by 140 m) ortho-projection of
crown boundary represents in average circle of lnSAR
C-band (mid grey), X-band (dark grey) to thefield data
(light grey).
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For instance, for a single tree location between co­
ordinate x 240 - 250 and y co-ordinate 290 - 300,
although the crown dimension looks similar, differences
still occurs in some cases. In case of a group of trees
with the same height, it will detect one crown boundary;
but if the heights are different, the InSAR will detect
only the emergent. In most cases when several tree
crowns have same height of the canopy (mostly in the
main canopy layer), InSAR will detect group of the
trees and causing the over estimation of crown
dimension. In cases obscured by other emergent tree
crowns (shadow), they are not imaged and the InSAR
cannot detect them.

The crowns are also not imaged when they are in the
second or third layer below from main canopy. When
tree crowns are in the upper part of the canopy, but are
merged together, it is very difficult to separate them on
the image. This is often the case with crowns in the
second highest layer of the canopy, because of
competition between trees to reach the highest layer.
When a gap appears, they take advantage of the
available light and grow trough to the canopy and
beyond. It could be the effect of fieldwork taken 3 years
later after InSAR data acquisition and several trees had
died in this period and new pioneer trees have grown
significantly. Due to time differences, interpretation or
comparison result could be affected.

5. CONCLUSIONS

A simple method has been presented accuracy
evaluation of tree parameter extraction from InSAR
data. The procedure compares InSAR tree mapping by
computing the percentage of the position lying within
given nearest distance of the reference source.

In tree position, the general accuracy of InSAR tree
mapping used C-band about 3-m rms and can detect
more of the tree than X-band data. This difference
comes mainly from the physical characteristics, which
cannot be precisely measured from InSAR cause of
complexity of vegetation itself, also variation of height
distribution between upper part, main canopy and
second layer below.

For tree crown projection, a dimension of crown size in
general is over estimated, this phenomena is well
known cause as can be seen from visual interpretation
does not reveal any individual crown and useless to
compare with field data as a consequence crown size
represent group of the trees. When the InSAR data can
detect and distinguish very clear a single tree, the crown
size looks alike and reasonably agrees with field data.

These assessments imply for tropical rain forests,
InSAR tree mapping should to be used in combination
FIEPLP measurements for operational use cause of
complexity of vegetation. As a tool for collecting
information of tree parameters seems to have the
potential to facilitate the planning and management of
the forests.
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ABSTRACT

The aim of this study is to find the most suitable
polarimetric analysis techniques for borcal forest remote
sensing under variable weather conditions with L- and
C-band SAR. Extensive ground truth data is combined
with polarimetric SAR images for analysis. By using
fully polarimetric SAR images from two imaging dates
the temporal stability and relation to forest properties of
different polarimetric descriptors is studied.
Results show, that best parameter for forest biomass
mapping is L-band HY backscattering coefficient.
Application of complicated polarimetric analysis
techniques did not gave additional benefit.

INTRODUCTION

L- and C- and SAR instruments are proved to be useful
in forest remote sensing as they are sensitive to forest
biomass. Green (1998) shows relationships between
spruce forest biomass and polarimetric SAR backscatter.
Proisy et al. (2000) show how polarimetric SAR can be
used in mangrove forest remote sensing.
However SAR measurements are also sensitive to
weather related scene properties. One of the major
temporal cahnge in boreal forest zone for SAR imaging
is snowmelt season. How polarimetric SAR analysis
techniques can improve biomass retrieval possibilities
under variable conditions is not yet fully investigated.
In this study we use multitemporal SAR images to find
out, what kind of polarimctric features of L- and C-band
SAR images are most suitable for boreal forest remote
sensing under changing imaging conditions. As the
forest timber volume and related characteristics arc
changing over time very slowly we can draw a
conclusion, that remotely sensed parameters describing
same properties should also correlate between two close
measurement dates. In this study we have calculated
polarimetric SAR covariance matrix for 821 pine forest
stands from images before snowmelt and during the
snow melt from L- and C-band polarimetric images.
From covariance matrix different polarimetric
parameters are calculated and compared between two
dates and with forest stand parameters.

MATERIAL

The forest test site of this study is located in northern
Finland near the city of Oulu at the coordinates 25°40'
64°50'. One set of L- and C-band images were measured
under almost dry snow conditions on 22-23 March and
another set during the snowmelt (wet snow) period on 2-
3 May 1995. The images were acquired with similar
imaging geometry. Forest test site was in the incidence
angle range 48°-57°. Images were acquired during
EMAC-95 campaign with EMISAR, see (Dall et al
1997) and (Hallikainen et al. 1997) for details. The
forest between two imaging dates was untouched.
However, weather conditions were considerably
different as described in table 1.

Table 1.Weather conditions during image acquisition.

22-23 March 2-3 May

Air temperature -l l .9 -2.2 5.7 -5.3 1.5 5.5
(C") (min, mean, max) (min, mean, max)

Snow temperature -6.l -2.1 0.0 -
(C'') (min, mean, max)

Snow depth 55 21
(cm)

Snow wetness 0.31 1.08
(%vol)

In the imaged area forest stand information is available
for 923 forest stands with a total area of 754 ha. Most of
the stands (821) are Scots pine-dominated forest on
mineral ground or pine mires. Forest assessment has
been carried out during the years 1995 and 1996. For
each forest stand following parameters are measured:
stand area, habitat and soil type, mean age, development
class, basal area, number of stems per hectare, mean
diameter, mean height, dominant species, stem volume
and some silviculture parameters.
For this study only Scots pine-dominated stands were
selected and used. The average size of the pine stands in
the area is 0.8 ha. Overview of stand parameters is given
in table 2.

Proc. 3"1 International Symposium, 'Retrieval ofBio- and Geophysical Parameters/I-om SAR Data for Land Applications'. Sheffield, UK,
I /-14 September 2001 (ESA SP-475. January 2002)
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Table 2. Scots pine forest properties at the test site.

Min Median Max

Stem volume (m3/ha) 0.5 31 196
Age (years) I 40 120
Height (m) 1 8 18

Diameter (cm) 2 11 25
Number of stems (1/ha) I 13 160

METHODS

The EMISAR covariance matrix image product is used
for the analysis. The images were provided in a 0

calibration and in ground range projection, calculated by
using the flat Earth approximation. As the test site is
located in flat area this assumption is well valid. We
rectified images to the Finnish coordinate system by
using ground control points. The complex number
images were treated as two layer real number images.
Finally, the images were resampled to 5 m resolution.
The rectified images were combined with the forest
stand vector map and an average covariance matrix was
calculated for each forest stand. From average
covariance matrix we calculated also coherency and
normalized coherency matrices (proposed by Praks and
Hallikainen (2000)) and coherency matrix eigenvalue
decomposition parameters such as target entropy,
average alpha angle and anisotropy, proposed by Claude
(1996).
Here are some definitions used in this work. Covariance
matrix C is defined as

(1)

where target vector kc is defined by the means of
scattering matrix elements Sxx as follows;

(2)

Coherency matrix T is defined in a similar way;
however, target vector kr is defined as

Superscript T refers to matrix transpose and superscript
* refers to complex conjugate matrix transpose.
The main diagonal elements of the covariance matrix C
are directly backscattering coefficients for HH, HV and
VV polarization, off diagonal elements are covariance

between all amplitudes and phases. The main diagonal
of the coherency matrix can be interpreted as
backscattered power for odd bounce scattering (surface),
even bounce scattering (dihedral) and cross polarized
scattering.
The normalized coherency matrix N is defined as
follows,

(4)

where (...) denotes ensemble average and * denotes
complex conjugate transpose. Since the trace of the
covariance matrix (also known as span) can be
interpreted as the total backscattered power, we say that
the matrix is normalized by the means of total power.
The normalized coherency matrix is a Hermitian matrix
which is linearly related to the covariance matrix and
coherency matrix. The matrices have the same
eigenvectors and proportional eigenvalues. Indexing
notation for all elements of these matrices is as in (1).

TEMPORAL STABILITY

Parameters describing temporally stable forest
descriptors should have high temporal correlation. We
compared polarimetric parameters calculated for same
forest stands from March and May SAR images. The
polarimetric parameters are covariance, coherency and
normalized coherency matrix elements (for complex
elements both magnitude and phase angle), total power,
decomposition parameters; average alpha angle,
entropy, anisotropy and normalized coherency matrix
invariants. Correlation was calculated between each
May-March parameter pair list. As mentioned earlier,
the list has 821 stands. Some of the correlation
coefficients are given in table 3.
As expected for forests, L- band parameters are
generally more stable under temporal changes than C­
hand parameters. In table 3 all corresponding correlation
are higher for L-band. Highest correlation for both
bands is for cross polarized backscattering a vn

(equivalent to T9 and C5). This indicates that trees cause
crosspol backscattering, and amount of crosspolarized
response is least dependent on weather conditions.
However, the general backscattering level varies from
image to image and is dependent on moisture
conditions. Also high correlation is for third, the
smallest eigenvalue. This is caused by the fact that
smallest eigenvectors direction is close to HV
polarization because cross polarized response is always
smaller that lienar polarization response. Correlation
between HV polarisation and smallest eigenvalue for
forested areas is very close to one for all our images.
Very high correlation is also between L-band Alpha
angles and first element of normalized coherency matrix.
These parameters are also highly correlated as shown by



Table 3. Correlation coefficients (R) between the
polarimetric stand parameters in March and May.
Correlation calculated using 821 data points.

L-band C-band

Target decomposition parameters
Entropy 0.77 0.62
Alpha 0.90 0.28
Anisotropy 0.43 0.29
Total power (span) 0.86 0.70
l" eigenvalue 0.76 0.58
2"deigenvalue 0.83 0.78
3cteigenvalue 0.93 0.85

Coherency matrix elements
T1 0.76 0.58
Tz 0.75 0.22
T3 0.18 0.15
To 0.84 0.49
Tr, 0.35 0.20
T9 LHv) 0.93 0.85

Covariance matrix elements
C1 (-HH) 0.81 0.48
C2 0.18 0.16
C3 0.43 0.26
C5 (_Hv) 0.93 0.85
Cr, 0.33 0.20
C9 (_vv) 0.79 0.74

Normalized coherency matrix (NCM) elements
N1 0.90 0.23
Nz 0.68 0.3
N3 0 0
No 0.75 -0.1
Nr, 0.17 0.11
N9 0.74 0.64

Praks in (2000). Both parameters describe scattering
mechanism. L-band scattering mechanism is dominated
by branch and trunk reflections and this seems to be
temporally stabile. Same parameters for C-band have
low correlation. This indicates, that scattering
mechanism for C-band radar is less dependent on forest
biomass.
As on figure 1 can be seen, alpha angle in the May
image was systematically higher than that in March.
Also backscattering level between March and May cross
polarized backscattering are different as seen from
figure 2.
Correlation for normalized coherency matrix (NCM)
elements is systematically lower than correlation for
corresponding coherency matrix elements (table 3). This
can be explained by the fact that most of the total
backscatter power information is removed from NCM
by normalizing. However, the first element of NCM and
the sum of squared elements of NCM gave very similar
results to corresponding alpha and entropy parameters
We did not find significant correlation between any of
the phase variables we used.
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Table 4. Correlation coefficients (R) between
polarimctric SAR parameters and forest parameters.

22-23 March 2-3 May
L-band C-band L-band C-band

Correlation (R) with stem volume
Cross pol 0.71 0.50 0.68 0.39

Total power 0.70 0.39 0.68 0.34
Alpha 0.64 -0.1 0.59 0.28
Entropy 0.35 0.3 0.45 0.29

N1 -0.66 0 -0.64 -0.28
Correlation (R) with mean tree height

Cross pol 0.61 0.46 0.59 0.38
Total power 0.6 0.4 0.58 0.35

Alpha 0.65 0 0.62 0.23
Entropy 0.25 0.2 0.42 0.26

N1 -0.65 0 -0.65 0.24
Correlation (R) with stand age

Cross pol 0.45 0.4 0.43 0.3
Total power 0.52 0.46 0.42 0.21

Alpha 0.52 0.1 0.51 0.28
Entropy 0.18 0.1 0.39 0.31

N1 -0.51 0.1 -0.53 0.28

RELATION TO GROUND TRUTH

Calculated polarimetric parameters for each stand were
compared with ground truth. Target entropy, anisotropy,
alpha angle and covariance, normalized covariance and
coherency matrix elements were compared against forest
age, stem volume, number of stems per hectare, forest
type, soil type and other parameters.
One has to keep in mind that most of the forest
parameters correlate with each other. For example, age
and basal area are connected to stem volume, the
number of stems per hectare is dependent on site
fertility, etc. For this reason it is difficult to find the
forest parameters which are most closely related to
backscattering properties.

Out of all parameters available to us, stem volume gives
highest correlation with backscattering properties. Thus
we conclude that stem volume describes best the
physical properties of forest causing the backscattering
in polarimetric L-and C-band images. As expected, we
found that crosspolarized backscattering, total power
and alpha angle gave the highest correlation with stem
volume. An overview of obtained correlation
coefficients is presented in table 4. The best results were
achieved for L-band images. Alpha angle has
exponential relationship with stem volume as shown on
figure 3 and cross polarization has more linear
relationship with stem volume as shown on figure 4.
Also the total backscattered power has good correlation
with stem volume, figure 5.
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Figure 1. Scatterplot between L-band alpha angle in
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Figure 3. L-band alpha angle relation to stem volume.
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stem volume.
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relation to stem volume for different soil fertility
classes. <- Moist mineral soil, a-dryish mineral
soil and *dry mineral soil.



The influence of incidence angle in this narrow range
(between 48°-57°) was very small compared to other
effects. Incidence angle effects are studied in more
detail by Alasami et al. (1998).
Positive correlation between the forest stem volume and
scattering mechanism (alpha angle) shows that fraction
of double reflection in L-band increases with stem
volume. The general level of alpha angle is higher for
moist conditions, indicating that wet snow/ground
causes more double reflection.
As it can be seen on figure 6, also parameters describing
soil fertility have influence to backscattering. Soil
fertility can determine the shape and size of crown and
branches.

CONCLUSION

In this study extensive forest ground truth dataset is
combined with multitemporal SAR images. Polarimetric
parameters are calculated and compared with ground
truth for 821 Scots pine stands. In agreement with
previous studyes we can conclude that, for boreal forest
biomass remote sensing L-band SAR is more suitable
than C-band SAR. Simple HV polaristion backscattering
correlates best with stem volume under changing
weather conditions. Well suitable parameters for forest
biomass remote sensing are also total backscattered
power, alpha angle and first element of normalized
coherency matrix. However, complicated polarimetric
parameters seems to have no benefit over simple cross
polarized backscattering.
Forest stem volume seems to describe best those forest
physical properties causing cross polarized
backscattering. However, the general backscattering
level differences between images can complicate
significantly stem volume retrieval.
The anisotropy and entropy of the target in L- and C­
band correlate with stem volume weakly. Lack of
temporal correlation between phase variables indicates
complex multiple scattering.
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ABSTRACT

Retrieval of biophysical parameterizations of arid and
semi-arid vegetation is important for wide range of
applications, from desertification assessments through
net primary production for grazing management, to
assessment of fire hazards. However, as substantial part
of the Earth terrain is hilly and mountainous there is a
need to understand the effect of topography on the radar
backscattering. For shrubs, herbaceous vegetation and
soil such backscatter was found to decrease non-linearly
with angle of incidence. Furthermore , it was found that
the effect of green leave biomass at the top of the
canopy is most pronounced at angles larger than 35
degrees.

INTRODUCTION

Remote sensing studies of vegetation cover, biomass
and productivity must then consider the topographic
effect on the reflected radiance in the different
wavelength bands. For that purpose there had been
conducted numerous empirical and theoretical
assessments of the Bidirectional Reflectance
Distribution Function (BRDF) of different vegetation
and soil (e.g., Shoshany, 1992) types, for the visible
and near-IR spectral regions. However, relatively little
attention was given to the understanding of the angular
variations in the radar backscattering from vegetation
canopies in undulating terrain. Existing studies (Sec for
example : Teillet ct. al., (1985), Imhoff, 1995; van Zyl
( 1993 ), Beaudoin ct. al. ( 1994 ), Pairman et. al., ( 1997)
and Luckman (1997)) divide the topographic effect on
the radar backscattering into four components : incident
llux density, volume scatter, surface scatter and double­
bounce scatter.
In essence, topography is changing both the illuminating
and viewing geometrics , thus varying the penetration
and attenuation of the radar signal by the vegetation
boundary layer. These effects belong to the general

Proc. 3"1 lnternational Srn1po.1·1I1111.'Retrieval of Bio- 1111dGcophvsical P11m111<·ters/ro111 SAR Datafor Land Applic11tio11s '. Sheijiel«. UK.
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problem of the radiative transfer of microwave energy
within the structures formed by vegetation (c.g. : Saich
and Lewis, 2001; Brown ct al., 2001; Fcrrazzoli, 2001;
Macelloni et al., Le Toan, 2001; and Qucgan, 2001 ).
However, In natural terrain there are two geometrics
formed (Figure 1) : one related to the normal to the
surface and the other related to the trees I shrubs trunk
vertical position.
This study aims at assessing empirically the
topographically induced backscatter variations from
shrubs (garrigue ), dwarf shrubs (Ba ta ), herbaceous
growth and soil in Mediterranean environments. There
arc two justifications for such study : firstly, to allow
differentiation between vegetation types according to
their angular variations ; and secondly, to improve
retrievals of biophysical parametereizations on the basis
of angular backscattering variations. Three ascending
ERS-2 SAR images of a hilly terain in central Israel
were acquired for the purpose of such assessment.
Using Digital Elevation Model (DEM) the local
incidence and backscattering angles could be calculated.

STUDY AREA

The study area is a semi-arid phyto-geographical zone
along a rainfall gradient with annual average between
450 mm and 250 mm, located in the central of Israel
along the eastern coast of the Mediterranean basin. The
dominant rock formation is mostly chalk with patches of
Calcrete and the dominant soil is Brown Rendzina
(Ilaploxerolls). Vegetation in this area varies from
shrub lands and gariguc (dominated by Quercus
calliprinos and Phillyrea latit'olia), through dwarf
shrubs (dominated by Sarcopotcrium spinosum) to open
areas with diverse grasslands vegetation (dominated by
Cramineae). The spatial patterns represent wide range
of transitional stages between areas of high
homogeneity of mainly tall shrubs and grasslands with
different compositions of the three vegetation
formations. This diversity of patterns is a result of a
long history (since the late bronze, approximately 5500
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years ago) of human activity. Land use in this area is
composed of agricultural crops in the wadi's and
rangelands with controlled grazing pressures. The study
area is characterized by wide range of "regeneration and
degradation patterns" of patches representing various
soil-vegetation relationships which will allow
generalization of the methods to wider areas of
transition between Mediterranean and arid regions.

z

n

North

Figure 1 : Viewing and illuminating geometries on the
tilted slope unit (note angles formed with the vertical
vector representing trunk position)

DATA

Three ERS2 images were acquired for this study from
the dates : 29th of February, 10thof April and 1ih of
May 1997. These dates represent the main phases of the
seasonal vegetation phytophenology of this region
(Shoshany et. al., 1995). The images were
radiometrically calibrated using Laur et. al., (1997)
method, excluding computations regarding illumination
geometry:

0oii = [__!__;~DN~]_!_c( ~in8i )
N f=( k sm 8,cr

where N is the number of pixels within an area of
interest; DN is the ERS-2 SAR image digital number
and the average in the square parenthesis is calculated
following the application of a 3x3 pixel window mean
filter to reduce speckle effects; C accounts for updating
the gain due to the elevation antenna pattern
implemented in ERS SAR PRI data processing and 8;,
and 8,cr are the local and reference incidence angle
respectively (not included in the calibration).
For allowing derivation of illumination I viewing
geometries for image regions of characteristic
vegetation and soil cover, the three ERS-2 SAR images
were corrected geometrically with reference to

topographic maps (1:50,000) and to DGPS readings
taken during the field campaign.
These characteristic sites were selected according to our
field knowledge , and the specific delination of
homogenous surface cover sites was done by
incorporation information from air photographs.
Illumination and viewining geometries for each site area
were derived using the DTM produced by Hall (Hall,
1994). The following equations were used (Figure 1):

Incidence Angle :

8 = arcos (cos a cos z +sin a sin z cos (Daz))

Pairmans' Angle
cp= arcos (cos a sin z +sin a cos z cos (Daz))

Trunk - IlluminationGrazing Angle
y =(Jt/2+ a * cos (Daz)) - z

RESULTSAND DISCUSSION

Shrub sites for this study were delineated mainy on
north and south facing slopes thus forming incidence
angles larger than 24 degrees. From figure 2 it is clear
that there is a non linear relationship between the
backscatter and the incidence angle. Such non linearity
is increasing in dates representing the time before the
regrowth of young green leaves. May backscattering
decreases relatively slower with increasing incidence
angle, forming a significant difference from the
previous records at angles larger than 53 degrees. This
finding is most important since it indicate that the radar
may poick the net primary production of each year.
Utilization of illumination and viewing geometries at
this high range of incidence angles might be achieved
by using ascending and descending images for steep and
moderately steep slopes.
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Figure 2 : The change in ERS2 backscatter with angle
of incidence



Herbaceous growth had been monitored at its maximum
biomass during April. As was observed with shrubs, the
backscattering pattern is non-linear and its' decreasing
rate is increasing with incidence angle. As Herbaceous
growth sites were sampled also in areas of lower
incidence angles than those observed for shrubs, and as
found in an earlier work by Svoray et. al., (2001) that
green leaf biomass at the top of the canopy and that of
Herbaceous growth arc of the same magnitude , it is of
value to integrate the two data sets. Thus the May data
for shrubs and the herbaceous data for April were
combined (Figure 3). A clear continuation is apparent
in the data as well as similarity in backscatter in sites of
similar incidence angles.
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Figure 3 Backscattering from shrubs and Herbaceous
growth.

Bare soil is a dominant surface component in arid and
semi arid regions and it has an important effect on the
surface backscatter in low and medium density
vegetation cover (Svoray et al., 2001 ). Its backscatter
pattern shows inverse nonlinear relationships with the
incidence angle (Figure 4), with increased rate of
change in angles larger than 35 degrees. However, it is
interesting to note that the "soil backscattering line" is
also diverging from the "vegetation backscattering line"
with increasing incidence angle. The distance formed
between the two data sets could facilitated
quantification of the relative biomass.
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Figure 4 : Backscattering differences between the soil
and vegetation.
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CONCLUSIONS

This inquiry had indicated clearly that varying the
incidence angle may provide important data for
discriminating between soil and vegetation, and for
quantifying green biomass at the top of the canopy.
Implementation of this strategy for mapping surface and
vegetation boundary layer properties in large areas
require integrating radar data from ERS2 ascending and
descending scan directions or by synergy of different
instruments, e.g. E-SAR, XSAR and RADARSAT.
However, there is a substantial research yet to be
conducted with existing data sets like those utilized here
for assessing and modeling other geometrical
parameterizations such as trunk-illumination
geometrics.
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ABSTRACT

A large number of ERS-112 SAR scenes of a tropical
rain forest test site in East-Kalimantan, Indonesia, of the
October 1993 - February 2000 (21 images) period have
been studied. Extensive fieldcheck was also conducted
to collect field information about landcover, landuse,
fire damage and when the fire was happening.
The objective is to study its potential for land cover
change monitoring.

Also an attempt is made to simulate the use of Envisat­
ASAR as replacement of the current ERS-SAR data for
future monitoring system. AirSAR-PACRIM 2
campaign data of September 2000 are used for this
purpose.

This on-going study is examining the use of SAR data
for land cover type mapping at large scale and to assess
accuracy.

Key words: SAR; ASAR; tropical forest; monitoring.

1. INTRODUCTION

The availability of data from orbital SAR systems
allowed the observation of land cover regardless of the
sometimes-limiting weather conditions.
ERS-SAR data have been used in many landcover
changes monitoring studies before, also at the Guaviare
Tropenbos site in Colombia and in Indonesia. In the
thesis of Bijker (1997) a monitoring system for
Guaviare is described linking land cover change models
and multi-temporal ERS-SAR observations. Mapping
accuracy in the order of 60-70% was obtained for forest,
secondary vegetation, pastures and natural grasslands.

AirSAR data have been studied also for biophysical
forest type characterisation in Colombian Amazon. The
following results may indicate the high level of
accuracy obtained: 15 classes can be differentiated, the
average radar map agreement ranges from 68-94%
(depending on the type of map and approach) and for
only a few classes the agreement is less than 70%.
(Hoekman, 2001).
In September 2000, NASA's AirSAR during PACRIM-
2 campaign (Pacific Rim) collected fully polarimetric
C-, L- and P-band data in Sungai Wain, East Kaliman­
tan area.

In November 2001, the European Space Agency will
launch Envisat, an advanced polar-orbiting Earth
observation satellite that will ensure the continuity of
the data measurements of the ESA ERS satellites.
One of the Envisat instruments is ASAR, an Advanced
Synthetic Aperture Radar, operating at C-band, ASAR
ensures continuity with the image mode (SAR) and the
wave mode of the ERS-112 AMI (active microwave
instrument).

For this purpose to simulate Envisat-ASAR data, Sungai
Wain AirSAR data are used.

As an illustration tables 1, 2, 3 and 4 list some of the
major characteristics of the systems which use is
discussed in this paper.

Table l. ERS-SAR
Characteristics ERS

Centre frequency 5.3 GHz
Bandwidth 15.5 MHz
Polarisation VY
Incidence angle at mid-swath 23 degrees
Swath width 100 km
Number of looks 3
Operating altitude 782 km
Range resolution <33 m
Azimuth resolution <30 m
Ground range pixel spacing 12.5 m
Azimuth pixel spacing 12.5 m

Table 2. S •)AirSAR ..•••......::...,._,r...,-·
Mode PoISAR XTI2

Full polarimetry C, L& P-bandP-band

Interferometry C, L-
band

Height resolution for low-relief terrain (m) 1-3
Height resolution for high-relief terrain (m) 3-5
Approx. DEM resolution (m) 10 x 10
Bandwidth 40MHz
Approx. SR pixel size (m) 4x3
Approx SR resolution (m) SxSm
Independent looks per pixel 8 ('?)
Noise Eq. SigmaO -45 dB (C, L&P)
Absolute calibration <3dB
Relative calibration between channels < 1.5 dB
Relative polarisation calibration within < 0.5 dB
*) http://ai rsar. jpl .nasa. gov/cngi ncering/specs/char table. html

Proc. 3"1 International Symposium. 'Retrieval of Bio- and Geophysical Parametersjrom SAR Dutufor Land Applications'. Sheffield. UK.
11-N September 2001 (/'.SA SP-./75, Januarv 2002)
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Table 3. ASAR high **)~
ASAR HIGH Image Mode Alternating
RESOLUTION Polarisation
PRODUCTS (IM) (AP)

Pixel = 12.5m Pixel= 12.5m
Precision Image Res.< 30 m Res.< 30 m

ENL> 3 ENL > 1.8
**) http://envisat.esa.int/

Table 4. ASAR . h **)

ASAR Swath Width Near Range Far Range

Swathes [km] Incidence Incidence
Angle Angle

ISi 108.4 - 109.0 14.l - 14.4 22.2 - 22.3
IS2 107.1 -107.7 18.4-18.7 26.l - 26.2
IS3 83.9 - 84.3 25.6 - 25.9 31.1 - 31.3
IS4 90.1 - 90.6 30.6 - 30.9 36.l - 36.2
IS5 65.7 - 66.0 35.5 - 35.8 39.2 - 39.4
IS6 72.3 - 72.7 38.8 - 39.1 42.6 - 42.8
IS7 57.8 - 58.0 42.2 - 42.6 45.1-45.3

**) http://envisat.esa.int/

2. LAND COVER CHANGE AND FIRE DAMAGE
MONITORING

The study at the East-Kalimantan Tropenbos test site
relates to land cover change and fire damage monitoring
with main emphasis on early detection. The terrain is
very hilly and typical for the rugged topography
encountered in most Indonesian forest areas. The
modulating effects of slope angle and slope aspect on
the backscatter intensity complicate processing of data
of hilly terrain. New multi-temporal segmentation
techniques (Oliver and Quegan, 1998) in combination
with backscatter change classification techniques have
been applied to deal with this problem.

The result show that fire affected areas can be
delineated well, but that it is sometimes hard to estimate
the intensity of the fire damage accurately. Combining
ERS-SAR observations during the fire period with land
cover class information obtained by ERS-SAR in the
pre-fire period and observations of 'hot spots' (i.e. fires)
by NOAA-A VHRR, together with knowledge of the
types of fire occurring in this area, can be shown to
yield very reliable results. The classification result of an
independent validation through fieldwork campaigns
showed high accuracy for almost all land cover types,
before as well as after the fire period. For agricultural
areas the result may seem poor. However, these areas
comprise a mixture of gardens, rice fields, (fruit) tree
plantations and forest remnants. Since agricultural areas
are confused with plantations and forests, which also
occur within the agricultural areas, the result may be
much better when interpreted accordingly. Another
result is that burnt forests are not always detected
(85.2%). This is believed to be the result of ground
fires, leaving the upper canopy largely intact during
several months after the ground fire, thus disabling the
C-band SAR to detect such a condition. It was also

found that susceptibility to fire might be well assessable
by using the stability of the radar backscatter level in the
pre-fire period as an indicator.
ERS-SAR multi-temporal segmentation gave an overall
accuracy of around 82,4%.
Fire damage map was the final result of this study,
which visualises the distribution of burnt areas and their
extents/ areas (figure 1).

Figure 1. Fire damage map
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3. SIMULATION ASAR FROM AIRSAR

It is of interest to simulate IM and AP ASAR images.
How can we do this from AirSAR data? Creating a
larger pixel size (by resampling, block averaging, etc)
and a lower resolution (by low-pass filtering) is not very
difficult. To get a low number of ENL (3 and 1.8, resp.)
is less straightforward. Moreover, what do we know
about the correlation of slant and ground range of
ASAR pixels? Can we assume the same as for ERS-112?

Another problem is the incidence angle. It is not
possible to simulate other incidence angles than those
measured by AirSAR. Consequently the range will be
roughly between 25-65 degrees, within a 10 km strip.
This coincides with ASAR swaths IS3 until IS7.



4. CONCLUSION AND RECOMMENDATION

The ERS SAR is an operational system and, in
principle, data can be obtained routinely and frequently.
The resolution of the ERS SAR is sufficiently high, for
example, to verify the spatial extent of plantations and
reforestation obligations. Alternatively, the future
ASAR may be utilised.
In the future more advanced spaceborne SAR systems
may become available, which can achieve a much
higher mapping accuracy and may be utilised for
monitoring a wide variety of land cover dynamics at
scales of l: I00,000 and smaller.

Further research is needed to improve the methodology
to obtain more accurate results as a practical and
applicable methodology for fire damage monitoring
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ABSTRACT

This study evaluates the potential and
limitations of using ERS-2 C-band SAR data for
estimating soil moisture in rainfed paddy fields. Results
of the study show that ERS-2 C-band SAR data can be
used to measure soil moisture at the top 5-cm layer of
the soil profile in rainfed paddy fields. An empirical
function was established to estimate the soil moisture
content from the backscattering coefficient of the ERS-2
C-band SAR data, with an accuracy of R2 - 0.91. The
function was established under two conditions. First,
when the rainfed paddy fields were bare until they are
covered with rice crop at the early vegetative growth
stage - 38 cm in height or 425 and 102 g/sq.m. in wet
and dry biomass, respectively. Second, when the change
in surface roughness throughout the growing period is
small.

Keywords: ERS-2 SAR, Backscattering Coefficient,
Soil Moisture, Surface Roughness,
Vegetation Height and Biomass

1 INTRODUCTION

Soil moisture is one of the dynamic parameters
in energy and hydrological processes. While remote
sensing of soil moisture can be achieved to some extent
by all regions in the electromagnetic spectrum, only the
microwave region offers the potential for quantitatively
measuring soil moisture from space (Engman and
Gurney, 1991). For the past two decades several studies
were directed on the retrieval of soil moisture from
Synthetic Aperture Radar (SAR) data. Experiments
conducted using SAR data showed strong linear
correlation between soil moisture of the first few cm
layer of the soil profile and the radar backscatter
coefficient (Wooding et al. 1992, Ferrazzoli et al. 1992,
Dobson and Ulaby 1986) or the value of the digital
number (Mohan et al. 1992, Demircan et al. 1993 as
cited by Le Toan 1994)

Within the scientific goals of the GEWEX
Asian Monsoon Experiment-Tropics (GAME-T), a
microwave remote sensing campaign was undertaken to
evaluate the potential of ERS-2 C-Band SAR data for

quantitative estimation of soil moisture at different
growth stages of rice crop in rainfed paddy fields. From
July 1997 to December 1998, a series of field
measurements were conducted on soil moisture, surface
roughness, and plant parameters concurrent to each
ERS-2 C-band SAR image acquisition.

2 SITE DESCRIPTION

The study area is a large, non-irrigated, paddy
field located in the western part of Sukhothai Province
in Thailand. The general topography is flat, with
average mean sea level variations from 52 to 56 meters.
It has a tropical monsoon climate with clearly defined
wet and dry seasons (Table 1 ). The wet season lasts
from late May to October, with maximum precipitation
occurring in September (264.4 mm average). The dry
season lasts from November to April. Land use consists
mainly of rice crop. Cultivation is highly seasonal and
starts at the onset of the rainy season. During the
campaign period, land preparation was done about two
to three weeks before the 18 July 1998 observation.
Following final land leveling, the seeds were
broadcasted at a rate of about l25kg/ha. Harvesting was
done before 5 December 1998. The paddy fields were
kept fallow until the next cropping season.

Table 1.Mean (1974-1994) monthly climatic parameters
from Si Samrong Agromet Station.

Month Rainfall Pan Evaporation
(mm) (mm)

January 5.2 116
February 5.6 138
March 20.0 202
April 49.1 226
May 160.6 201
June 138.9 174
July 128.7 171
August 189. l 164
September 264.4 141
October 154.2 127
November 22.4 114
December 9.1 112

Proc. 3"1 International Sy111posiu111.'Retrieval ofBio- and Geophysical Parametersjrom SAR Data for Land Applications'. Sheffield. UK.
11-1./ September 2001 (ESA SP-./75. Januarv 2002)



404

3 INVESTIGATED PARAMETERS

3.1 Soil Moisture

Ground parameters were measured concurrent
to every ERS-2 C-band SAR image acquisition.
Intensive soil moisture measurements were conducted
every 25 meters in about 10 hectares of paddy fields.
Soil samples collected from the upper 5 cm layer of the
soil profile were oven dried for 24 hours at 105 °c.
Gravimetric (SMcra) and volumetric (SMv01) moisture
content of the soil samples (Figure 1) were calculated
from

SM era= (Mw - Md)/ Md (1)

SMv01 =SM era * (pi/p) (2)

where Mw = weight of the wet sample, Md = weight of
the dry sample, Pb = bulk density of the sample, and p =
the density of water.
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Figure I. Averaged gravimetric and volumetric soil
moisture content of soil samples measured concurrent to
ERS-2 C-Band SAR image acquisitions.

3.2 Surface Roughness

Surface roughness affects the backscatter
response from the target. However, studies by Engman
and Wang (1987) and Tansey et al. (1997) indicated a
weak relationship between backscatter and root mean
square (RMS) height of the surface. Generally, a rough
surface will increase radar signal return (Dallemand et
al., l993) decreasing the sensitivity of radar backscatter
to soil moisture. Controlling this factor is a key to
operational application of SAR remote sensing in soil
moisture studies (Birkett, 1997). For a wide range of
surfaces, monitoring temporal variations of soil moisture
is possible if roughness conditions are assumed constant

(Tansey et al., 1997) or having small changes due to
weathering (Le Toan et al., 1994).

Surface roughness was not measured frequently
as that of soil moisture. Measurement of the parameter,
expressed as root mean square (RMS) height variation
of the soil surface, was made using a roughness board of
130 x 45 cm size with a horizontal resolution of 1 cm
and a vertical resolution of 0.1 cm. The first
measurement was done during the fallow period
(averaged RMS height= l.lOcm) when the paddy field
is assumed to have the smallest root mean square height
variation. The second measurement was taken during
the start of land preparation (averaged RMS height =
2.21cm) when the paddy field will have its maximum
height deviation from the mean (Figure 2). Land
preparation is concluded by land leveling, where big soil
clods are broken into smaller pieces. Throughout the
growing season, from planting to harvesting, it is
assumed that no significant changes in surface roughness
occurred.
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Figure 2. Typical surface profiles of the study area; a)
surface roughness (averaged RMS height from 2
measurements = 1.10 cm) on 9 May 1998 dry season,
where the field is kept fallow; b) surface roughness
during land preparation on July 6, 1998 (averaged RMS
height from 2 measurements = 2.21 cm).

3.3 Vegetation

The presence of vegetative cover affects radar
measurement of soil moisture (Schmugge et al., 1979).
While the effect of vegetation may be negligible on the
early stages of crop growth, it becomes significant at the
later growth stages when vegetation becomes dense (Le
Toan et al., 1997). Studies of Aschbacher et al. (1995)
and Kurosu et al. (1994) demonstrated that plant height
is a good parameter for characterizing rice crop growth
and yield. While Le Toan (1996) reported that biomass
is more difficult to obtain with accuracy than the height,



Jackson and Schmugge (1989) proposed that an estimate
of the latter could provide a good representation of the
vegetation effects.

Measurements of plant height (Figure 3) and
biomass (Figure 4) were done concurrent to image
acquisitions. The plant biomass referred to in this study
includes only the plant parts above the soil surface.
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Figure 3. Height of rice crop at different growth
stages. The 28 February and 9 May 1998 imaging dates
represent the fallow period. The crop was just a few
days old on 18 July 1998. Plant height is zero after
harvesting, although some dry straws covered the soil
surface during the 5 December 1998 observation.
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Figure 4. Fresh and dry biomass at different growth
stages. The measurements on 26 September and 3 I
October 1998 were not reflected. The field was flooded
during the 26 September 1998 observation date. There
was no SAR data available for the 31 October
acquisition date.

4 ERS2 C-BAND SAR DATA

While I0 field measurements were conducted
concurrent to ERS-2 C-band SAR image acquisitions,
only 7 SAR data sets (Table 2) are available for
analysis. The data sets represent the different growing
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stages of the rice crop, from fallow and land preparation
to harvest. The SAR data, processed by EECF Italy, are
three-look precision images (PR!) with 12.5 x 12.5 pixel
size. The backscattering coefficients were derived using
Laur's Method (Laur, 1992).

Table 2. ERS-2 C-band SAR data

Observation Date Orbit Track/Frame

06/09/97 12440 061/3267
28/02/98 14945 061/3267
09105198 15947 061/3267
18/07/98 16949 061/3267
22/08/98 17450 061/3267
26/09/98 17951 061/3267
05/12/98 18953 061/3267

The original images were projected to UTM
coordinates using ground control points identifiable both
on the imagery and on the ground. Nearest neighbor
resampling was used with an RMS transformation error
of approximately half pixel at maximum. The
backscatter coefficient was derived from an average of
544 pixels (about 8.5 hectares), more than the minimum
5-ha field size recommended for speckle-limited
accuracy in ERS image (Wooding et al., 1995). Speckle
filters were applied to the original images to further
reduce the effect of speckle.

5 RESULTS AND DISCUSSION

The radar backscattering coefficients cr0 from
the field vary over the growing season from fallow
period and early crop establishment to maturity and
harvest. The reason for this variation is directly related
to the changes in soil moisture as shown in Table 3 and
Figure 5. During the fallow period (February and May)
the dry bare fields provide very low backscatter (-1 I to -
13 db). A sharp increase of the cr0 (-5.22 dB) could be
observed on the 18 July 1998 observation date,
corresponding to the increase in soil moisture content
(32.49'k by volume). A gradual decrease in the cr0 is
observed on the 22 August 1998 image on which a small
drop in the soil moisture content (29.27% by volume)
was also recorded. During the 26 September 1998
experiment, the field was covered with water varying
between 3-15 cm in depth. The observed radar
backscatter (-8.64 dB) on this imaging date results
mainly from the multiple interaction between the
vegetation and the standing water. After the harvest, the
cr0 slightly increases (-6.56 dB) with the field covered by
dry straws but not flooded.
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Table 3 . Radar backscattering coefficients and
corresponding volumetric soil moisture and vegetative
state during each ERS-2 acquisition.

Observation Radar SMvol Vegetative
Date Backscatter (%) State

06109197 -6.55 26.54 rice: 24.9 cm
28/02/98 -11.26 3.39 bare (fallow)
09/05/98 -12.92 3.96 bare (follow)
18/07/98 -5.22 32.49 rice: 12.0 cm
22/08/98 -7.37 29.27 rice: 37.8 cm
26/09/98 -8.64 Flooded rice: 74.3 cm
05112/98 -6.56 34.80 rice harvested

5.1 Radar Backscatter and SoilMoisture

The relationship between radar backscatter
coefficient and volumetric soil moisture, observed from
the top 5-cm of the soil profile, is established in the
function:

SMvol= 5cr0+ 63.75

Results of the analysis indicate a good agreement
between the observed backscatter coefficient and
percent volumetric soil moisture (R2=0.91). The
analysis excludes the data sets of 26 September 1998, as
the paddy fields were flooded during this observation
date. The volumetric moisture content of saturated soils
in the paddy fields is - 40%. The correlation coefficient
between the backscatter coefficients and the observed
soil moisture shows a very slight improvement (0.913)
in speckle-filtered images, e.g., Lee 5x5 and Gamma
3x3.
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Figure 5. Observed radar backscatter values from the
original image plotted against the volumetric soil
moisture (R2 = 0.91).

Figure 6 shows the ERS-2 C-band SAR sub­
scenes acquired at different dates. The 9 May 1998 sub­
scene, acquired during the fallow period (where soil
moisture is low), shows a darker tone compared to 18
July 1998 sub-scene acquired during the early crop
establishment, where the soil moisture is high.

(a)

(c) (g)

Figure 6. ERS-2 C-band SAR sub-scenes acquired
during (a) 6 September 1997, (b) 28 February 1998, (c)
9 May 1998, (d) 18 July 1998, (e) 22 August 1998, and
(t) 26 September 1998.

5.2 Radar Backscatter and Surface Roughness

Small changes in surface roughness do not have
significant contribution to anomalies in estimating soil
moisture using ERS-2 C-band SAR data. In the case of
rainfed paddy fields, the range in surface roughness is
from 1.10 cm to 2.21 cm. It should be noted that the
surface roughness of 2.21 cm was measured during land
preparation. Land preparation is finalized by land
leveling, thus, during planting/sowing, surface
roughness of the paddy fields would be less than 2.21
cm.

In assessing soil moisture in rainfed paddy
fields using ERS-2 C-band SAR data, the effect of
surface roughness to the total radar backscatter is small
and insignificant, thus negligible compared to the
influence of soil moisture variation. This finding is
consistent with the recommendations of ESA (1997) and
Le Toan (1994) in using SAR remote sensing for soil
moisture studies.



5.3 Radar Backscatter and Vegetation
Parameters

While vegetation attenuates radar backscatter
from the soil, results of the analysis showed that its
effect is not significant on the early stages of vegetative
growth (from seed broadcasting until it reaches 38 cm in
height or 425 g/m' in wet biomass based on 22 August
1998 data). At the early growth stages, the contribution
of vegetation to the total radar backscatter from the
paddy fields is minimal compared to that of the moisture
content of the soil.

Comparison between the observed backscatter
coefficient and plant height showed a very poor
agreement with R2 equals to 0.23 (Figure 7). Similar
findings were observed when expressed as a function of
plant biomass with R2 of 0.07 and 0.11 for wet and dry
biomass, respectively.
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Figure 7. Observed backscatter values from the original
image plotted against plant height (R2= 0.23).

6 Conclusion and Recommendation

The results of the study have shown that ERS-2
C-band SAR data can be used to quantitatively estimate
soil moisture during fallow period and at various growth
stages of rice crop in rainfed paddy fields. The
following specific conclusions are made from the results
of the study:

An empirical model to estimate soil moisture (SMv01) of
the top 5-cm layer of the soil profile from radar
backscattering coefficient (cr0) was established under
two important conditions: (a) First, when the rainfed
paddy fields were bare and until the rice crop was at the
early vegetative growth stages- 38 cm in height or 425
and 102 g/rrr' in wet and dry biomass, respectively; and
(b) second, when the range at which surface roughness
changes throughout the growing period is small,
allowing the effect of surface roughness parameter to the
total backscatter from the field to be considered
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negligible. The range of surface roughness from I. I0
during fallow to 2.21 cm during land preparation is
typical in the study area.

The attenuating effect of vegetation on the
radar backscatter from the soil is not significant at the
early vegetative growth stages of rice, allowing the
inference of the moisture content of the soil underneath.
Beyond these early vegetative growth stages i.e., when
rice plants exceed 38 cm in height or 425 g/m2 in wet
biomass, the radar backscatter from the vegetation and
its effect on the soil moisture-radar backscatter
coefficient relationship needs to be studied. Therefore,
additional measurements are recommended to
understand the radar backscatter and soil moisture
relationship, and the effect of vegetation at the later
stages of vegetative growth, including reproductive and
ripening phases of rice.

Other SAR systems with different
configurations may provide potential for SAR remote
sensing of soil moisture. It would be interesting to
examine the use of RADARSAT and ENVISAT SAR
data for soil moisture measurement. The standard
modes of the C-band SAR system in RADARSAT
allows imaging of areas at varying incidence angles
between 20° and 49° with a variety of swath width and
resolution (Ahmed et. al., 1990). Likewise, the new
features of ASAR on board ENYISAT facilitate image
acquisitions at multiple incidence angles and with dual
polarization (ESA, 1998). Data acquired from both
systems are expected to open up new possibilities for
quantitative soil moisture retrieval under variable soil
conditions (i.e. differences in moisture content and
surface roughness) and vegetative cover (i.e. growth
stages of the plants and planting density).
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These conclusions are a distillation of inputs from
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(Earth System Science Centre, Reading), Helmut Rott
(University of Innsbruck) and Ake Rosenqvist
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Agriculture and land cover.
The papers under this topic concentrated on three main
issues: selection of optimum radar configurations, the
use of modelling for interpretation of polarimctric
backscatter and methods for parameter retrieval.

Multitemporal acquisitions arc essential for land cover
and crop classification even when full polarimetric SAR
data arc available at L- and C-band. In this regard,
despite it being obvious to the radar community, it is
still important to stress the all-weather capabilities of
radar systems compared to optical systems like SPOT
and Ikonos. Polarimetric information is observed to be
very important at L-band. but at C-band the situation is
more complicated. Airborne SAR results show that the
additional information in the full polarimctric data is
limited. but full polarimetry may be needed to
understand the scattering observed in very high
resolution measurements with ground-based C-band
SAR. A very important issue is the study and
understanding of the temporal and spatial variability of
backscatter signatures for different vegetation classes.

The C-band Envisat ASAR and the L-band ALOS­
PALSAR arc expected to contribute significantly to
agricultural applications. It is important that European
users are ensured access to the latter data. Appropriate
software packages also need to be made available for
users. especially for the future polarimetric satellite
SARs. together with demonstration projects showing
users the potential of SAR polarimetry.

Results indicate that the interferometric coherence may
add valuable information for land cover classification.
A large archived data set is available from the ERS
Tandem mission that could be used for a worldwide
forest/non-forest map, but it has not yet been exploited.
Also relevant for land cover mapping is SRTM data.

~~~-~~~--~~~-~~~~~~~~~~~~

and users are recommended to obtain access to these
data, if possible.

More basic research is needed on understanding the
interaction of microwaves and vegetation. including
collaboration with the optical community to develop
models with a common physical basis. For some crops
(notably wheat), models including multiple scattering
and coherent effects seem essential in order to match
theory with observations. Further investigation of
permittivity models also seems advisable. It was
emphasized that high quality in situ data. gathered
according to a standard scheme, are needed to support
the modelling.

Forestry
Improved electromagnetic modelling has been essential
in giving better insight mto wave-forest interaction
mechanisms. Probably the most important developments
have been in the formulation of 3-D coherent and
radiative transfer models which exploit geometric
descriptions of tree growth and the forest canopy. There
has been significant progress in understanding canopy
penetration (using HUTSCAT data and models) and the
importance of the ground contribution under differing
environmental conditions. We have also learned a lot
about which canopy elements dominate the scattering
and attenuation at different frequencies, polarisations
and incidence angles, and hence about what causes the
saturation in the backscattering coefficient as biomass
increases. However, relationships between radar
measurements and forest biophysical parameters depend
on forest type and conditions, tree species. etc. Further
experiments arc therefore needed under various forest
conditions to derive robust relationships for inversion
purposes.

Most papers in the workshop set out to relate radar
measurements to biomass (or stem volume) and/or tree
height, although recovery of extinction coefficients was
also considered. The majority of papers dealt with
airborne systems (Hutscat, ESAR, DoSAR, GeoSAR.
ESAR) for methodology research, often usmg more
advanced techniques (e.g. polarimetric mtcrfcromctry).
Exploitation of satellite SAR was reported in only a few
papers, but very important was the demonstration of
continental scale biomass mapping in Siberia by
combining ERS tandem coherence and JERS
backscatter. Archived data will allow this approach to
be extended to the rest of the boreal zone, but no current

Pro: 3'" lnternationa! Svmposiurn. 'Retrieval o/ Bio- and Geophvsual Parnnieters //-m11SAR I>utafor Land A/>/>lirntio11s ·. Site/field. UK.
//-/./ S1pte111/J<'r2001 (f:"S;\ SP-./75. Jw11u1n 2002)
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sensors can provide new data for this type of survey.
ERS Tandem InSAR seems capable of mapping an
enhanced range of biomass under low temperature
conditions, and methodology for the use repeat pass
JERS is being developed. Several papers dealt with
polarimetric L-band data (looking towards ALOS­
pALSAR and TerraSAR) for biomass retrieval; these
tended to confirm previous reports about biomass
saturation, with the best single channel being L-HV.
There was similar confirmation of the sensitivity of
VHF to a large biomass range. Height and structure
recovery was mainly based on high resolution airborne
data. Polarimetric interferometry seems promising, but
there is still limited validation or assessment of the
effects of forest structure and ground conditions. Similar
remarks apply to single pass interferometry; thorough
testing of its ability to recover forest parameters seems
essential (for example, to assess the value of a satellite
Cartwheel configuration for forest and biomass
applications). Reported steps in this direction included
first results on height recovery with combined P and X
band InSAR. As a general principle, it was noted that
comparison of new sensors and techniques on well­
documented common sites would be valuable.

Soils and Hydrology
The soils and hydrology session was very varied,
ranging from a review of the physical relationship
between the soil surface parameters and electromagnetic
scattering, to an interesting application in which SAR­
based surface roughness maps are used as an indirect
way of estimating ground water evaporation in arid
areas. Along the way sensors with frequencies ranging
from C to VHF bands and a variety of retrieval
techniques were considered. Some overall unifying
elements and problems to be solved could be identified.
Prior knowledge on roughness statistics helps
considerably in constraining soil moisture recovery, and
can be included in a Bayesian approach. Such
knowledge may be gained using polarimetry; this is
important in view of forthcoming SAR missions.
Multiple frequencies also help to reduce the uncertainty
in soil moisture retrieval. The importance of well­
validated scattering models in the development of
robust site-independent soil parameter retrieval
algorithms was underlined in several presentations.
Further efforts in this area are required, for instance in
developing scattering models capable of predicting
cross-polar radar backscatter and in documenting the
accuracy of existing co-polar scattering models using
high quality in situ measurement databases. We need a
clearer picture about what depth in the soil is being
sensed, for a given sensor configuration, as this
significantly affects the interpretation and value of the
measurement. The gap between research into soil
parameter retrieval and applications also needs to be
closed. A step in this direction could be the
benchmarking of existing retrieval algorithms based on
criteria such as accuracy, robustness, computational

complexity and the inclusion of prior information. This
would provide guidance to the user community in
moving beyond the current use primarily of empirical
regression to recover soil moisture. The extension of
locally-developed retrieval algorithms to the regional
scale and a tighter integration of soil moisture retrieval
techniques with land-surface process models through
assimilation constitute important research areas,
especially since the demand for operational soil
moisture estimates at these scales is very strong.

Hazards and DEMs
This session showed how SAR can contribute to hazard
management in three ways: preparedness,
monitoring/forecasting and post-event relief.
Interferometry has proved to be a critically important
technology for this purpose. Initial concerns about the
degradation of interferograms by atmospheric
perturbations have largely been swept away in urban
areas by the development of the permanent scatterer
technique. This is effectively operational as a means of
detecting subsidence, and allows tectonic strain rates to
be mapped when the associated motion is not vertical.
Extending the technique to non-urban areas is highly
desirable. L band seems to offer this possibility: positive
results on surface motion in vegetated/forest areas were
displayed.

Disasters often occur in cloudy conditions, making SAR
a preferred technology. This capability has been
exploited successfully to detect forest storm damage,
avalanche and flood by applying proper problem
analysis: the detection methods must be matched to the
physics. However, success varies from case to case. For
floods, much can be gained by assimilating the data into
a process model. Timing is very important in many
disaster scenarios, as regards the satellite observing the
event at all (the revisit time) and seeing it under the
necessary conditions (e.g, flood is hard to detect in
strong winds). SAR can also be useful in improving
general knowledge about land cover and conditions, and
susceptibility to hazards.

Interferometry is also, of course, a critical technology in
producing DEMs, and methods to quantify the accuracy
in InSAR DEM are well advanced. There are also
significant advantages in considering InSAR in
conjunction with radargrammetry.

Snow and ice
SAR is an attractive technology for remote sensing of
snow and ice because of its all-weather operation,
independent of solar illumination (particularly important
at high latitudes) and its sensitivity to physical
properties of these targets. Current satellite SARs show
little sensitivity to dry snow, but methods to detect
snow-covered area (using the wet/dry change in
backscatter) have been developed and applied
operationally, taking account of topography and



vegetation cover. in the latter case by making use of
forest scattering models. Looking more to the future,
experimental methods to infer snow water equivalent
(SWE). snow-covered area and snow liquid water
content have been developed using fully polarimetric
and multi-frequency SAR data. Interferometric
coherence over one day intervals allows clear
discrimination of wet snow from bare ground, and
preliminary studies with airborne InSAR indicate
possibilities also for dry snow mapping. A particularly
interesting prospect is the development of a spaceborne
17 GHz polarimetric SAR for measuring SWE in dry
snow, and to assess the effects of layering in the
snowpack, although validated inversion methods have
not yet been demonstrated. An important development
has been the assimilation of SAR data (along with
optical remote sensing data) into process models for the
hydrology of basins dominated by meltwater and for
glacier mass balance. Interferometric SAR has also
become a powerful tool in mapping glacier dynamics,
both in remote areas where there is little supporting
data. and as an adjunct to more detailed field
measurements for more accessible glaciers. Full
exploitation of the potential of this tool requires major
efforts in data handling and analysis, but large scale
maps of glacier topography and ice surface velocity
have been produced.
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Process modelling. This important session brought
together many strands implicit in the more specific
themes of the conference and expressed a general
philosophy about the direction in which SAR
applications research should be heading. The keynote
paper outlined the very significant recent advances in
the use of SAR data to support hydrological modelling.
The models provide a framework within which SARcan
be assimilated, along with other forms of data. They
also point the way forward: soil moisture was identified
as the most important quantity needed by the models,
and one where further effort is unquestionably needed.
The other presented papers were more conceptual, and
all essentially concerned with the part SAR and remote
sensing can play in carbon cycle monitoring and the
Kyoto process. The major conclusions were that SAR
has clear contributions to make to this problem, but we
are at present far away from having the methods and
unified data structures needed before these contributions
can be realised. Now is, however, a special time, when
political will is on the side of science in wanting
answers to important, interesting and difficult questions.
It is therefore a golden opportunity for the field, and one
we ignore to our cost.
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