4. ESTIMATION OF SURFACE CHARACTERISTICS

4.1 The problem: separating roughness and moisture dependence

4.2 Model based moisture and surface roughness estimation

4.2.1.1 Inverting Oh-Model

The inversion of the Oh-Model is based on the solution of relations introduced in the former paragraph. In the absence of an analytic solution, $k_s$ and $\varepsilon'$ have to be estimated by an iterative procedure. In a first step, $\Gamma^0$ is evaluated from

$$
\left(\frac{2\theta}{\pi}\right)^\frac{1}{4} \left[1 - \frac{q}{0.23\sqrt{\Gamma^0}}\right] + \sqrt{p - 1} = 0
$$

(1)

Using the measured co- and cross-polarised ratios, $\Gamma^0$ can be estimated from (1) using an iterative technique. In this study, the Newton iteration approach was applied. Accordingly, the $n$-th Newton iteration for $\Gamma^0$ is given by

$$
\begin{align*}
x_n &= \frac{a^{\frac{1}{3}}}{x_{n-1}} - \frac{q}{b^{\frac{1}{3}}} - \frac{c}{a^{\frac{1}{3}}} - \frac{1}{a^{\frac{1}{3}}} \\
\end{align*}
$$

(2)

Where

$$
\begin{align*}
x &:= \frac{1}{\sqrt{\Gamma^0}}, \quad a := \frac{2\theta}{\pi}, \quad b := \frac{q}{0.23}, \quad c := \sqrt{p - 1}
\end{align*}
$$

(3)

In a second step, from the approximated value $x := \frac{1}{\sqrt{\Gamma^0}}$, $\Gamma^0$ is extracted as $\Gamma^0 = \left(\frac{x_n}{x}\right)^2$ and used to retrieve directly from Eq. (11.26) the real part of the dielectric constant

$$
\varepsilon' = \left|\frac{1 + \sqrt{\Gamma^0}}{1 - \sqrt{\Gamma^0}}\right|
$$

(4)

The obtained values for $\varepsilon'$ are converted into $m_v$ values after TOPP et al. (1980). Finally, $\Gamma^0$ is used again in Eq. (11.58) to derive the surface roughness value $k_s$ as
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\[ ks = \ln \left( \frac{\sqrt{p} + 1}{\left( \frac{2\theta}{\pi} \right)^{\frac{1}{3}}} \right) \]  \hspace{1cm} (5)

The iterative procedure converges rather slowly after about 30 iterations.

4.2.1.2 Inverting Dubois-Model

The inversion of the empirical algorithm addressed by DUBOIS et al. (1995) is much simpler than the inversion of the model proposed by OH et al. (1992). Both, dielectric constant as well as surface roughness, can be retrieved directly from the model using the co-polarised backscatter coefficient and the local incidence angle by using the following two step inversion algorithm.

The first step is to retrieve the dielectric constant as

\[
\varepsilon' = \frac{\log_{10} \left( \frac{\sigma^0_{\text{HH}}}{\sigma^0_{\text{VV}}} \right)^{0.7857} 10^{-0.19} \cos^{1.82} \theta \sin^{0.93} \theta \lambda^{0.15}}{-0.024 \tan \theta} \]  \hspace{1cm} (6)

and using the estimated dielectric constant, in the second step, to retrieve the surface roughness

\[
ks = \sigma^0_{\text{HH}}^{1/1.4} 10^{2.75/1.4} \frac{\sin^{2.57} \theta}{\cos^{1.07} \theta} 10^{-0.02 \varepsilon' \tan \theta} \lambda^{-0.5} \]  \hspace{1cm} (7)

As latter experiments demonstrated, the algorithm is performing relatively well also over sparsely vegetated areas at least at lower frequencies. For the discrimination of vegetated areas the \(\sigma^0_{\text{HH}} / \sigma^0_{\text{VV}}\) ratio may be used as a good vegetation indication. Ratio values of \(\sigma^0_{\text{HH}} / \sigma^0_{\text{VV}} > -11\) dB indicate the presence of vegetation, and such areas are masked out and remain unconsidered by the inversion. As very well pointed out in DUBOIS et al. (1995); this condition leads to mask out also very rough surfaces, \(ks > 3\), which are mistaken for vegetated areas. Anyway, such fields are too rough to be accounted for by the model and have to be excluded.

The algorithm was applied only on areas where \(\sigma^0_{\text{HH}} / \sigma^0_{\text{VV}} < 1\) and \(\sigma^0_{\text{HH}} / \sigma^0_{\text{VV}} < -11\) dB in order to consider only areas lying within the validity range of the model. Also here, for the estimation of the soil moisture content the polynomial relation TOPP et al. (1980) for the conversion from \(\varepsilon'\) to \(m_v\) is used.

4.2.1.3 Inverting the SPM model

The inversion of \(m_v\) by means of the SPM is straightforward: The formation of the \(R_s / R_p\) ratio leads directly to a non-linear equation, which for a given incidence angle, depends only on \(\varepsilon_r\). Resolving for \(\varepsilon_r\) and converting it to \(m_v\), it leads to the desired estimation of the soil moisture content.
4.2.1.4 Inverting the X-Bragg model

**Surface Roughness Estimation**

From Eq. (11.50), the polarimetric coherence between the Left-Left and Right-Right circular polarisations follows as (Mattia et al. 2000)

\[
\gamma_{LRR} = \frac{T_{22} - T_{33}}{T_{22} + T_{33}} = \sin c(4\beta_1)
\]  

(8)

and depends only on the surface roughness. This is in accordance with the experimental observations reported in (Cloude et al. 1999). On the other hand, the anisotropy \( A \) can be interpreted as a generalised rotation invariant expression for \( \gamma_{LLRR} \). Thus, the anisotropy is also expected to be independent of the dielectric properties of the surface.

Indeed, with increasing \( \beta_1 \) the anisotropy falls monotonically from one to zero independent from the dielectric constant (and incidence angle) as shown in [Figure 1](#). For \( ks \) values up to 1, i.e. up to \( \beta_1 = 90^\circ \), an almost linear relation between \( A \) and \( ks \) is given, which is independent of the dielectric constant, and hence of the soil moisture content. Finally, above \( ks = 1 \), \( A \) becomes insensitive to a further increase of roughness. This allows a straightforward separation of roughness from moisture estimation and represents one of the major advantages of the proposed model. Note that this result is independent of the choice of slope distribution. The form of \( P(\beta) \) affects only the mathematical expression of the anisotropy.

![Figure 1](#) Anisotropy as a function of the \( \beta_1 \) parameter.

**Soil Moisture Estimation**

Further structure in the expression of the perturbed coherency matrix, can be exposed, by plotting the entropy/alpha loci of points for different dielectric constant \( \epsilon' \) values and widths of slope distribution \( \beta_1 \) for a local incidence angle \( \theta \) of 45 degree as shown in [Figure 1](#). The loci are best interpreted in a polar co-ordinate system centred on the origin \((H = 0, \alpha = 0)\). In this sense, the radial co-ordinate corresponds to the dielectric constant while the azimuthal angle represents changes in roughness.
In the limit of a smooth surface, the entropy becomes zero and the alpha angle corresponds directly to the dielectric constant. However, as the entropy increases with increasing roughness, the apparent alpha angle value decreases, leading to an underestimation of the dielectric constant. Using the expression of the perturbed coherency matrix, it is possible to compensate this roughness induced underestimation of the alpha angle by tracking the loci of constant $\varepsilon'$ back to the $H = 0$ line. In this way both the entropy and alpha value are required in order to obtain a corrected estimate of the surface moisture content, independent of the surface roughness estimation. The effect of the incidence angle on the alpha angle is shown in Figure 2. With increasing incidence angle from 10-50 degree, not only the alpha angle but also the corresponding entropy values increases. The reason for the raising entropy is the roughness induced increasing of cross polarised backscattered power and depolarisation.

Finally, the independence of $A$ on soil moisture content and incidence angle is demonstrated once more in Figure 3. The anisotropy, which is a measure for the surface roughness, remain constant with changing dielectric constant and local incidence angle, providing the basis for decoupling roughness from moisture effects. Hence, by estimating three parameters, the entropy $H$, the anisotropy $A$ and the alpha angle $\alpha$, we obtain a separation of roughness from surface dielectric constant. The roughness inversion is then performed directly from $A$, while the dielectric constant estimation arises from using combined $H$ and $\alpha$ values.
4.3 The problem: vegetation cover

The main limitation for surface parameter estimation from polarimetric SAR data is the presence of vegetation. This combined with the fact that most natural surfaces are temporarily or permanently covered by vegetation restricts significantly the importance of radar remote sensing for a wide spectrum of geophysical and environmental applications. However, the evolution of radar technology and techniques allows optimism concerning the vitiation of this limitation.

4.4 How to compensate vegetation effects

In the following two main approaches are proposed, the target decomposition as a pre-processing step to filter the vegetation effects out and the polarimetric SAR interferometry to separate the vegetation layer from the surface component in order to estimate the surface parameters under the vegetation cover.

4.4.1 Using Polarimetry: Target Decomposition theory

The main objective of scattering decomposition approaches is to break down the polarimetric backscattering signature of a distributed scatterer – which is in general given by the superposition of different scattering contributions inside the resolution cell - into a sum of elementary scattering contributions related to single scattering processes. In general, scattering decompositions are rendered into two classes:
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- The first class includes decompositions performed on the scattering matrix. In this case the received scattering matrix is expressed as the coherent sum of elementary scattering matrices, each related to a single scattering mechanism. Thus, scattering matrix decompositions are often referred to in the literature as coherent decompositions. The most common scattering matrix decompositions are the decomposition into the Pauli scattering matrices and the Sphere-Diplane-Helix decomposition first proposed by E. Krogager in 1993, and further considered in Krogager & Boerner 1996.

- The second class of decompositions contains decompositions performed on second order scattering matrices. Decompositions of the coherency (or covariance) matrix belong to this class. Such approaches decompose the coherency matrix of a distributed scatterer as the incoherent sum of three coherency matrices corresponding to three elementary orthogonal scattering mechanisms. The decomposition can be addressed, based on a scattering model or on physical requirements, on obtained scattering components, as for example their statistical independence.

An extended review of scattering decomposition approaches can be found in Cloude & Pottier (1996).

Scattering decompositions are widely applied for interpretation, classification, and segmentation of polarimetric data (Cloude & Pottier 1998, Lee et al. 1999). They have also been applied for scattering parameter inversion. In the following, their application in the context of surface parameter estimation is considered. Due to of the fact that natural surfaces are distributed scatterers, coherency matrix decompositions are more suited for surface scattering problems than scattering matrix decomposition approaches, and therefore, only such approaches will be treated next.

4.4.1.1 Freeman/Durden approach

A. Freeman developed from 1992 to 1998 a three-component scattering model suited for classification and inversion of air- and space-borne polarimetric SAR image data. His decomposition approach belongs to the class of model-based decompositions and uses simple scattering processes to model the scattering behaviour of vegetated terrain. According to this model, backscattering from vegetated terrain can be regarded as the superposition of three single scattering processes: surface scattering, dihedral scattering and volume scattering. Assuming the three processes to be independent from one another, each contributes to the total observed coherency matrix $T$ as

$$ [T] = [T_S] + [T_D] + [T_V] $$

where $[T_S]$ is the coherency matrix for the surface scattering, $[T_D]$ the dihedral scattering, and $[T_V]$ for the volume scattering contribution, respectively.

Surface Scattering Contribution

The first scattering contribution is the surface scattering modelled by a Bragg scatterer (see Figure 4) with a scattering matrix and a Pauli scattering vector given by
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Figure 4  Bragg scattering mechanism

\[
[S_S] = \begin{bmatrix} R_S & 0 \\ 0 & R_P \end{bmatrix} \rightarrow \vec{k}_S = [R_S + R_P, R_P - R_S, 0]^T
\] (10)

where \( R_S \) is the perpendicular and \( R_P \) the vertical to the scattering plane Bragg coefficient

\[
R_S = \frac{\cos \theta - \sqrt{\varepsilon_r - \sin^2 \theta}}{\cos \theta + \sqrt{\varepsilon_r - \sin^2 \theta}} \quad R_P = \frac{(\varepsilon_r - 1)(\sin^2 \theta - \varepsilon_r (1 + \sin^2 \theta))}{(\varepsilon_r \cos \theta + \sqrt{\varepsilon_r - \sin^2 \theta})^2}
\] (11)

and \( \varepsilon_r \) the dielectric constant of the surface. The scattering vector of (11) leads to a coherency matrix of the form

\[
[T_S] = f_S \begin{bmatrix} \beta^2 & \beta & 0 \\ \beta & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\] (12)

Accordingly, the surface contribution is described by two parameters: the real ratio \( \beta = \frac{R_S + R_P}{R_S - R_P} \) and the backscattering contribution \( f_S = |R_S - R_P|^2 \).

Dihedral Scattering Contribution

The second scattering mechanism considered by the model is anisotropic dihedral scattering. The scattering matrix of a dihedral scatterer can be expressed as the product of the two scattering matrices describing the forward scattering event occurring at each of the two planes of the dihedral. The model assumes the dihedral to be formed by two orthogonal Bragg scattering planes with the same or different dielectric properties. In this case, the scattering is completely described by the Fresnel reflection coefficients of each reflection plane. For example, the scattering matrix of a soil-trunk dihedral interaction is obtained as
Figure 5  Dihedral scattering mechanism

\[
[S_D] = \begin{bmatrix}
1 & 0 & 1 & 0 \\
0 & -1 & 0 & R_{SS} \\
0 & 0 & R_{PT} & R_{ST} \\
0 & R_{PS} & 0 & 0
\end{bmatrix}
= \begin{bmatrix}
R_{SS} & R_{ST} & 0 \\
0 & 0 & -R_{PS} R_{PT} e^{i\phi}
\end{bmatrix}
\] (13)

The third matrix describes the first forward reflection at the soil. \(R_{SS}\) is the perpendicular and \(R_{PS}\) the parallel to the reflection plane Fresnel reflection coefficient for the soil scatterer

\[
R_{SS} = \frac{\cos\theta - \sqrt{\varepsilon_S - \sin^2\theta}}{\cos\theta + \sqrt{\varepsilon_S - \sin^2\theta}}
\quad \text{and} \quad
R_{PS} = \frac{\varepsilon_S \cos\theta - \sqrt{\varepsilon_S - \sin^2\theta}}{\varepsilon_S \cos\theta + \sqrt{\varepsilon_S - \sin^2\theta}}
\] (14)

and \(\varepsilon_S\) is the dielectric constant of the soil. The fourth matrix describes the second forward reflection at the trunk, with \(R_{ST}\) the perpendicular and \(R_{PT}\) the parallel Fresnel reflection coefficient for the trunk scatterer

\[
R_{ST} = \frac{\cos\theta - \sqrt{\varepsilon_T - \sin^2\theta}}{\cos\theta + \sqrt{\varepsilon_T - \sin^2\theta}}
\quad \text{and} \quad
R_{PT} = \frac{\varepsilon_T \cos\theta - \sqrt{\varepsilon_T - \sin^2\theta}}{\varepsilon_T \cos\theta + \sqrt{\varepsilon_T - \sin^2\theta}}
\] (15)

\(\varepsilon_T\) the dielectric constant of the trunk. The second matrix accounts for any differential phase \(\phi\) between HH and VV incorporated by propagation through the vegetation or scattering. Finally, the first matrix performs the transformation from the forward- to the backscattering geometry. The corresponding Pauli scattering vector, follows from (15) as

\[
\hat{k}_D = [R_{SS} R_{ST} - R_{PS} R_{PT} e^{i\phi}, R_{SS} R_{ST} + R_{PS} R_{PT} e^{i\phi}, 0]^T
\] (16)

leading to a coherency matrix of the form

\[
[T_D] = f_D \begin{bmatrix}
\alpha^2 & -\alpha & 0 \\
-\alpha & 1 & 0 \\
0 & 0 & 0
\end{bmatrix}
\] (17)

Thus, the dihedral contribution is described by the complex ratio

\[
\alpha = \frac{R_{SS} R_{ST} - R_{PS} R_{PT} e^{i\phi}}{R_{SS} R_{ST} + R_{PS} R_{PT} e^{i\phi}}
\]

and, by the real backscattering amplitude

\[
f_D = \left| R_{SS} R_{ST} + R_{PS} R_{PT} \right|^2.
\]
Volume Scattering Contribution

The third scattering component of the model is a randomly oriented volume of dipoles. The starting point for the evaluation of the corresponding coherency matrix is the scattering matrix of a horizontally oriented dipole

$$[S] = m \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}$$

(18)

where $m$ is the dipole backscattering amplitude. The scattering matrix obtained by rotating the dipole by an angle of $\theta$ about the line-of-sight may be written as

$$[S(\theta)] = \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix} \begin{bmatrix} m & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} = m \begin{bmatrix} \cos^2 \theta & \cos \theta \sin \theta \\ \cos \theta \sin \theta & \sin^2 \theta \end{bmatrix}$$

(19)

and the corresponding Pauli scattering vector is given by

$$\vec{k}_p(\theta) = \left[ \cos^2 \theta + \sin^2 \theta, \cos^2 \theta - \sin^2 \theta, 2 \cos \theta \sin \theta \right]^T$$

(20)

The coherency matrix of a volume of such dipoles is now obtained by averaging the outer product of the scattering vector, as given in (20), over the orientation distribution of the dipoles in the volume

$$[T_v] = \frac{2\pi}{\int_0^{2\pi} k_p(\theta) \cdot k_p^*(\theta) \ P(\theta) \ d\theta}$$

(21)

where $P(\theta)$ is the probability density function of the orientation angle distribution of the dipoles in the volume.

As the volume is assumed to be uniformly randomly oriented, $P(\theta) = 1/(2\pi)$, and from (21) follows

$$[T_v] = f_v \begin{bmatrix} 2 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

(22)

Consequently, the random volume contribution is described by a single parameter, namely its backscattering amplitude $f_v$. Assuming the three scattering processes to be independent from each other, the total coherency matrix is obtained by the superposition of the three corresponding coherency matrices as
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\[
[T] = f_S \begin{bmatrix}
\beta^2 & \beta & 0 \\
\beta & 1 & 0 \\
0 & 0 & 0
\end{bmatrix} + f_D \begin{bmatrix}
\alpha^2 & -\alpha & 0 \\
-\alpha & 1 & 0 \\
0 & 0 & 0
\end{bmatrix} + f_V \begin{bmatrix}
2 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} \rightarrow (23)
\]

\[
[T] = \begin{bmatrix}
f_S \beta^2 + f_D \alpha^2 + 2f_V & f_S \beta - f_D \alpha & 0 \\
f_S \beta - f_D \alpha & f_S + f_D + f_V & 0 \\
0 & 0 & f_V
\end{bmatrix} (24)
\]

Tab. 2 summarises the scattering contributions for the individual elements of the obtained coherency matrix \([T]\). The correlations \(<(S_{HH} + S_{VV})S_{HV}^*>\) and \(<(S_{HH} - S_{VV})S_{HV}^*>\) vanish as a consequence of the reflection symmetry of all contributions.

<table>
<thead>
<tr>
<th>Elements of ([T])</th>
<th>Surface Scattering</th>
<th>Double Bounce Scattering</th>
<th>Volume Scattering</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>S_{HH} + S_{VV}</td>
<td>^2)</td>
<td>(f_S \beta^2)</td>
</tr>
<tr>
<td>(</td>
<td>S_{HV}</td>
<td>^2)</td>
<td>0</td>
</tr>
<tr>
<td>(</td>
<td>S_{HH} - S_{VV}</td>
<td>^2)</td>
<td>(f_S)</td>
</tr>
<tr>
<td>((S_{HH} + S_{VV})(S_{HH} - S_{VV})^*)</td>
<td>(f_S \beta)</td>
<td>-</td>
<td>(f_D</td>
</tr>
</tbody>
</table>

Tab. 2: Scattering contributions for the individual elements of \([T]\).

Eq. (11.74) describes the scattering process in terms of five parameters: The three scattering contributions \(f_S, f_D, \) and \(f_V\) which are real and positive quantities, the complex coefficient \(\alpha\) and the real coefficient \(\beta\). On the other hand, there are only three real and one complex equations available (obtained from the \((|S_{HH} + S_{VV}|^2, |S_{HH} - S_{VV}|^2, |S_{HV}|^2, \) and \((S_{HH} + S_{VV})(S_{HH} - S_{VV})^*\) elements of \([T]\) respectively) to resolve for the five parameters. Therefore, one of the model parameters has to be fixed. In the case for which the surface contribution is stronger than the dihedral one, \(\alpha\) is fixed to be equal 1, while in the opposite case, for which the dihedral contribution is stronger than the surface one, \(\beta\) is fixed to be equal 1. Which of both contributions is stronger is decided according to following empirical rule (VAN ZYL 1992)

- If \(f_S \beta > f_D |\alpha|\) → Dominant Surface Scattering → \(\beta = 1\)
- If \(f_S \beta < f_D |\alpha|\) → Dominant Dihedral Scattering → \(\alpha = 1\)

Note that, neither the surface scattering nor the dihedral scattering mechanism are contributing to the \(|S_{HV}|^2\) term. Thus this term is used to estimate directly the volume scattering contribution which is then subtracted from the \(|S_{HH} + S_{VV}|^2, |S_{HH} - S_{VV}|^2\) and \((S_{HH} + S_{VV})(S_{HH} - S_{VV})^*\) terms in order to extract the parameters for the surface and dihedral contributions.

4.4.1.2 Eigenvalue : Entropy/Alpha approach

In this Section, the polarimetric eigenvector decomposition of the coherency matrix is introduced as a pre-filtering technique, which can be applied on the experimental data in order to improve the performance of the inversion algorithms. The coherency matrix \([T]\) is obtained from an ensemble of scattering matrix samples \([S]\) by forming the Pauli scattering vectors.
Estimation of surface characteristics

$$[S_i] = \begin{bmatrix} S_{HH} & S_{HV} \\ S_{VH} & S_{VV} \end{bmatrix} \quad \rightarrow \quad \tilde{k}_i = \frac{1}{\sqrt{2}} \begin{bmatrix} S_{HH} + S_{VV} \\ S_{HH} - S_{VV} \end{bmatrix}$$

(25)

Averaging the outer product of them over the given samples, yields

$$[T] = (\bar{k}_i \cdot \bar{k}_i^*) = \begin{bmatrix} \langle S_{HH} + S_{VV} \rangle^2 & \langle (S_{HH} + S_{VV})(S_{HH} - S_{VV}) \rangle & 2\langle (S_{HH} + S_{VV})S_{VV}^* \rangle \\ \langle (S_{HH} - S_{VV})(S_{HH} + S_{VV}) \rangle & \langle S_{HH} - S_{VV} \rangle^2 & 2\langle (S_{HH} - S_{VV})S_{VV}^* \rangle \\ 2\langle S_{HV}\rangle(S_{HH} + S_{VV}) & 2\langle S_{HV}(S_{HH} - S_{VV}) \rangle & 4\langle S_{HV} \rangle^2 \end{bmatrix}$$

(26)

Since the coherency matrix $[T]$ is by definition hermitian positive semi-definite, it can always be diagonalised by an unitary similarity transformation of the form

$$[T] = [U_3][\Lambda][U_3]^\dagger \text{ where } \quad [\Lambda] = \begin{bmatrix} \lambda_1 & 0 & 0 \\ 0 & \lambda_2 & 0 \\ 0 & 0 & \lambda_3 \end{bmatrix}, \quad \text{and } \quad [U_3] = \begin{bmatrix} | & | & | \\ \bar{e}_1 & \bar{e}_2 & \bar{e}_3 \end{bmatrix}$$

(27)

$[\Lambda]$ is the diagonal eigenvalue matrix with elements of the real non-negative eigenvalues of $[T]$, $0 \leq \lambda_3 \leq \lambda_2 \leq \lambda_1$, and $[U_3]$ is a special unitary matrix with the corresponding orthonormal eigenvectors $\bar{e}$. The idea of the eigenvector approach is to use the diagonalisation of $[T]$ obtained from a partial scatterer, which is in general of rank 3, in order to represent it as the non-coherent sum of three deterministic orthogonal scattering mechanisms. Each of the three scattering contributions, expressed in terms of a coherency matrices $[T_1]$, $[T_2]$, and $[T_3]$, is obtained from the outer product of one eigenvector and weighted by its appropriate eigenvalue.

$$[T] = \lambda_1 (\bar{e}_1 \cdot \bar{e}_1^*) + \lambda_2 (\bar{e}_2 \cdot \bar{e}_2^*) + \lambda_3 (\bar{e}_3 \cdot \bar{e}_3^*) = [T_1] + [T_2] + [T_3]$$

(28)

$[T_1]$, $[T_2]$, and $[T_3]$, are rank one coherency matrices, i.e., they represent deterministic non-depolarising scattering processes and correspond therefore to a single scattering matrix. Furthermore, as they are built up from the orthonormal eigenvectors of $[T]$, they are statistically independent from each other

$$[T] = \begin{bmatrix} t_1 & t_2 & t_3 \\ t_2^* & t_4 & t_5 \\ t_3^* & t_5^* & t_6 \end{bmatrix} = \begin{bmatrix} t_{11} & t_{12} & t_{13} \\ t_{12}^* & t_{14} & t_{15} \\ t_{13}^* & t_{15}^* & t_{16} \end{bmatrix} + \begin{bmatrix} t_{21} & t_{22} & t_{23} \\ t_{22}^* & t_{24} & t_{25} \\ t_{23}^* & t_{25}^* & t_{26} \end{bmatrix} + \begin{bmatrix} t_{31} & t_{32} & t_{33} \\ t_{32}^* & t_{34} & t_{35} \\ t_{33}^* & t_{35}^* & t_{36} \end{bmatrix}$$

(29)

According to a simplified interpretation, for natural surface scatterers the first scattering component $[T_1]$ represents the dominant anisotropic surface scattering contribution. The second and third components, $[T_2]$ and $[T_3]$, represent secondary dihedral and/or multiple scattering contributions, respectively. In this sense, disturbing secondary scattering effects biasing the original scattering amplitudes can be filtered out by applying the eigenvector decomposition of $[28]$ and omitting one or both secondary contributions for the inversion of the surface parameters.

There are some important differences between the two decompositions. The first one deals with the statistical independence of the obtained components. While the eigenvector decomposition leads to three rank 1 components, which are orthogonal to each other (i.e. statistically independent), the scattering components of the model-based decomposition are not independent. On the one hand, the surface and the dihedral component are non-
depolarising rank 1 scatterers independent from each other. But on the other hand, the volume component has a rank 3 coherency matrix corresponding to a depolarising scatterer present in all polarisations. Further, according to the model based decomposition, cross-polarisation is generated only by depolarisation. For cross-polarisation induced by rotation about the line-of-sight, caused for example by terrain slopes, is not accounted for. Hence, any amount of correlated cross-polarisation becomes misinterpreted as volume scattering contribution. In contrast, due to the statistical independence of the obtained components, the eigenvector decomposition, is able to distinguish correlated from uncorrelated contributions in the polarimetric channels. Finally, while the scattering contributions of the eigenvector decomposition are invariant under line-of-sight rotations, as a consequence of the eigenvector invariance under unitary transformations, the scattering contributions obtained from the model based decomposition are not.

4.4.2 Polarimetric SAR Interferometry

One often proposed approach for solving the problem of surface parameter inversion under vegetation cover is to use longer wavelengths (lower frequencies). P-band is for example such a potential frequency candidate with sufficient high penetration into and through vegetation layers. However, first experimental results at P-band indicate that this approach solves only one part of the problem. In the case of dense vegetation the efficient separation of vegetation scattering from surface scattering contributions - required for the extraction of the underlying surface characteristics - is not possible. Furthermore, the fact that the effective roughness is scaled by the wavelength makes moderate rough bare surfaces to appear very smooth at P-band, implying low backscattering coefficients often close to the system noise floor (Hajnsek et al. 2001). In this case, additive noise becomes a significant limitation. Thus, single frequency and conventional polarimetry alone seems to be unable to resolve satisfactorily the problem. More promising appears the option of dual frequency (for example L- and P-band) fully polarimetric configurations (Moghaddam & Saatchi 2000). The combination of two or more frequencies promises on the one hand the coverage of a wider class of natural surface conditions and on the other hand more robust estimates. However, a note of caution is required: A changing of wavelength may also imply a change of the scattering process, and affects the applicability of the inversion algorithms (Hajnsek et al. 2001).

The second challenging way is the new technique of polarimetric interferometry (Claude & Papathanassiou 1998, Papathanassiou & Claude 1999, Papathanassiou and Claude 2000). The sensitivity of the interferometric phase plus coherence to the location of the effective scattering center inside the resolution cell, combined with the strong influence of ground scattering on the location of the scattering-center, provides for the first time a sensible way to estimate even weak ground scattering under vegetation. Additionally, the variation of the interferometric coherence as a function of baseline allows conclusions about the vegetation layer over the surface. On the other hand, polarimetry is important for the inversion of the surface scattering problem. Thus, the combination of polarimetry and interferometry, in terms of polarimetric interferometry, has a very promising application for the extraction of surface information under vegetation.
In Part II of the tutorial the principles of polarimetric SAR interferometry technique are presented in detail.

4.5 Do it yourself

- Using simulated POLSAR data for vegetated and bare surfaces to estimate roughness and moisture content

4.6 References
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