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The Metosat Second Generation (MSG) series ensures the continuity of the Meteosat data and services, but also provides improved observations in terms of spectral coverage, radiometric accuracy and data repeat rate. This represents an opportunity for research in many domains of Earth Sciences, not previously addressed by Meteosat.

The MSG Research Announcement of Opportunity (RAO) provided a structured framework for demonstrating the value of the MSG mission to innovative research in various Earth Sciences disciplines and for investigating the potential implications for the evolution of the operational services. The European Space Agency (ESA) and the European Organization for the Exploitation of Meteorological satellites (EUMETSAT) announced this opportunity to the worldwide scientific community in September 1998. Candidate Principal Investigators (PIs) were encouraged to submit research proposals using data from the MSG satellite series on:

- Innovative scientific investigations in areas such as:
  - hydrology and land surface processes
  - atmospheric research
  - oceanography
  - climate research
- Calibration of MSG data and validation of geophysical products
- Investigation of new algorithms, including demonstration of new experimental products and of their value for research.

There were in total 43 projects jointly selected by ESA and EUMETSAT in November 1999, following a peer evaluation process initiated in February of the same year. Five of such projects were withdrawn, mainly for lack of resources.

The topics addressed in the investigations cover most of the foreseen RAO objectives, many going beyond, particularly for what refers to environmental issues.

Considering their leading role in MSG-relevant research, the selected PIs and their Co-Investigators (Co-Is) had access to required real-time and archived MSG data and products, even during the commissioning. Such data were provided by EUMETSAT, whilst ESA delivered necessary complementary data from ESA Earth Observation satellites, also free of charge.

The first MSG PI Workshop organised in Bologna, Italy, 17-19 May 2000, started this dialogue between the Investigators and the ESA and EUMETSAT relevant staff. A key objective was to deliver the latest information on the MSG mission objectives, capabilities and plans in order to enable all investigators to optimize their own investigation plans. A second objective was to have an overview and initial discussion of the planned investigations, including the associated needs for EUMETSAT (Meteosat, MSG) and ESA data (ERS & Envisat). A number of recommendations were formulated, as for instance to increase the delivery capabilities of the U-MARF, and were taken into account by ESA and EUMETSAT. The proceedings were published by ESA (SP-452).

The second MSG RAO Workshop (9-10 October 2004, Salzburg, Austria) was the first opportunity for ESA and EUMETSAT to present the status of the mission after its successful launch in 2002 and for the PIs to present the first results since the start of routine operations in early 2004. The proceedings were published by ESA (SP-582)
The third and final Workshop (15 June 2006, Helsinki, Finland) was the occasion for the scientists to provide tangible results about their investigations, after having had access to MSG-1 data for over two years. Being organised in parallel with the EUMETSAT Conference, it was also a good occasion for them to meet with the EUMETSAT user community at large.

Attendees to the Workshop were informed about the successful MSG-2 launch in December 2005 and about the final stages of its commissioning. Thus, it was assured the continuity of the MSG data stream, which was a key issue for keeping their interest in follow-on investigations with the MSG data. Also, those who had reached a mature stage of new applications, would be able to put them into operations.

ESA and EUMETSAT thanked those PIs and co-Is who managed to carry forward their investigations, in spite of the launch delay announced six years earlier, and encouraged them to keep using ESA and EUMETSAT data for their future research.

We hope these proceedings provide a comprehensive overview of the presentations and discussions held during the Workshop, and take this opportunity for thanking all participants for their active and stimulating contributions.
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ABSTRACT

The first of the Geostationary Earth Radiation Budget (GERB) instruments has been delivering data since 2003 and has been in regular operational service since February 2004. The validation of the data has proven challenging (see paper by Russell in these proceedings), but the first public release of the data took place in May 2006. Building on from the success of the first GERB instrument, three more have been built in order to provide a consistent climate dataset for well over a decade.

This paper is an update of the one presented at the second MSG RAO workshop (Allan [1]). Some of the basic information about the instruments is repeated here to avoid the need for cross reference.

1. THE GERB INSTRUMENTS

The purpose of the Geostationary Earth Radiation Budget (GERB) instrument is to determine the Earth’s radiation budget to high accuracy. It is the first Earth radiation budget instrument to be in geostationary orbit and hence it provides unique temporal sampling of almost half of the Earth, giving images approximately every 15 minutes. GERB measures the radiance from the Earth in two broad bands which are essentially the reflected sunlight from the Earth and atmosphere and the total emission, specifically including the thermal emission and reflection, from the Earth. The first of the GERB instruments to be flown is located on Meteosat-8, the first of the Meteosat Second Generation satellites. Three more GERB instruments have been built. The first of the GERB instruments was funded by the UK Natural Environment Research Council and the following three by EUMETSAT. We note in passing that the instrument actually flying on Meteosat-8 is the second GERB that was built. The first instrument built is actually on Meteosat-9.

For a full description of the GERB instrument, see Harries et al [2], which also describes the calibration of the instrument, the ground segment processing system and gives examples of science applications.

2. DESIGN GOALS AND PERFORMANCE

The GERB instrument has several basic design goals. The fundamental goal is to measure the total radiative energy output of the Earth to an accuracy of 1%. The short wave channel is defined by a filter that cuts out radiation with a wavelength longer than 4µm, giving designed shortwave and longwave channels of 0.4µm to 4µm and 4µm to 40µm. In practice the short wave response extends down to 0.3µm and the longwave response to beyond 100µm, thereby exceeding the design specification.

The GERB detector is a 256 element array that views a North-South strip of the Earth with a pixel size at the sub-satellite point of 44km square. It builds up an image of the Earth by using a rotating de-spin mirror to effectively remove the rotation of the satellite and to step the image of the Earth across the detector. It does this every 282 rotations of the satellite, building up a single Earth view in slightly less than 17 minutes. The electronic control unit for the de-spin mirror is synchronized with the rotation rate of the satellite using the “start of line” (SOL) pulse that the satellite generates. In addition, the electronic control unit for the de-spin mirror introduces a phase difference on each rotation that gives the effect of stepping the detector across the image of the Earth.

In order to be able to compare the data from GERB and SEVIRI, the original design goal for the accuracy of geolocation of the GERB pixels was 0.1 pixels, or 4 km. To date, it has not proven possible to achieve this level of accuracy for two reasons. Firstly, the E-W position of the image of the GERB detector is governed by the Start-of-Line pulse from the satellite. This signal is noisier than expected resulting in a slight mis-positioning of the detector on each rotation of the satellite. Even though the detector may not be viewing the exact scene expected, it should still be possible to know exactly where it did look. However, due to a slight misalignment of the rotation axes of the satellite and the de-spin mirror, it is difficult to reconstruct the position exactly. The rotation axis of the spacecraft changes with respect to the body axis of the spacecraft as fuel is used and due to thermal effects, so the effect changes over time. The accuracy with which a GERB pixel can be geolocated by “dead reckoning” is
currently 0.5 pixels, although work is continuing on improving this. The addition of data from SEVIRI allows us to improve the accuracy to a quarter of a pixel, which is the accuracy of the data used in the angular dependency model used to calculate the fluxes.

3. GERB DATA PRODUCTS

The GERB data are processed to several levels of scientifically useful products.

The first level of processing is to generate fully calibrated pixel data. These products are called non-averaged, non-rectified, geolocated radiance data (NANRG), as they contain the spatial coordinates of the pixels, but these contain the measured data of the location actually viewed and are not on a regular grid. Strictly speaking, these pixel arrays are not images, due to the irregular spacing of the columns of data, although they do look like images at first sight.

These products are used to generate (time) averaged, rectified, geolocated radiance data (ARG), where three successive Earth scans with the filter in, then with the filter out, are averaged and put on a regular spatial grid (rectified). These are true images.

The NANRG products are also used as input for calculating fluxes, which is done at the Royal Belgian Meteorological Institute (RMIB).

Real-time flux products are available from RMIB [3] and the NANRG, ARG and flux products are available from the project archive at the Rutherford Appleton Laboratory [4].

Table 1 – Types of GERB data products

<table>
<thead>
<tr>
<th>Product name</th>
<th>Type</th>
<th>Temporal accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>NANRG</td>
<td>Pixel radiances</td>
<td>2.8 min</td>
</tr>
<tr>
<td>ARG</td>
<td>Gridded radiances</td>
<td>17 min</td>
</tr>
<tr>
<td>Fluxes</td>
<td>Gridded fluxes and</td>
<td>15 min</td>
</tr>
<tr>
<td></td>
<td>unfiltered radiances</td>
<td></td>
</tr>
<tr>
<td>Monthly means</td>
<td>Gridded fluxes</td>
<td>1 month</td>
</tr>
</tbody>
</table>

The validation of the GERB data was a challenging task due to the high accuracy required. The first public release of the data products took place in May 2006. The initial release consists of data gathered from 25 March 2006 onwards, with earlier data being added as they are reprocessed.

Anyone wishing to use the GERB data should look at the web site [4] which describes how to get access to the data. This also indicates periods when data are unavailable due to the instrument not being in the normal operating mode.

4. GERB ON MSG-2

The second MSG satellite was launched on 21 December 2005 with a GERB instrument on board. While there is a concern about the water vapour channel on SEVIRI, both it and GERB are performing well and it is expected that MSG-2 will become the operational satellite sometime in the second half of 2006.

5. THE LONG-TERM CLIMATE RECORD

While section 2 noted some shortfalls in the ultimate performance of the GERB instrument on Meteosat-8, the data are generally of very high accuracy and will form a valuable set of climate data covering the period of operation of the Meteosat Second Generation satellites. This started in 2004 and is likely to extend up to approximately 2018.

As well as providing an accurate long term climate dataset, GERB provides a unique source of data on the Earth’s radiation budget with rapid sampling (every 15 minutes), thereby enabling studies of the diurnal cycle that were previously not possible with sparsely sampled data (typically once every three days).

6. SUMMARY

Despite the problems noted above, GERB is proving to be a very successful instrument. GERB is the first Earth radiation budget to be on a geostationary satellite, and hence it will provide data that are uniquely suitable for studying diurnal changes, something that is not possible with instruments in low Earth orbit. The series of instruments will provide an accurate measurement of the Earth’s radiation budget over the lifetime of the Meteosat Second Generation satellites. This will be of crucial importance for understanding the Earth’s climate and in predicting future climate change.
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ABSTRACT

The Geostationary Earth Radiation Budget (GERB) instrument on METEOSAT-8 is making the first measurements of the Earth’s radiation budget from geostationary orbit. The first validated GERB Edition 1 products were released to the scientific community via the gspsp archive (http://gspsp.ral.ac.uk) earlier this year. This paper summarises the calibration accuracy and validation results for these Edition 1 products.

1 INTRODUCTION

The first Geostationary Earth Radiation Budget (GERB) [1] was launched as an instrument of opportunity onboard Meteosat-8 in August 2002 and made the first ever observations of the broadband reflected solar and emitted thermal energy from geostationary orbit in December 2002. Since this time it has been operating almost continuously, providing near-real time (NRT) shortwave and longwave top of the atmosphere radiances and fluxes every 15 minutes for the region 60W to 60E, 60N to 60S, with a spatial resolution at the sub-satellite point of 44.6 km (N-S) by 39.3 km (E-W).

A series of 4 GERB instruments will be flown sequentially on each of the Meteosat Second Generation (MSG) satellites along with the prime meteorological instrument the Scanning Enhanced Visible and Infrared (SEVIRI) (12] and [3]). These should provide a continuous GERB data record spanning at least a decade.

GERB measurements provide a unique opportunity to study rapidly varying climate processes, and in turn provide improved understanding of these mechanisms to determine inter-annual and longer term climate variability. A thorough understanding of the accuracy of the measurements, supported by extensive validation is necessary to allow the data to be appropriately used. The first validated Edition 1 GERB data products were released to the scientific community earlier this year. This paper summarises the calibration accuracy for this first edition and reports on the validation results.

2 PROCESSING AND CALIBRATION ACCURACY

The absolute accuracy aims for the GERB products are 1% (of the typical full scale radiance) for the emitted thermal (hereafter referred to as LW) and the reflected solar (hereafter referred to as SW) radiances, and 0.1 of a GERB pixel for the geolocation. The theoretical accuracy of the edition 1 GERB products does not meet all of these targets due to known issues which we plan to resolve in future releases. Below is a summary of the determined accuracy of the GERB radiances and geolocation.

2.1 Unfiltered radiances

Table 1 summarises the approximate magnitudes of each of the error contributions affecting the absolute accuracy of the GERB unfiltered radiances, and determines an RMS combination of the contributions. Errors are quoted as a percentage where a fixed error in the quantities corresponds to a fixed fractional error in the unfiltered radiances, independent of the magnitude of the unfiltered radiances. Where a fixed error causes a fixed radiance error on the unfiltered radiances, errors are quoted as a percentage of the typical full scale radiances which are taken to be 240 Wm⁻²sr⁻¹ for the SW and 77 Wm⁻²sr⁻¹ for consistency with the accuracy requirements. No random errors, including those that may be systematic for a particular scene type, are considered in table 1.

Errors due to the accuracy of the calibration sources and spectral response are determined as the combined effect of ISD level spectrally random and spectrally systematic uncertainties on the sources and response measurements. For the spectral response the errors quoted are the worst case error in Wm⁻²sr⁻¹ over a wide variety of simulated Earth scenes, expressed as a percentage of the full scale. As SEVIRI is used to unfilter the GERB radiances, the effect of the quoted SEVIRI calibration uncertainty is also determined. The simulated worst case effect of a SEVIRI inter-channel calibration error at a ±5% level is quoted for the LW and SW radiances. For the SW a worst case effect is an overestimation of the unfiltering factor by 0.8% if the errors on SEVIRI 0.6µm is +5% and on 0.8µm and 1.6µm is −5%. For the longwave the worst case is found to be an overestimation of the unfiltering factor by 0.09% for −5% on 6.2µm, 7.3µm, 12µm and 13.4µm SEVIRI channels and +5% on 8.7µm and 10.8µm.
Table 1. Estimates of the ground determined unfiltered radiance bias error sources and magnitudes.

<table>
<thead>
<tr>
<th>Error source</th>
<th>Reflected solar</th>
<th>Emitted thermal (night)</th>
<th>Emitted thermal (day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration sources absolute accuracy</td>
<td>-0.22%</td>
<td>&lt;0.05%</td>
<td></td>
</tr>
<tr>
<td>(1 SD uncertainty values)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calibration sources uniformity</td>
<td>&lt;0.5%</td>
<td>Small</td>
<td></td>
</tr>
<tr>
<td>(full range over region used)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spectral response</td>
<td>1.9% of typical full scale</td>
<td>&lt;0.9% of typical full scale</td>
<td>&lt;0.9% of typical full scale</td>
</tr>
<tr>
<td>Stray light (maximum effect in un-flagged data)</td>
<td>&lt;0.1% of typical full scale</td>
<td>&lt;0.3% of typical full scale</td>
<td></td>
</tr>
<tr>
<td>Polarisation (Worst case error for a completely linearly polarised source.)</td>
<td>&lt;0.4%</td>
<td>Small</td>
<td></td>
</tr>
<tr>
<td>SEVIRI inter-channel calibration</td>
<td>&lt;1%</td>
<td>&lt;0.1%</td>
<td>&lt;0.1%</td>
</tr>
<tr>
<td>RMS combination of above errors</td>
<td>2.25%</td>
<td>0.96%</td>
<td>0.96%</td>
</tr>
</tbody>
</table>

Table 2. Estimates of the random errors on the unfiltered radiance.

<table>
<thead>
<tr>
<th>Error source</th>
<th>Reflected solar</th>
<th>Emitted thermal (night)</th>
<th>Emitted thermal (day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instrument noise</td>
<td>0.13% of typical full scale</td>
<td>0.4% of typical full scale</td>
<td>0.6% of typical full scale</td>
</tr>
<tr>
<td>Geolocation</td>
<td>0.25 pixel</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interpolation</td>
<td>0.63% of typical full scale</td>
<td>1% of typical full scale</td>
<td>1% of typical full scale</td>
</tr>
<tr>
<td>Spectral overlap correction</td>
<td>0.02% of typical full scale</td>
<td>None</td>
<td>0.08%</td>
</tr>
<tr>
<td>Unfiltering</td>
<td>0.3% of typical full scale</td>
<td>0.05% of typical full scale</td>
<td>0.05% of typical full scale</td>
</tr>
</tbody>
</table>

Random errors are considered in Table 2. This table includes contributions from detector noise, interpolation and unfiltering. Uncertainties due to these sources are stated as percentages of the typical full scale radiances before.

The estimated 1 standard deviation (1 SD) random error in geolocation accuracy is stated in terms of GERB pixels. It should be noted that geolocation errors will lead to errors in the assigned filtered radiances for a given location, and additional errors due to a mismatch with SEVIRI in the unfiltering factor and the radiance to flux conversion factors. Whilst random in origin, unfiltering and geolocation errors can lead to systematic errors in radiances and fluxes ascribed to a particular scene type.

2.2 Fluxes

GERB SW fluxes are derived from the GERB SW radiances using the CERES TRMM ADMs as the basis of the radiance to flux conversion [4].

The ADMs which are the basis of the radiance to flux conversions are statistical in nature and thus a random error will be associated with the instantaneous flux estimates, the 1SD values of these errors are shown in Table 3. In addition SEVIRI measurements are employed both for the scene identification required to choose the appropriate SW radiance to flux conversion factor, and in determining the longwave radiance to flux conversion. Thus, the effect of 5% calibration errors on the SEVIRI radiances and inter-channel calibration is also considered. These flux errors are additional to the radiances errors already discussed.

Effect of SEVIRI channel calibration is determined from simulations of the effect on the derived fluxes of a 5% calibration error in the SEVIRI radiances. In the SW such an error, if present in the 0.6µm radiances affects the cloudy scene identification used to choose the appropriate CERES ADM. In the LW radiance to flux conversion factors are chosen based on SEVIRI channel radiances and the error shown is the worst case effect of 5% inter-channel calibration errors in the LW on the determination of LW anisotropy factor.
Table 3. Addition error sources and approximate magnitudes to which the SW and LW fluxes are subject (see [4] for validation results on the CERES TRMM ADMs).

<table>
<thead>
<tr>
<th>Error source</th>
<th>Reflected solar</th>
<th>Emitted thermal</th>
</tr>
</thead>
<tbody>
<tr>
<td>SW ADM</td>
<td>~10 Wm(^{-2}) random error</td>
<td></td>
</tr>
<tr>
<td>LW anisotropy</td>
<td>~5.5 Wm(^{-2}) random error</td>
<td>~1 Wm(^{-2}) bias</td>
</tr>
<tr>
<td>SEVIRI channel calibration and inter-channel</td>
<td>&lt;1.2 Wm(^{-2}) bias</td>
<td>&lt;5.6 Wm(^{-2}) random error</td>
</tr>
</tbody>
</table>

3 VALIDATION RESULT SUMMARY:
The CERES instruments [5] flying on the low Earth orbit AQUA and TERRA satellites measure the outgoing longwave and reflected shortwave broad band radiances and fluxes in a similar manner to GERE. Their products have been extensively validated and have stated absolute accuracy of 1.0% for the shortwave 0.5% for the longwave radiances. The GERE ARG unfiltered radiances and fluxes have been compared to the CERES FM2 SSF rev 1 unfiltered radiances and fluxes. Results shown here are for the GERE V998 validation reprocessing data set, consisting of 21-27\(^{th}\) June and 11-17\(^{th}\) December 2004. This processing version has the same science processing as the Edition 1 release GERE data.

3.1 Radiances
GERE and CERES FM2 SSF rev 1 radiances are matched for time, location and viewing. Matched data have viewing angles within 5° of each other and the CERES acquisition time must be no more 170 seconds from the acquisition time for the relevant GERE ARG column. Only data with GERE viewing zenith angles <65° for the SW and <80° for the longwave are retained and solar zenith angles are also required to be <80° for the SW comparison. The mean radiance for each day of GERE and CERES points is derived and the ratio of these two mean values determined. The mean and standard deviation of the ratio is then calculated from the daily ratios. Table 4 shows the mean ratio and an associated 99% confidence uncertainty determined as 3 time the standard deviation divided by the square root of the number of days.

Some scene dependence is seen in the SW radiance comparisons, with agreement between GERE and CERES (in percentage terms) being better for bright scenes than for dark scenes. This is exhibited by a higher SW ratio for ocean than for cloud or bright desert, for example.

Table 4. Results of radiance comparison for angularly matched and co-located GERB CERES radiances. SSF rev1 radiance data from FM2 (Edition 2) and GERB V998 data are compared. Rev1 all sky correction factor is applied to the CERES SW data. Overcast conditions for the SW are defined as a GERB cloud cover of 100% and optical depth of 7.4 or more.

<table>
<thead>
<tr>
<th>FM2 (Edition 2) GERE/CERES</th>
<th>SW radiance data</th>
<th>LW radiance data</th>
</tr>
</thead>
<tbody>
<tr>
<td>June</td>
<td>1.058 ± 0.005 (all sky)</td>
<td>0.993 ± 0.001 (day)</td>
</tr>
<tr>
<td></td>
<td>1.041 ± 0.013 (overcast)</td>
<td>0.990 ± 0.003 (night)</td>
</tr>
<tr>
<td>Dec</td>
<td>1.048 ± 0.005 (all sky)</td>
<td>0.993 ± 0.001 (day)</td>
</tr>
<tr>
<td></td>
<td>1.032 ± 0.005 (overcast)</td>
<td>0.988 ± 0.005 (night)</td>
</tr>
</tbody>
</table>

SW GERB/CERES (FM2) radiance ratios for Clear GERB pixels (GERB cloud cover 0%)

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ocean</td>
<td>1.144 ± 0.043</td>
</tr>
<tr>
<td>Dark Vegetation</td>
<td>1.070 ± 0.017</td>
</tr>
<tr>
<td>Bright Vegetation</td>
<td>1.062 ± 0.010</td>
</tr>
<tr>
<td>Dark Desert</td>
<td>1.073 ± 0.019</td>
</tr>
<tr>
<td>Bright Desert</td>
<td>1.059 ± 0.006</td>
</tr>
</tbody>
</table>
It should be noted that the scene dependent differences may be affected by the comparison methodology and geolocation errors. For the extreme scenes geolocation errors can lead to systematic effects on the inferred average radiance. For example geolocation errors can lead scenes identified as ocean to occasionally contain some cloud; in the SW these cloud points will always be brighter than the dark ocean and therefore act to elevate the average SW radiance inferred. However, the scene dependent differences can also be due to systematic uncertainties in the spectral response of the instrument, as bluer scenes tend to darker scenes.

3.2 Fluxes

The GERB V998 level 2 ARG fluxes have also been compared to the CERES FM2 SSF rev 1 fluxes for the periods 21-27th June and 11th-17th December 2004. All CERES flux measurements, within 170 seconds of acquisition time of the relevant ARG column, falling within the GERB footprint are used (note: as fluxes are now compared there is no need to match viewing geometry). Prior to comparison the CERES SSF fluxes are adjusted from a 20km reference level to a surface reference level.

Each day the mean of GERB and CERES fluxes are determined and the ratio of these means derived. The mean and standard deviation of the ratio is then calculated from the daily ratios. The mean ratio and an associated 99% confidence uncertainty determined as 3 time the standard deviation divided by the square root of the number of days is displayed in table 5.

In addition in order to analyse viewing angle dependent and scene dependent differences an average of the matched points is constructed for each location and smoothed using a 5x5 ARG pixel moving average before being compared to construct a map of the GERB/CERES ratio over the GERB viewing region. The results of these comparisons are shown in figure 1 for the SW all sky and clear sky fluxes and figures 2 for the LW day-time and night-time fluxes.

Over the several days used to accumulate the averages, the CERES data contributing to the average at a given location will have been acquired from a range of viewing angles, whereas due to its geostationary orbit, the GERB viewing geometry remains relatively invariant for each point on the Earth. Thus whilst view angle dependent errors in the radiance to flux conversion will be much reduced in the CERES average, they are expected to remain in the GERB data at a level comparable to that present in the instantaneous measurements. The results thus highlight the view angle dependent errors in the radiance to flux conversion.

Overall the SW flux comparison shows a 1-2% increase in the GERB/CERES ratio compared to the radiance results, although there is reduced scene dependency seen. The discrepancy between the SW radiance comparison and SW flux comparison results can be attributed to a combination of differences in the ADMs (GERB uses the TRMM ADMs and the CERES fluxes used here are derived using the TERRA ADMs) and

<table>
<thead>
<tr>
<th>GERB/CERES FM2 (Edition 2) flux ratios</th>
<th>SW flux data</th>
<th>LW flux data</th>
</tr>
</thead>
<tbody>
<tr>
<td>June</td>
<td>1.073 ± 0.004 (all sky)</td>
<td>0.991 ± 0.001 (day time)</td>
</tr>
<tr>
<td></td>
<td>1.054 ± 0.007 (overcast)</td>
<td>0.987 ± 0.001 (night time)</td>
</tr>
<tr>
<td>Dec</td>
<td>1.059 ± 0.004 (all sky)</td>
<td>0.992 ± 0.001 (day time)</td>
</tr>
<tr>
<td></td>
<td>1.044 ± 0.004 (overcast)</td>
<td>0.987 ± 0.001 (night time)</td>
</tr>
</tbody>
</table>

### SW GERB/CERES (FM2) flux ratios for Clear GERB pixels (GERB cloud cover 0%)

<table>
<thead>
<tr>
<th></th>
<th>SW flux data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ocean</td>
<td>1.085 ± 0.018</td>
</tr>
<tr>
<td>Dark Vegetation</td>
<td>1.072 ± 0.007</td>
</tr>
<tr>
<td>Bright Vegetation</td>
<td>1.082 ± 0.005</td>
</tr>
<tr>
<td>Dark Desert</td>
<td>1.081 ± 0.009</td>
</tr>
<tr>
<td>Bright Desert</td>
<td>1.068 ± 0.007</td>
</tr>
</tbody>
</table>

Over the several days used to accumulate the averages, the CERES data contributing to the average at a given location will have been acquired from a range of viewing angles, whereas due to its geostationary orbit, the GERB viewing geometry remains relatively invariant for each point on the Earth. Thus whilst view angle dependent errors in the radiance to flux conversion will be much reduced in the CERES average, they are expected to remain in the GERB data at a level comparable to that present in the instantaneous measurements. The results thus highlight the view angle dependent errors in the radiance to flux conversion.

Overall the SW flux comparison shows a 1-2% increase in the GERB/CERES ratio compared to the radiance results, although there is reduced scene dependency seen. The discrepancy between the SW radiance comparison and SW flux comparison results can be attributed to a combination of differences in the ADMs (GERB uses the TRMM ADMs and the CERES fluxes used here are derived using the TERRA ADMs) and
possible discrepancies in the scene identification. This is evidenced by the fact that comparison of the co-angular GERB CERES flux measurements results in, on average, a 1% difference between the two instruments in the SW anisotropy factors assigned to the SW radiances, which alone would result in an elevation of the GERB/CERES flux ratio by 1% compared to the radiances.

The geographical distribution of the GERB/CERES average flux ratio is shown in figure 1 for the SW. For the all-sky plots, the GERB/CERES SW flux ratio over much of the disk is relatively uniform. Exceptions are seen towards the edge of the disk, particularly for fluxes derived from observations with viewing zenith angles greater than 70°. Enhanced ratios are seen at the edges of the sunglint region (indicated by a roughly circular black region of missing data). Depressed ratios are seen off the West coast of Africa. As no specific aerosol treatment or radiance to flux conversion is employed, fluxes in the presence of aerosol are expected to be of reduced accuracy, and as this region of depressed flux is an area where significant aerosol effects are likely, aerosol contamination is a possible cause of the observed signature. In the clear sky the region of depressed ratios is also clearly visible. In addition, enhanced ratios are seen for ocean points close to coastlines. These enhanced ratios are likely the result of geolocation errors causing land observations to be occasionally included in the average determined for the GERB ocean locations.

The GERB/CERES longwave flux ratios, shown in table 5, are similar to the radiance ratios. The geographical distribution of the GERB/CERES average LW flux ratio is shown in figure 2. A limb darkening effect is apparent in the LW flux comparisons, with GERB fluxes derived from observations at higher viewing angles producing lower ratios than those derived from low view angles. Enhanced ratios are also seen in regions associated with cloud particularly the ITCZ; this is believed to be related to a known problem in the GERB LW radiance to flux conversion of correctly modelling the anisotropy of semi-transparent cloud.

4 SUMMARY

The first validated GERB products were released to the scientific community earlier this year. The absolute accuracy of the GERB SW and LW unfiltered radiances

---

*Figure 1 SW flux comparison for June (left) and December (right). GERB/FM2 ratio shown for all-sky conditions in upper panels and clear sky (identified by GERB scene ID) in lower panels. Ring in red shows limit of VZA = 70°.*
Figure 2. LW flux comparison for June (left) and December (right). GERB/FM2 ratio shown for day-time matches in upper panels and night-time matches in lower panels. Ring in red shows limit of VZA = 70°.

is determined to be 2.25% and 0.96% respectively. Angularly matched radiance intercomparisons with the CERES FM2 instrument show GERB SW radiances to be on average 5% higher and LW radiances to be 1% lower than the corresponding CERES quantities. GERB SW fluxes are seen to be on average 7% higher than CERES and LW fluxes 1% lower. Some angular dependency in the LW error is seen and problems with the radiance to flux conversion in the LW over high semitransparent cloud and the SW over aerosol are known to result in larger errors in the products.
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The Valencia Anchor Station (VAS) was set up by the University of Valencia at the natural region of Ultil-Requena Plateau in 2001. The plateau is a large and reasonably homogenous area suitable for validation of low spatial resolution satellite data and products such as GERB’s. In the framework of the EUMETSAT/ESA MSG-RAO Project no. 138 GIST Proposal for Calibration/Validation of SEVIRI and GERB, and of the Spanish Research Programme on Space Project SCALES (SEVIRI & GERB Cal/Val Area for Large-scale Field Experiments), three GERB ground validation campaigns have so far been carried out at the VAS under different land surface conditions. CERES instruments onboard NASA EOS Aqua and Terra satellites, operating in PAPS (Programmable Azimuth Plane Scanning) mode, have generously provided additional SW and LW radiance measurements to support validation efforts. These have shown to be most valuable as intermediate validation step between ground measurements and the large GERB pixel size.

1. INTRODUCTION

Calibration/Validation, or simply "Cal/Val", is the activity that endeavours to ensure that remote sensing products are highly consistent and reproducible. This is an evolving discipline that is becoming increasingly important as more long-term studies on global change are undertaken, and new satellite missions are launched. Calibration is the process of quantitatively defining the system responses to known, controlled signal inputs. Validation is the process of assessing, by independent means, the quality of the data products derived from the system outputs [1]. Agencies usually undertake the calibration of their respective mission satellite systems, however to extend this beyond the commissioning phase is potentially very difficult. Thus, well-instrumented benchmark test sites and data sets for calibration should be supported, particularly for land applications, to provide calibration information to supplement or substitute for on-board calibration, in a coordinated way, and ensuring continuity, and reliability to access to their data with minimal delay.

The primary objective of validation is to assess the quality, and as far as possible quantify the accuracy of remote sensing products. Ideally, validation activities seek to compare data products to more accurate independent measurements of the same quantity over a statistically significant number of samples and wide variety of situations. The problem is that the space and time scales of in-situ and satellite data are rarely directly comparable. Typically, there are insufficient in-situ measurements to cover a satellite field of view,
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whether the field of view is some meters (high
resolution imagers) or several km (broadband
radiometers). Even a perfect remote sensing
measurement will differ from in-situ verification
measurements due to the inability to match the
observations in time or space. In-situ measurements are
invariably taken at small space and time scales, while a
satellite overpass is a few second snapshot of a large
area. The matching error can be reduced (but not
eliminated) by increasing the number of surface
observations within the field of view (level 2 data) or
grid box (level 3 data). It can also be minimized by
using very large ensembles of matched data.

The Valencia Anchor Station (VAS) was set up by the
University of Valencia at the Spanish natural region
Utiel-Requena Plateau (Valencia, Spain) in 2001. The
plateau is a large and reasonably homogeneous area
suitable for validation of low spatial resolution satellite
data and products such as GERB's.

In the framework of the EUMETSAT/ESA MSG-RAO
Project no.138 GIST Proposal for Calibration/Validation of SEVIRI and GERB, and of
the Spanish Research Programme on Space Project
SCALES (SEVIRI & GERB Cal/Val Area for Large-
scale field ExperimentS), three GERB ground
validation campaigns have so far been carried out at the
VAS under different land and atmosphere surface
conditions. During these campaigns, CERES
instruments onboard the NASA EOS Aqua and Terra
satellites have generously provided additional radiance
measurements to support validation efforts, which have
shown to be most valuable as an intermediate
validation step between ground measurements and the
large GERB pixel size.

2. THE VALENCIA ANCHOR STATION

The main objective of the SCALES Project has been to
develop an adequate methodology to validate large
scale remote sensing products, specifically addressed to
the GERB instrument [2], and for that we counted on a
suitable reasonable homogeneous site at GERB's scale,
the Valencia Anchor Station, robustly equipped with
standard meteorological instruments and with a large
suite of mobile instruments to account for the site non-
homogeneities. It is placed in a reasonably
homogeneous and flat area of about 50x50 km², mainly
dedicated to vineyard crops, at about 80 km West of
the city of Valencia. The area includes other typical
Mediterranean ecosystem species such as shrubs, olive
and almond trees and alepo pine forests, being the
latter only present in a small mountain formation in the
area (Figs. 1 and 2) [3]. According to the land use
classification of Fig. 2, and considering that in winter
vineyards have the same behaviour as bare soil, we
may assume that the area is composed of about 76.6 %
bare soil and 23.4 % vegetation (mainly matorral,
shrubs and pine trees) at CERES footprint scale, and of
about 33% bare soil and 67% vegetation at GERB
footprint scale.

The excellence of the CERES (Clouds and the Earth's
Radiant Energy System) instrument, particularly its
versatile special programmable scanning modes
targeting the Valencia Anchor Station, has enable us
not only to assess the suitability of the site for large
color observations, but also to validate our
methodology which clearly has shown to be capable of
independently reproducing top of the atmosphere
(ToA) CERES SW and LW radiances in a highly
extense now dataset of situations [4], including a large
variety of surface and atmospheric conditions.

Figure 1. The Valencia Anchor Station

Figure 2. Land use classification of the Valencia
Anchor Station area (LANDSAT-TMS of 5th July 2003).
Classes: 1. water, 2. pine trees, 3. low density pine trees
and shrubs, 4. shrubs, 5. irrigated crops, 6. vineyards,
7. low density vineyards, 8. very low density vineyards,
9. herbal crops, 10. bare soil, 11. urban areas [6]
3. GERB GROUND VALIDATION CAMPAIGNS

During the three field campaigns, apart from the valuable CERES SW and LW observations, atmospheric and ground measurements were taken by sun photometer, GPS precipitable water content, on-purpose radiosounding ascents, Anchor Station operational meteorological measurements including the 4 radiation components at 2m. Mobile stations were used to characterize the rather large extent area, including a mobile air-quality station from the Regional Government of Valencia (Directorate General for Environmental Quality) in the February 2004 campaign. The first campaign took place between 18-24 June, 2003, and also included some lidar measurements carried out by the Electromagnetic Engineering and Photonics Group, Polytechnic University of Catalonia. The second one developed between 9-12 February, 2004, and the third one between 12-18 September, 2005, included full coverage of a sun-tracking photometer from the Solar Radiation Group of the University of Valencia. These activities were carried out within the GIST (GERB International Science Team) framework.

This paper describes the instrumental set up and deployment during the ground campaigns, the data obtained from the ground, the exclusive CERES PAPS observations over the VAS and the results of analyses and good comparisons between ToA measurements and radiative transfer simulations that confirm the good capabilities of the station to get reliable independent products to be used for the validation of GERB [5]. The work includes a realistic BRDF estimation for the large-scale study area and Streamer [6] radiative transfer simulations of ToA SW and LW radiances under clear and cloudy sky conditions. For cloudy sky simulations, MODIS data has been used to get the necessary input cloud parameters.

4. USE OF CERES PAPS OBSERVATIONS AS AN ASSESSMENT OF THE VAS CAPABILITIES FOR VALIDATION OF LOW SPATIAL RESOLUTION DATA AND PRODUCTS

To be able to reproduce CERES observations from independent ground and atmospheric measurements, it is necessary to properly characterize the surface and the atmosphere. The methodology has gradually been developed, first starting with CERES ESR data [7-8] and is taking its final shape by using the more accurate CERES PSF (Point Spread Function) data [9].

In summary, atmospheric profiles needed as input for the Streamer simulations are of three types:

- Radiosoundings ascents, generously provided by the Spanish Meteorological Institute (INM), launched on spot, during both Terra and Aqua CERES overpassing times. The water vapour profile is obtained by scaling total water vapour content to the integrated water vapour measured by the GPS system. The correlation between both set of measurements is really high [7-9].
- Aerosol profile, from Streamer Mid-Latitude Winter/Summer (MLW/MLS, depending on the season) standard atmosphere profile, assuming background tropospheric aerosols and background stratospheric aerosols, with the aerosol optical depth obtained from on-ground sun-photometer transmissivity measurements.
- Ozone profile, also from Streamer MLW/MLS but scaled to the TOMS (Total Ozone Mapping Spectrometer) corresponding measurement (http://toms.gsfc.nasa.gov).

As far as surface parameters are concerned:

- Surface emissivity [10] is obtained from CERES/SARB (Surface and Atmospheric Radiation Budget) database (http://www.surf.larc.nasa.gov/surf).
- Surface temperatures were measured at the VAS and at the mobile stations, weighing up the respective contribution of each one in the whole area by taking into account the land use classification of the study area (Fig. 2).
- Surface BRDF for the whole area is estimated from three contributions, namely broadband albedo weighted from those measured at the VAS and at the mobile station ($\omega_{\text{bs}}$), spectral albedo for the same type of soil from the ASTER Spectral Library John Hopkins University ($\omega_{\text{bs}}^{\text{MC}}$), and from bidirectional reflectance measurements ($\rho_\gamma(\theta_\gamma, \theta, \phi)$) over bare soil from Ahmad and Deering [11]. See [7-9] for the details.

The satellite data used proceed from the specific CERES PAPS acquisitions generously programmed by the CERES Science Team. The CERES data finally used are CERES SSF data products which contain CERES PSF (Point Spread Function) weighted imager (MODIS) parameters that will be useful to simulate cloudy sky conditions. For Terra FM2, Edition 2B data were used and for Aqua FM3, Edition 1B.

We are here showing results corresponding to the February 2004 campaign with the period 10th to 12th under perfect clear sky conditions as we infer from SSF cloud parameters and from radiation measurements carried out at the VAS. The 9th of February is classified as cloudy with cloud percent cover between 99% and 100% for about 78% of the footprints and between 40% and 99% for the rest of the data. All footprints are classified as one level, liquid water, low cloud with effective pressure above 680 mb, and with optical. 
thickness over 22.63. Some SSF parameters were selected as inputs for Streamer simulations such as cloud top pressure, cloud optical thickness, cloud effective radius, and cloud liquid water path (Fig. 5).

4.1. ToA Radiance Comparisons

A sample of the results of the radiance simulations performed is shown in Figs. 6-8. The left hand side image of each picture shows the observation geometry in a polar plot where we can also see the magnitude of the SW radiances for the full CERES PAPS acquisition pass. The right hand side image of each picture shows the comparison between Streamer simulations and CERES ToA radiances (SW and LW). In all cases it is easy to see the radiance anisotropy between the forward and backward scattering directions.

Under clear sky conditions (Figs. 6-7), the agreement is good between satellite data and simulations. In all the cases analysed, the backward radiances are always higher than the forward ones, both in the SW and, less pronounced, in the LW. This anisotropy varies with RAA, with a minimum in the orthogonal plane (plane where observation and illumination planes are orthogonal) and with a maximum in the principal plane (when those planes are colinear). Anisotropy on clear sky scenes depends on SZA, specially in the SW, being the LW dependence possibly due to changes in boundary layer temperatures during the day [12].

For the cloudy conditions of 9th of February (Fig. 8), we can see that the forward scattering radiances are much higher than the backward ones. The comparison between CERES ToA SW radiances and simulations shows an overestimation of the modeled radiances in the forward scattering direction, being these differences greater as VZA increases. However, there is a really good agreement between CERES ToA LW radiances and Streamer simulations. Differences between simulated and measured shortwave radiances may be due to small changes in droplet size that could induce large changes in cloud albedo. Accurate determination of microphysical properties of boundary layer stratus is
essential for the correct treatment of these clouds in radiative transfer and global climate models [13]. It is definitely necessary to properly measure cloud parameters from the ground.

Figure 6. Results for Terra FM2 CERES PAPS observations on 12th February 2004. (Left): CERES ToA SW radiances and observation geometry (almost nadir acquisitions along the full PAPS). Radial axis corresponds to VZA and azimuthal direction to RAA. (Right): Comparison of Streamer simulated ToA radiances to CERES measurements

Figure 7. Results for Terra FM2 CERES PAPS observations on 10th February 2004. (Left): CERES ToA SW radiances and observation geometry (quite slant along the full PAPS). Radial axis corresponds to VZA and azimuthal direction to RAA. (Right): Comparison of Streamer simulated ToA radiances to CERES measurements

Figure 8. Results for Terra FM2 CERES PAPS observations on 9th February 2004. (Left): CERES ToA SW radiances and observation geometry. Radial axis corresponds to VZA and azimuthal direction to RAA. (Right): Comparison of Streamer simulated ToA radiances to CERES measurements
5. CONCLUSIONS
We have been able to carry out a number of field campaigns addressed to the validation of GERB products. Under clear sky conditions, the Valencia Anchor Station has proved to be a good instrument for the ground validation of low spatial resolution remote sensing data and products by being able to reproduce CERES ToA unfiltered radiances from simulations carried out using independent ground measurements of input parameters. In the shortwave, simulated radiances reproduce accurately the anisotropy of the radiance field with RMSEs below 8 W m\(^{-2}\)sr\(^{-1}\). The agreement still improves between simulated and CERES ToA longwave radiances, with RMSEs below 4 W m\(^{-2}\)sr\(^{-1}\). For cloudy conditions, for the shortwave, there is always a slight overestimation in the forward direction. In the longwave, the agreement remains good. Most likely, in the future, the way to improve the results for cloudy conditions in the shortwave, would be by having ground measurements of cloud parameters.

CERES dedicated PAPS observations over the Valencia Anchor Station are of great value to develop the methodology to validate low spatial resolution remote sensing data and products. In this way, the methodology is presently being extended and applied to GERB products, recently been public.
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ABSTRACT

Radiometric calibration methods based on clear-sky over ocean natural targets have been applied to three visible and near-infrared bands of SEVIRI sensor on-board MSG I (now Meteosat-8) satellite. Those methods have been initially developed for in-flight calibration of POLDER sensors [1] and they have been successfully applied to other sensors [2]. An absolute calibration method based on rayleigh scattering is first applied to the 0.6 m band (VIS 0.6). That calibration is then exported to the 0.8 (VIS 0.8) and 1.6 m (NIR 1.6) bands using a cross-band calibration method based on sun-glint reflection. According to error budget analysis the accuracy of the method is below 3% for VIS 0.6 band and below 5% for cross-calibrated bands.

Application to 2005-2006 data shows excellent stability along time. Calibration correction factors for each of the three bands are proposed.

1. METHODS

We will used in that paper the normalized radiance defined as :

\[ R(\theta_i, \phi, \lambda) = \frac{\pi L(\theta_i, \theta_v, \phi, \lambda)}{F_0(\lambda)} \]  

where \( L \) is the measured radiance and \( F_0 \) is the extraterrestrial solar irradiance corrected from the Sun-Earth distance variations for wavelength \( \lambda \), and are solar zenith angle, view zenith angle and relative azimuth angle respectively. Geometry and wavelength dependence will be implicit in the rest of the equations of that paper.

1.1 Absolute calibration on rayleigh scattering

Atmospheric rayleigh scattering, i.e. scattering by molecules, can be exactly computed for any wavelengths and any viewing geometries using radiative transfer code [3]. Calibration correction factor can then be computed by comparison with Top Of The Atmosphere (TOA) sensor measurements. The signal becomes very small for wavelength above 0.7 m but it ranges from 2 to 5% of maximum dynamic for the VIS 0.6 band of SEVIRI, which is enough for calibration purposes if the linearity of the sensor is well-characterized.

The main uncertainty for such a method is the contribution of aerosol scattering. That perturbation can be roughly corrected using a maritime aerosol model coupled with VIS 0.8 band measurement when aerosol charge is low as long as continental aerosol or highly charged situations are correctly discarded (areas and pixels selection). Gaseous absorption and water leaving reflectance contribution are accounted for using meteorological analysis and climatologies. Error budget analysis is developed below.

The TOA clear sky normalized radiance over ocean for VIS 0.6 can be written as :

\[ R_{TOA} = [R_{ray} + R_{aer} + R_{s} + R_{w}] \cdot T_{O3} \]  

where \( R_{ray} \) accounts for rayleigh scattering, \( R_{aer} \) accounts for aerosol scattering including coupling terms, \( R_{s} \) is the TOA sun-glint reflection and \( R_{w} \) is the TOA water leaving radiance contribution. \( T_{O3} \) is the ozone absorption transmission factor. \( R_{ray} \) can be exactly computed knowing the spectral filter response and after adjustment by the surface pressure (ECMWF analysis data). That term is about 90% of the observed signal for very clear situations. \( R_{s} \) is very small for geometries off the specular direction that can be easily selected. \( R_{w} \) is below one Digital Count (DC) at 0.6 m over clear open ocean waters. It is computed using mean oligotrophic conditions (chlorophyll concentration = 0.05 mg.m\(^{-3}\)) and a bio-optical model.
[4]. Tm can be estimated with enough precision using stratospheric ozone contents from other sensors (TOMS, OMI, GOME) or from ECMWF analysis data.

The $R_{\text{aer}}$ term cannot be simulated from mean geophysical conditions because aerosols are highly changeable in both charge and type from one day to another. An algorithm has to be implemented to correct for that perturbation. We used the VIS 0.8 band both to select pixel with low aerosols and to retrieve aerosols contribution. In that band open ocean is black, so we can write that aerosol scattering term at 0.8 m is:

$$R_{\text{aer}}^{	ext{VIS}0.8} = \frac{R_{\text{vis}0.8}^\text{mes} - R_{\text{vis}0.8}^\text{ray}}{T_{\text{VIS}0.8}}$$

(3)

If we suppose a fixed aerosol model according to open oceans conditions far from any continental aerosols sources, we can then extrapolate that terms to VIS 0.6 band and compute a simulated TOA signal with:

$$R_{\text{vis}0.6}^\text{sim} = [R_{\text{vis}0.6}^\text{ray} + \varepsilon_{\text{aer}} + R_{\text{aer}}^\text{vis} + R_{\text{w}}] \cdot T_{\text{O3}}$$

(4)

$R_{\text{ray}}$ and $\varepsilon_{\text{aer}}$ are pre-computed for each geometry and wavelength using a radiative transfer code and we store them in Look-Up Tables (LUT). For aerosol we choose a maritime model with 98 % of relative humidity (M98 model) according to Shettle and Fenn [5] approach with Aerosol Optical Thicknesses (AOTs) ranging from 0 to 0.1 by step of 0.02. AOT really used is interpolated from VIS 0.8 measurements and LUT at 0.8 m. Tab. 1 summarizes all those simulation conditions.

<table>
<thead>
<tr>
<th>Geophysical conditions</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>VIS 0.6 rayleigh optical thickness</td>
<td>0.0533</td>
</tr>
<tr>
<td>VIS 0.8 rayleigh optical thickness</td>
<td>0.0204</td>
</tr>
<tr>
<td>NIR 1.6 rayleigh optical thickness</td>
<td>0.0014</td>
</tr>
<tr>
<td>Aerosol model</td>
<td>M98</td>
</tr>
<tr>
<td>Aerosol optical thickness (865 nm) from 0 to 0.1</td>
<td></td>
</tr>
<tr>
<td>Chlorophyll</td>
<td>0.05 mg/m3</td>
</tr>
</tbody>
</table>

**Table 1. Geophysical conditions for simulations**

Calibration bias on VIS 0.8 will affect that calculation, but one must keep in mind that aerosol term remains small and is nothing but a perturbation. Geographical areas and pixels selection help us to be sure that real conditions fit well the ones we simulated.

1.2. Crossband calibration on sun-glint

Sun-glint (the fresnel reflection of sun light on the air-sea interface) can be used as a spectrally flat target to calibrate one spectral band according to another. Here we will use the VIS 0.6 band after adjustment from rayleigh scattering method as reference, and cross-calibrate VIS 0.8 and NIR 1.6 bands. Sun-glint signal ranges from 10 to 40 % of maximum dynamic for each of the three bands, which is almost perfect for calibration purposes. High, thick clouds also could be considered as white, spectrally flat targets in the visible, but at 1.6 m ice clouds absorption is far greater than liquid clouds absorption. Crossband calibration of NIR 1.6 band is then impossible with clouds.

Once again we have to deal with atmospheric perturbation which is far from being spectrally flat. First we inverse aerosol contents using a MSG slot off the sun-glint, a couple of hours before, using VIS 0.6 band. The aerosol term:

$$R_{\text{aer}}^{	ext{VIS}0.6} = \left( \frac{R_{\text{vis}0.6}^\text{mes} - R_{\text{vis}0.6}^\text{ray} - R_{\text{w}}}{T_{\text{O3}}} \right)$$

(5)

is used against LUT to estimate the AOT. Then we used the sun-glint slot to make a pseudo-wind speed inversion using dedicated LUT of the TOA sun-glint signal using Cox & Munk model [6] and radiative transfer code. For the given geometry and AOT, the LUT is used to compute the wind speed that fit the measurement at VIS 0.6. That wind speed is then used to interpolate the signal at the other bands (VIS 0.8 and NIR 1.6) using the LUT. Fig. 1 shows an example of the process. The use of a sun-glint model allowed us to account for the slight spectral dependance of the index of refraction of seawater from 0.6 to 1.6 m [7][8].

![Figure 1. Example of sun-glint LUT for VIS 0.6 (black) VIS 0.8 (blue) and NIR 1.6 (red). Measurement at VIS 0.6 is used to invert a wind-speed that is then used to interpolate the simulated signal at VIS 0.8 and NIR 1.6.](image-url)
2. ERROR BUDGET

Rayleigh scattering can be exactly computed using a Successive Order of Scattering code [3]. A surface pressure correction can be performed. 10 mB uncertainty on surface pressure leads to a 1 % uncertainty on $A_s$.

Water reflectance is very small and constant for clear waters at 0.6 m and water is black for other bands. Coastal and eutrophic waters will be discarded. 1% uncertainty.

Aerosols: That is the main uncertainty because aerosols are highly variable. Previous simulation [11] shows that aerosol models variability leads to an error of 1% and that calibration error of 5 % of VIS 0.8 band used for correction leads to another 1% error. Maximum error : 2 %

Surface roughness: That leads to sun glint contamination of the sequence. Those contaminated pixels can be discarded using geometric selection.

Gaseous absorption: ECWMF analysis data give ozone amount with a 5 % precision. That leads to a 0.5 % uncertainties on the simulated top of atmosphere radiance for VIS 0.6. For water vapour absorption we used a mean atmospheric profile (US62) which leads to larger errors of about 3 % for VIS 0.8 and NIR 1.6 calibration factors.

For cross-band method, the error on the reference band has of course an impact on the total error.

Total (quadratic) rayleigh method : $\sim 3 \%$
Total (quadratic) sun-glint method : $\sim 5 \%$

3. AREAS AND PIXELS SELECTION

Calibration process does not have to deal with as much pixels as possible. Strict selection criteria has to be applied in order to be sure that geometric, geographic and geophysical conditions are fulfilled. That implies two way of selection: a first one on geographical criteria, i.e. areas selection, a second one on thresholds apply to the measurements itself.

3.1. Areas selection

We have selected three areas for rayleigh scattering method based on different signal dynamic available for each area, on the probability to have low aerosol charge above those areas (aerosol climatologies) and over oligotrophic basins in order to minimize marine reflectance impact. We do not select disc edges to avoid earth curvature effect. Fig. 2 shows those three areas.

South Atlantic (area 1): Large area without aerosols. Clear waters. The level of the measured signal is low because the air mass is low.

Sargasso Sea (area 2): Very clear waters area with high signal level. Dust outbreaks from Africa (February, March) should be carefully discarded.

Indian ocean (area 3): Small area with high signal level, but in the border of SEVIRI field of view.

![Figure 2. Selected areas for rayleigh scattering method](image)

For sun-glint method, area is necessary centered on the maximum of the sun-glint signal for the chosen slot. It means the selection is driven by geometric conditions only. That maximum is available of course only over oceans and it is moving from east to west along the day and from north to south along the year. It is located in northern Atlantic, off Africa, from March to September (possibility of dust contamination) and in southern Atlantic from September to March. Fig. 3 shows an example of the location of that maximum.
3.2. Pixels selection

The objectives of the selection are thrice:

- clouds masking. A simple local (3x3 neighborhood) standard deviation threshold on VIS 0.8 measurement is enough for both rayleigh or sun-glint method. \[3x3 < 0.005.\]

- low aerosol charges. Sun-glint free slots are used, and thresholds on \( R_{\text{aer}} < 0.008 \) and on inverted AOT < 0.06 are applied.

- sun-glint mask control (for rayleigh method). A threshold on maximum wind speed (ECMWF data) is applied: wind speed < 5 m/s. Foam contamination pixels are also discarded with that threshold.

4. RESULTS

We will mostly use in the results presentation the calibration correction factor that is defined for each band \( k \) as:

\[
\Delta A_k = \frac{R_{\text{meas}}^k}{R_{\text{simu}}^k} \tag{6}
\]

as the main objective of that study is to evaluate the standard, operational calibration of SEVIRI data (level 1.5). However, when signal dynamic allows it, inversion of a simple but full radiometric model (slope + offset) is possible:

\[
R(\lambda) = \frac{(DC - DC0)}{\text{slope}} \tag{7}
\]

4.1. Example on one scene

Fig. 4a shows an example of simulated against measured signal at 0.6 m for one SEVIRI slot (10:00 UT) and for all selected pixels of the three areas. Standard deviation is slightly above the 3% of our error budget mainly because that error also includes instrumental (radiometric + digitize) errors. Fig. 4b shows simulated against Digital Counts for the same case: linear regression shows good results and we could be fairly confidence in the two inverted parameters of our simple radiometric model.

![Figure 4. Simulated signal at VIS 0.6 using rayleigh scattering method against: a) Measurements using operational calibration parameters. b) Digital Counts.](image)

Fig. 5 shows an example of crossband calibration on sun-glint for VIS 0.8 and NIR 1.6 bands, using VIS 0.6 as a reference (the calibration of VIS 0.6 as been adjusted according to rayleigh method results other one year, see §4.2.)

![Figure 5. Simulated against measured signal at VIS 0.8 and NIR 1.6 bands using crossband method on sun-glint with VIS 0.6 band as reference (after calibration adjustments from rayleigh method results)](image)

4.2. Results over one year
We have applied the Rayleigh method on the 10:00 (Universal Time) slot for each day from June 2005 to June 2006, using MSG data received with EumetCAST system. The results for each area are shown in Fig. 6 and they show remarkable stability along time. The mean calibration correction factors for the three areas show excellent consistency (within 3%) though geometries (i.e., dynamics) are very different. It should be noticed that August-September period for area 1 and December-January period for area 2 are more noisy because solar zenith angle is very low, which means low solar irradiance and low signal. Lower limits should be raised in order to discard those situations in future processings.

The mean calibration correction factors for the three areas show excellent consistency (within 3%) though geometries (i.e., dynamics) are very different. It should be noticed that August-September period for area 1 and December-January period for area 2 are more noisy because solar zenith angle is very low, which means low solar irradiance and low signal. Lower limits should be raised in order to discard those situations in future processings.

Figure 6. Correction calibration factor (eq. xxx) of VIS 06 band from Rayleigh method for the three areas from June 2005 to June 2006. Julian days are computed since the 1st of January, 2003.

Merging results of the three areas are shown Fig. 7. A small trend of about 1% per year could be observed, but it is within error budget, as well as the small seasonal effect (minimum observed in winter, maximum in summer). The main conclusion is that actual L1.5 normalized radiance of VIS 0.6 band shows a underestimated of 5% according to our Rayleigh absolute calibration method. That bias has been corrected before application of the cross-band calibration method.

For cross-band on sun-glint method, we have proceeded differently: we have visually selected one sun-glint slot other the Atlantic (at 16:00 UT) for each month to be sure we are far from dust plumes or out of heavy or broken cloud cover. Automated process will be implemented in the future but that requires more work in order to be certain of thresholds adjustments and cloud masking algorithms. Results are shown Fig. 8. From March to June 2006 we found no aerosols free sun-glint scenes. Calibration correction factors show large variability that could be acknowledge for:

- Rough water vapor absorption correction scheme. Use of integrated water vapor content from ECMWF data should improve that correction.
- Permissive cloud mask that does not account for clouds shadow.

Those two points can be easily improved in a near future.

Figure 7. Final merged results for Rayleigh calibration method. A small trend of about 1% per year is observed, as well as a seasonal effect. Both of them are within the error budget of the method.

For cross-band on sun-glint method, we have proceeded differently: we have visually selected one sun-glint slot other the Atlantic (at 16:00 UT) for each month to be sure we are far from dust plumes or out of heavy or broken cloud cover. Automated process will be implemented in the future but that requires more work in order to be certain of thresholds adjustments and cloud masking algorithms. Results are shown Fig. 8. From March to June 2006 we found no aerosols free sun-glint scenes. Calibration correction factors show large variability that could be acknowledge for:

- Rough water vapor absorption correction scheme. Use of integrated water vapor content from ECMWF data should improve that correction.
- Permissive cloud mask that does not account for clouds shadow.

Those two points can be easily improved in a near future.

Figure 8. Sun-glint method results. No data are available from March to June 2006 period (dust contaminated). Variability from one month to another
could be reduced by improvements of the method.

But despite those limits the results are reliable enough and they show an underestimation of 5 % of the VIS 0.8 band and an overestimation of 10 % of the NIR 1.6 band. It should be noticed that those results come from VIS 0.6 band absolute calibration after a 5 % correction (the actual L1.5 radiance has been increased by a factor of 1.05) according to rayleigh calibration method results. Tab. 2 resumes those results.

<table>
<thead>
<tr>
<th>Band</th>
<th>DA</th>
<th>DCO</th>
<th>slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>VIS 0.6 (rayleigh)</td>
<td>0.95</td>
<td>50.1</td>
<td>870.0</td>
</tr>
<tr>
<td>VIS 0.8 (sun-glint)</td>
<td>0.95</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>NIR 1.6 (sun-glint)</td>
<td>1.09</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

Table 2. Calibration correction factors and calibration coefficients for the three SEVIRI bands.

5. CONCLUSIONS

The absolute radiometric calibration method based on atmospheric rayleigh (or molecular) scattering has been successfully applied to SEVIRI VIS 0.6 band though on the lowest part of signal dynamic. It shows a 5 % underestimation of the L1.5 radiance for that band. If the linearity response of the sensor is confident enough that result can be exported to VIS 0.8 and NIR 1.6 SEVIRI bands by applying a crossband method based on sun-glint. Preliminary results of that method show a 5 % underestimation of VIS 0.8 band and a 10 % overestimation of the NIR 1.6 band (in radiance). Pixels selection process as well as water vapor absorption correction should be improved in a near future in order to increase the accuracy of the method from the current 5 % to about 3% as shown by error budgets.
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ABSTRACT

SEVIRI data are cross-calibrated against the corresponding Aqua and Terra MODIS channels. Compared to Terra MODIS, no significant trends are evident in the 0.65, 0.86, and 1.6 µm channel gains between May 2004 and May 2006, indicating excellent stability in the solar-channel sensors. On average, the corresponding Terra reflectances are 12, 14, and 1% greater than the their SEVIRI counterparts. The Terra 3.8-µm channel brightness temperatures T are 7 and 4 K greater than their SEVIRI counterparts during day and night, respectively. The average differences between T for MODIS and SEVIRI 8.6, 10.8, 12.0, and 13.3-µm channels are between 0.5 and 2 K. The cloud properties are being derived hourly over Europe and, in initial comparisons, agree well with surface observations. Errors caused by residual calibration uncertainties, terminator conditions, and inaccurate temperature and humidity profiles are still problematic. Future versions of SEVIRI will address those errors and the effects of multilayered clouds.

1. INTRODUCTION

The Meteosat Second Generation (MSG) 3-km resolution Spin-Enhanced Visible Infrared Imager (SEVIRI) provides the opportunity to monitor weather systems throughout the diurnal cycle with unprecedented temporal and spatial resolution using a combination of spectral channels heretofore available only on lower Earth-orbiting (LEO) satellites. For the past 7 years, a set of algorithms has been applied to data from high-resolution LEO satellite imagers for the Clouds and Earth’s Radiant Energy System (CERES) Project [1] and from the 4-km resolution, 5-channel Geostationary Operational Environmental Satellite (GOES) imager over the United States (US) [2]. The CERES algorithms use up to 8 channels on the 32-channel Moderate Resolution Imaging Spectro-radiometer (MODIS) on Aqua and Terra, but only 4 channels from GOES. The upcoming generation of GOES, the GOES-R series, will be more like the SEVIRI than its predecessors. Thus, to determine how well the CERES algorithms work on geostationary satellites using more than 4 channels to help prepare for the use of the future GOES-R, to evaluate the algorithms over a full range of conditions, and to develop algorithm improvements, among other objectives, this MSG RAO effort has been designed to apply the CERES algorithms to SEVIRI data and evaluate and refine the results. To obtain consistency with retrievals from the other satellites, it is necessary to ensure that the satellites are properly intercalibrated. Previous studies presented initial intercalibrations [3] and cloud retrievals over a European domain [4] results from early MSG data. Progress in improving the calibrations and retrievals has continued and is reported here. The retrievals are currently being performed over a European domain each hour. To validate the retrievals, results over the Chilbolton, UK and Cabauw, Netherlands, surface sites are compared with similar quantities derived from active and passive sensors.

2. DATA

The calibrations are performed using Meteosat-8 SEVIRI and Terra and Aqua MODIS data taken from April 2004 through May 2006. The SEVIRI (MODIS) channels of interest are the visible (VIS) 0.64 (0.64) µm, 0.80 (0.86) µm, near-infrared (NIR) 1.62 (1.62) µm, the solar-infrared (SIR) 3.9 (3.8) µm, 8.7 (8.6) µm, infrared (IR) 11.0 (10.8) µm, split-window (SWC) 12.0 (12.0) µm, and CO2 13.3 (13.3) µm bands. An additional comparison is performed using the GOES-12 SIR channel. The satellite detection and retrieval of single-layer cloud properties use the VIS, NIR, SIR, IR, and SWC channels. Multilayered cloud retrievals also use the CO2 channel. Efforts to utilize the 8.7-µm channel are underway. Data from the European domain, extending from 30°N to 55°N and from 12°W to 30°E, are analyzed each hour at 6-km resolution obtained by sampling every other pixel and scan line. The Western Europe domain (39°N - 54°N; 4°W - 17°E) is analyzed at the 3-km resolution for better comparisons with ground site data. The data are analyzed in near-real time, but display is delayed for 24 hours. The auxiliary data needed for analysis include temperature, humidity and ozone profiles from the 6-hourly 1.25° NOAA Global Forecast System (GFS) analyses. Other input datasets are described by [4].

Proceedings of the 3rd MSG RAO Workshop, 15 June 2006, Helsinki, Finland
(ESA SP-619, August 2006)
3. METHODOLOGY

3.1. Calibration

The calibrations were performed following the methods of [5] and [6]. Collocated and matched Terra MODIS and SEVIRI pixels taken over ocean were averaged to 0.5° regions using a 30° x 20° grid box near the M8 sub-satellite point. The data matched if the differences in solar zenith, viewing zenith, and relative azimuth angles and time meet the following criteria:

- \( \text{SZA} < 15° \)
- \( \text{VZA} < 10° \)
- \( \text{RAZ} < 15° \)
- \( \text{t} < 15\text{min} \)

respectively. No data taken in sunglint are used. For the purposes of intercalibrating, it is assumed that the corresponding MODIS and SEVIRI channels have the same filter function. The time differences are taken into account using the ratios of \( \cos(\text{SZA}) \). Spectral differences were not taken into account in the intercalibrations.

When a one month of data have been acquired, the SEVIRI solar channels are calibrated in terms of the MODIS radiance,

\[
L_M = a \left[ C(M8) - C_0(M8) \right] F_0(M) / F_0(M8)
\]  

(1)

where \( a \) is the gain, \( C \) is the observed 10-bit count, \( C_0 \) is the space count, \( F_0 \) is the spectral solar constant, \( M \) refers to MODIS, and \( M8 \) refers to SEVIRI. For all channels with wavelengths exceeding 2.0 \( \mu \text{m} \), the radiances are fit in terms of the brightness temperatures,

\[
T_M = b T_{M8} + b_o
\]  

(2)

where \( b \) is the slope and \( b_o \) is the offset. The mean differences, \( T_{M} - T_{M8} \), are also computed each month to measure trends in SEVIRI channels because trends in the slopes can offset by opposite trends in the offsets.

3.2. Cloud Properties

Cloudy pixels are detected with a version of the CERES Cloud Mask [1, 2, 4] and the corresponding cloud properties are retrieved using the suite of CERES cloud property retrieval algorithms that include the VIS-IR-SWC Technique (VISST) during the daytime, the SIR-IR-SWC Technique (SIST) at night [7], and the SIR-IR-NIR Technique [8] during the day over snow-covered surfaces. The retrievals use a consistent set of models characterizing water droplet and hexagonal ice column reflectances and emittances [9] within a set of parameterizations [10]. The resulting output for each pixel in every image includes many different parameters, such as latitude (LAT) and longitude (LON), that are summarized in Tab. 1. The results for each image are stored digitally and used to create images of each parameter for the specific domain. These images as well as the archived data can be accessed via the Internet at http://www.angler.larc.nasa.gov/satimage/products.html. At that web page, the data for the European domain can be accessed through the link, “EUROPE”. Figure 1 shows an example of the “EUROPE” web page for image time 0900 UTC, 13 June 2006. The RGB image is displayed for the most recent analysis that is available. Links to the Western Europe domain and to averaged properties for five different ground sites in Europe are provided on the page. The images for any parameter at any time when data were analyzed can be displayed using a pull-down menu that allows control of the parameter, number of images, and starting. Either one or four variables can be displayed and looped. Archived digital data and other satellite cloud products can be accessed via links listed on the page.

Table 1. VISST output parameters for each pixel

<table>
<thead>
<tr>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAT, LON, SZA, VZA, RAZ, Scene ID (Clear or Phase)</td>
</tr>
<tr>
<td>Clear-sky effective temperature</td>
</tr>
<tr>
<td>Cloud effective temperature</td>
</tr>
<tr>
<td>Cloud effective height and pressure</td>
</tr>
<tr>
<td>Cloud top height</td>
</tr>
<tr>
<td>Cloud thickness (base height)</td>
</tr>
<tr>
<td>Cloud emissivity</td>
</tr>
<tr>
<td>Cloud water droplet effective radius or ice effective diameter</td>
</tr>
<tr>
<td>Cloud optical depth</td>
</tr>
<tr>
<td>Cloud liquid water or ice water path</td>
</tr>
<tr>
<td>Broadband SW albedo &amp; LW flux</td>
</tr>
<tr>
<td>Aircraft icing index</td>
</tr>
</tbody>
</table>

| Reflectance or temperature at 0.64, 3.9, 10.8, 12.0, 13.3 \( \mu \text{m} \) |

Figure 1. Example of European domain web page accessed via “EUROPE” link.
5. RESULTS

4.1. Calibrations

Fig. 2 shows the scatterplot and linear regression fit using the Terra VIS channel during November 2005. The scatter is relatively minor, except at the brighter end of the range. The resulting slope and offset are 0.6366 and 51.4, respectively. The offset is very close to the nominal space count of 51.0. Similar plots and fits were made for each month during the period for all of the solar channels and used to estimate the trends in the gains and offsets. The mean slopes are listed in Tab. 2 along with the mean gains provided operationally by EUMETSAT. The result in Fig. 2 is typical for the VIS channels. The mean gain from Terra is 0.639 W m$^{-2}$ sr$^{-1}$, a value that is 11% greater than the operational value. The mean offset count is 52.1. The differences in the NIR channel are negligible. The SEVIRI band is considerably wider than the MODIS channel, but both are symmetrically centered on the same wavelength. The mean NIR offset is 51.3 counts.

Fig. 3 shows the November 2005 daytime correlation of the SIR channels. No trends were found in any of the other solar channels. However, the MODIS 0.86-µm reflectance averages 14.3% more than the SEVIRI 0.81-µm reflectance (Tab. 2). That difference may be entirely due to spectral differences and will require additional study to determine if it is significant. The mean offset is 52.9. The differences in the NIR channel are negligible. The SEVIRI band is considerably wider than the MODIS channel, but both are symmetrically centered on the same wavelength. The mean NIR offset is 51.3 counts.

Table 2. Mean gains in SEVIRI solar channels from EUMETSAT and Terra, May 2004 – May 2006.

<table>
<thead>
<tr>
<th>Channel (µm)</th>
<th>EUMETSAT</th>
<th>Terra</th>
<th>Difference</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.64</td>
<td>0.573</td>
<td>0.639</td>
<td>11.5</td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>0.453</td>
<td>0.518</td>
<td>14.3</td>
<td></td>
</tr>
<tr>
<td>1.62</td>
<td>0.088</td>
<td>0.089</td>
<td>1.1</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Linear fits and differences between SEVIRI and Terra brightness temperatures, May 2004 – May 2006.

<table>
<thead>
<tr>
<th>Channel (µm)</th>
<th>Slope</th>
<th>Offset</th>
<th>Diff (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.90 (day)</td>
<td>1.125</td>
<td>-30.1</td>
<td>-6.67</td>
</tr>
<tr>
<td>3.90 (night)</td>
<td>1.041</td>
<td>-8.02</td>
<td>-3.73</td>
</tr>
<tr>
<td>8.60</td>
<td>0.982</td>
<td>5.74</td>
<td>-0.45</td>
</tr>
<tr>
<td>10.8</td>
<td>1.008</td>
<td>3.09</td>
<td>0.70</td>
</tr>
<tr>
<td>12.0</td>
<td>1.010</td>
<td>3.28</td>
<td>0.45</td>
</tr>
<tr>
<td>13.3</td>
<td>0.955</td>
<td>10.5</td>
<td>1.52</td>
</tr>
</tbody>
</table>
4.2 Satellite Products & Access

Examples of several product images are shown in Fig. 4 for 1500 UTC, 12 June 2006. A frontal system with ice clouds on top is passing over the British, French, and Iberian coasts, while cirrus and other ice clouds indicate a low pressure system over Algeria. Cloud top heights reach up to 14 km over Algeria. The effective droplet sizes are generally between 9 and 11 µm except for some smaller values off the Moroccan coast and north of Libya. The greatest optical depths are seen over Algeria, southern Italy, and northwestern Spain. Clouds with tops between 1 and 2 km cover Ireland. These results are fairly typical. Some of the thinner clouds are not detected and a few false clouds are generated along the north African coasts. In some instances, a given 0.5° box is classified as a clear whenever the GFS temperature profiles are in error or the clear-sky temperatures or albedo are not properly characterized. Other errors are produced whenever the SZA is between 85 and 90° because the SIR signal is insufficient.

4.2 Validation

The cloud products can be assessed visually by examining images of the results and the radiances together. That approach yields a qualitative evaluation that identifies many gross errors. Comparisons with objective measurements from the surface or from aircraft is more valuable for obtaining a quantitative verification of the results. The initial evaluations [4] used data taken at the SIRTA site in Palaiscau, France and from automated surface observing systems across Europe. Here, the active and passive sensors at Chibolton, UK and Cabauw, Netherlands are used to assess a few of those parameters at those sites, which are indicated on the RGB image in Fig. 4. The Cabauw cloud radar is used in preliminary manner to assess the cloud boundaries, while the Chibolton ceilometer is used to assess cloud base for single-layer clouds and the LWP derived from the microwave radiometer is compared to the same parameter derived from SEVIRI using VISST.
Cloud boundaries from the VISST/SIST analyses track the cirrus boundaries determined from the Cabauw cloud radar during 15 April 2006 (Fig. 5a). Precipitation falls out below the cloud bases. The agreement is not as close during 23 April 2006 (Fig. 5b) when the thin low clouds are missed between 0100 and 0200 UTC and the cloud physical thickness is much greater than inferred by the satellite parameterization. Other images (not shown) have revealed the terminator problems noted earlier and some errors due to the temperature profiles.

Fig. 6 shows compares cloud-base heights for single-layer clouds derived from the Chilbolton lidar during daytime in February 2006. The satellite values, averages for a circle with a radius of 20 km centered on the site, are compared to 1-h lidar averages. The mean difference is only 0.1 km, while the RMS differences is 0.82. The comparisons for 3 months are summarized in Tab. 4. Overall, the satellite retrieval overestimates cloud-base height by 240 m with an RMS difference of 1 km. This result is fairly typical for single-layer clouds analyzed with the VISST.

The cloud LWP was derived from the surface microwave radiometer for the same months and compared to the VISST retrievals for single-layer clouds. The scatterplot and statistics are shown in Fig. 7.

Table 3. Lidar cloud base heights and differences with VISST retrievals over Chilbolton, UK, 2006.

<table>
<thead>
<tr>
<th>Month</th>
<th>Slt ht (km)</th>
<th>Diff (km)</th>
<th>RMS (km)</th>
<th>RMS (%)</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan</td>
<td>1.34</td>
<td>-0.37</td>
<td>0.65</td>
<td>49</td>
<td>34</td>
</tr>
<tr>
<td>Feb</td>
<td>4.81</td>
<td>-0.10</td>
<td>0.82</td>
<td>17</td>
<td>28</td>
</tr>
<tr>
<td>Mar</td>
<td>4.94</td>
<td>-0.37</td>
<td>1.29</td>
<td>26</td>
<td>33</td>
</tr>
<tr>
<td>Total</td>
<td>3.61</td>
<td>-0.24</td>
<td>0.97</td>
<td>27</td>
<td>95</td>
</tr>
</tbody>
</table>

The average difference is less than 1%, however, the instant differences can be much larger as indicated by the scatter and the RMS error of 63%. This scatter is somewhat larger than seen in surface-satellite comparisons and could be due to greater variability in the surface data or using less than optimal averaging times and areas.

5. CONCLUDING REMARKS

The intercalibrations between SEVIRI and MODIS are encouraging. SEVIRI appears to have very stable solar channels with relatively good absolute calibrations. The procedures discussed here will be applied to future SEVIRI data to develop a long time record. Spectral differences will be taken into account to determine the actual corrections that should be applied to the data.

While the cloud properties often appear to be quite reasonable, much additional work is needed. Areas for improvement include the terminator, thin cirrus, and
multilayered clouds. Efforts to address multilayered cloud retrievals have begun with the use of the method of [11] using the CO channel. The example in Fig. 8 shows that the technique can separate the low and high clouds quite reasonably. This approach and others will be used to address the current shortcomings.
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ABSTRACT

Since January 2005, the SAF on Climate Monitoring (CM-SAF, http://www.cmsaf.dwd.de) derives operationally consistent cloud and radiation parameters in high spatial resolution for an area that covers Europe and part of the North-Atlantic. The cloud and surface radiation products are based on data from the polar orbiting satellites NOAA (and in future METOP) for the northern latitudes. Starting in September 2005 data from MSG (METEOSAT-8) for mid latitudes are used as well for the calculation of the surface radiation budget, deriving short- and longwave fluxes, as well as for the calculation of its budgets.

To monitor and investigate the quality of the CM-SAF datasets high quality surface radiation budget measurements from different climates zones are used. The comparison shows a very good agreement on the monthly time scale with very little biases in general. However, regional differences especially for heterogeneous terrain are observable and will be discussed.

1. INTRODUCTION

The Satellite Application Facility on Climate Monitoring (CM-SAF) is aiming to generate and archive high quality data sets to improve the understanding of the climate system and its changes on a regional basis.

The target baseline area consists of Europe and the Mediterranean area, covering 30° N to 80° N and 60° W to 60° E. The deliverables of the Climate Monitoring SAF will be cloud information (e.g., cloud cover, cloud type), the radiation budget at the top of the atmosphere, the surface radiation budget, and a humidity composite product in high spatial resolution of 15 x 15 km² (45 x 45 km² for top of the atmosphere products) and with a time resolution ranging from daily to weekly and monthly means of the variables. In the area covered by METEOSAT 8 (MSG), a monthly mean of the diurnal cycle will be provided, taking benefit of the high temporal resolution of the satellite.

The project started 1999 with its development phase to select and implement the chosen algorithms. During the initial operations phase the product development and processing will be extended in a step-by-step-approach: At first the operations will start with the NOAA-AVHRR processing for the baseline area, then, in September 2005, the processing with METEOSAT became operational, and finally, mid of 2006 there will be an area extension to the full disk of METEOSAT, covering the area from 60° S to 80° N and 60° W to 60° E.

An essential element of the CM-SAF will be the consistency between all derived products. The products will be on the same geographical grid and in a homogeneous data format. The product retrieval will benefit from the enhanced capabilities of the SEVIRI and GERB (Geostationary Earth Radiation Budget Instrument, [3]) instruments onboard MSG.

So far, the CM-SAF is producing an environmental climate data record of several essential climate variables to fulfil climate monitoring requirements there will be regularly reprocessing events to create homogeneous time-series of all products taking into account the instrument degradation and changes due to switches from one satellite to another satellite. The re-processing of data will be done with frozen and validated versions of the algorithms to avoid artefacts in the time-series due to algorithm changes.

This paper describes the work-package of the surface radiation budget retrieval based on first results and validations of MSG based results during the initial operations period. The next paragraph will give an overview of the algorithms and required data sets; the paragraph thereafter consists of the validation strategy, followed by first processing results and validation comparisons. The paper will end with a summary and an outline of future work.

2. ALGORITHMS AND DATASETS

The CM-SAF is using existent well validated algorithms to obtain the surface radiation budget. Four different components are derived independently, but consistently: surface incoming shortwave flux (SIS), surface downwelling longwave radiation (SDL), surface outgoing longwave radiation (SOL) and surface albedo (SAL). The net fluxes for longwave and shortwave as
well as the surface radiation budget are derived from the individual components.

After the reception, navigation and calibration of the satellite data the cloud module is applied. The cloud module for MSG data has been developed by the SAF on Numerical Weather Prediction and was implemented in the operational CM-SAF environment at DWD.

For the longwave spectral domain, the Gupta algorithm ([1], [2]) was adapted. This algorithm needs the vertical structure of the atmosphere, i.e., temperature and humidity profile in 3 layers and cloud information as input information. These layers have originally been derived from the TOVS vertical humidity and temperature profiles [1], later adapted to the ISCCP height profiles. In this framework, vertical profiles of analysis fields from numerical weather prediction are used as input data. The analysis data in the operational processing are from the DWD weather forecasting model GME with a spatial resolution of 0.5° x 0.5° latitudinal longitudinal. From the results of the cloud module, the derived cloud flag and the cloud top height is used. From these, the main determining water vapour column content below the cloud is estimated by means of a pre-set cloud thickness of 50 hPa. This value has been taken from the climatology of [11] and is subject to change with a newer climatology.

To obtain SOL, the Stefan-Boltzmann equation with a surface dependent emissivity is used. The surface temperature is taken from NWP analysis data, whereas the surface emissivity maps have been prepared by [12]. For the calculation of SIS, an algorithm similar to the one developed by Pinker (e.g. [10]) is used. The basic idea of the algorithm is that the relationship between the broadband (0.2-4.0 μm) atmospheric transmittance and the reflectance at the top of the atmosphere can be described by state of the art radiative transfer models. With a radiative transfer model (e.g., LibRadtran [7]), the broadband atmospheric transmittance is calculated once in relationship to the broadband top of atmosphere albedo for a variety of atmospheric and surface states. The actual computation of the surface irradiance includes two steps. Firstly, the broadband top of the atmosphere albedo and the surface broadband albedo is determined from the satellite measurement. For this, the GERB [3] measurements with a resolution enhancement to full SEVIRI resolution at the top of the atmosphere is used. Afterwards the atmospheric transmittance is determined from the top of the atmosphere albedo together with information on the atmospheric and surface state from the pre-computed tables. To make this interpolation more time efficient and also to take advantage of the inherent symmetries, a modified Lambert-Beer (MLB) approach after [7] is used. Therefore it is only necessary to compute the SIS at two different sun zenith angles of 0° and 60°. For these angles a MLB relation is fitted and their values are stored and used in the interpolation to the measured sun zenith angle.

Critical parts of the algorithm are the aerosol climatology and the surface albedo background data. For the first one, model computed single scattering albedo, asymmetry factor and aerosol optical thickness are used. Both are taken from OPAC/GADS climatology ([4], [5]) or alternatively from global aerosol model climatologies (e.g. Stefan Kinne (MPI-Hamburg), 2004, pers. communications).

For the surface albedo background the independently derived weekly mean of the surface albedo calculated with the help of an algorithm from [6] using the radiance measured by the visible channels of SEVIRI is used. The broadband top of atmosphere albedo for the area covered by the MSG satellite, the surface albedo and the cloud properties are derived by other groups within the CM-SAF. All other input data are either from climatological data sets (aerosol, ozone) or numerical weather prediction model-data (water vapour).

2.1. From instantaneous to daily and monthly means

For each satellite measurement from SEVIRI (currently one slot every hour is used) all the above described instantaneous products are derived. To come to a daily mean for the longwave components, all instantaneous satellite derived surface fluxes are averaged over 24 hours. For the SIS, a slightly different approach is used. A clear sky daily average of SIS (24 hour mean value) is calculated first. In the next processing step, this is weighed by the ratio of all instantaneous measurements with their respective (maximum) clear sky flux from this day. This allows calculating a more realistic daily mean of SIS than just taking into account the measurements from the overpasses itself.

For all daily means the necessary numbers of overpasses to calculate a daily mean is set to three. The monthly mean value is calculated based on the availability of at least 20 daily means, otherwise it is set to undefined.

3. VALIDATION OF RADIATION PRODUCTS

The surface radiation fluxes will be validated with all available surface measurements (e.g., networks of National Meteorological and Hydrological Services, Baseline Surface Radiation Network) to ensure a good quality of the data. It is expected to establish an automatic quality assurance and checking tool for all surface radiation products.
An operational network is the Baseline Surface Radiation Network (BSRN, [9]), initiated by the World Climate Research Program (WCRP). BSRN measures, quality controls and archives surface radiation measurements from dedicated stations around the world. In 2003, 35 stations were fully or partially operational. Some of the BSRN stations and further operational surface sites have been selected as target stations (Tab. 1) to validate our results.

<table>
<thead>
<tr>
<th>Station</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Measured component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carpentras</td>
<td>44.05° N</td>
<td>5.03° E</td>
<td>SIS, SDL</td>
</tr>
<tr>
<td>Cabauw</td>
<td>51.97° N</td>
<td>4.93° E</td>
<td>SIS, SDL, SOL</td>
</tr>
<tr>
<td>Lindenberg</td>
<td>52.22° N</td>
<td>14.12° E</td>
<td>SIS, SOL, SAL</td>
</tr>
<tr>
<td>Payerne</td>
<td>46.81° N</td>
<td>6.94° E</td>
<td>SIS, SDL, SOL, SAL</td>
</tr>
</tbody>
</table>

Table 1. Selected stations for validation of Surface Radiation products

Figure 1. Monthly Means in W/m² of surface radiation products for July 2005: Outgoing longwave radiation (top left), Downwelling Longwave Radiation (top right), Surface incoming solar radiation (bottom left) and surface albedo (bottom right)

4. RESULTS

4.1. Validation of monthly means

The operational processing of MSG data has been started in September 2005 and is running continuously. As an example of products, Fig. 1 shows the monthly means of the surface radiation budget components for July 2005. At the moment no cut-off-angle for the viewing geometry of MSG is introduced except for the surface albedo which is not calculated for viewing zenith and sun zenith angles greater than 70°, therefore Fig. 1 gives the full coverage of MSG-satellite in the chosen CM-SAF 15 x 15 km² sinusoidal spatial resolution.

4.2. Validation of instantaneous data

Routine validation of the results has been started in parallel with the processing. A target accuracy of 10 W/m² on monthly mean basis has been defined within the scope of CM-SAF project. The selection of the definition was based on expected accuracies needed for the regional climate analysis and regional climate monitoring. In this context, the target accuracy is an important benchmark for the usability of the data products. The validation is done as follows: For each instantaneous overpass an area of 3 by 5 pixels corresponding to about 15 x 15 km² symmetrically around the surface site has been extracted and their statistics were computed. From the surface
measurements point of view some data are in hourly format, some have a higher temporal resolution, thus the decision was taken to average all surface data within one hour and compare this to the spatial mean derived as described above. All measurements were taken and the monthly mean has been calculated and compared. The results of this for MSG-based results are tabled in Tab. 2 for all components. It clearly demonstrates that most products are within the target accuracy. Nevertheless, for the longwave downwelling component as slightly higher mean difference is observed due to heterogeneity problems of the Payerne station.

<table>
<thead>
<tr>
<th></th>
<th>BIAS in %</th>
<th>BIAS in W/m²</th>
<th>Target acc. W/m²</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOL</td>
<td>2.4</td>
<td>9.3</td>
<td>10</td>
</tr>
<tr>
<td>SDL</td>
<td>4.5</td>
<td>10.9</td>
<td>10</td>
</tr>
<tr>
<td>SIS</td>
<td>6.5</td>
<td>4.0</td>
<td>10</td>
</tr>
<tr>
<td>SNL</td>
<td>-</td>
<td>7.2</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 2: Results of comparisons of MSG products for 4 stations and 11 processed months

The water vapour amount as well as the surface temperature is provided by NWP analysis. This could be an error source for specific regions as in heterogeneous terrain the NWP model does not give a good diurnal variation of the surface temperature. On the other hand the measurement of the longwave radiation components does reflect this. However, the reasons for the biases have to be analysed in more detail, which is in progress.

Also a validation based on daily averages is done. A result of this for the solar incoming radiation is shown in Fig. 2. Here all daily mean data since March 2004, where the preoperational processing of NOAA-AVHRR had started are shown until May 2006. This gives also a good estimate of the achieved accuracy of our products. The correlation is very high and the general biases are small for this product.

The validation exercises of the processing delivers clear evidence that the target accuracy can be achieved. It is important to note that the derived biases can not be transformed one-to-one to monthly or daily means, because of the averaging process. In this context the percentage biases are the relevant quantities. They are comparatively small demonstrating the usability of the SIS routines for climate monitoring purposes.

5. FUTURE WORK

Since the beginning of the processing of MSG based products, it is possible to inter-compare products based on two different satellites on multiple time and spatial scales. As both product sets have been produced with the same algorithms to derive the surface radiation it is possible to investigate the issues of time-sampling (up to quarter-hourly MSG-measurement versus the 2-3 measurements a day from polar orbiting satellite), spatial sampling (different spatial resolution of both satellites), cloud masking (different algorithms based on the capabilities and advantages of each satellite) and the top of atmosphere albedo. For the MSG-based product set the CM-SAF uses the resolution enhanced GERB based broadband measurements, whereas for the NOAA overpasses a narrow-to-broadband conversion has to be used followed by the angular direction modelling to come from the radiance to the flux. Both data sets together offer the unique opportunity to inter-compare both and estimate the errors in the processing. This is also the first step toward a homogenized top of the atmosphere flux data set for the CM-SAF area which then could be used in the development and production of a climate data record. This work is ongoing and first results of a few processed days suggest that the method is valuable and working and the mean difference seems to be small, nevertheless also indicating some regional features.

From the surface radiation group of the CM-SAF already some inter-comparison with other international products like the GEWEX-SRB or ISCCP-FD data sets have been done. This work will also be continued once more months of these international data sets become available, as at the moment only a few month of overlap in 2004 could be used for this work. These few months yield to very similar results with small overall biases less than 5 W/m² but with clear regional (ocean/land) contrasts which will be investigated in future.

Together with the extension to the full disc processing the CM-SAF has decided to support the AMMA (African Monsoon Multidisciplinary Analyses) in 2006. For this the targeted area is cut off the product and will be available as autonomous subset.
6. SUMMARY

In January 2005, the CM-SAF started the operational processing of NOAA-AVHRR data to derive the products for the target area in Europe. Later on, in September 2005, we have started to process and deliver MSG-based products on a routine basis. This paper has described the algorithms which are used to derive surface radiation budget products on high spatial scale of $15 \times 15$ km$^2$. First results of the ongoing validation for MSG-based products with selected sites have been shown.

For all components of the surface radiation budget it can be concluded that the average mean biases are small and they will be within the targeted accuracy of 10 W/m$^2$ on monthly mean time scales. Higher biases for some stations need further investigation. The validation demonstrates the potential of the radiation algorithms to retrieve radiation products usable for climate monitoring and analysis of regional climate change.
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ABSTRACT/RESUME

Cloud amount and cloud properties are key parameters of the climate system. They need to be adequately monitored. A promising way of improving cloud property retrieval is the combined use of new ensemble of data based on different measurement techniques. In the present study we focus on the comparison of cloud pressure distributions derived from four types of measurements: (1) the SEVIRI passive infrared measurements provided by the SAFNWC (Satellite Application Facility in support to NoWCasting), (2) spectral polarization measurements, and (3) absorption measurements in the oxygen A-band from the passive radiometer POLDER2 (POLarization and Directionality of the Earth’s Reflectances) on board the ADEOS2 platform and (4) measurements from the space lidar GLAS (Geoscience Laser Altimeter System) on board the ICESAT platform. The October 2003 period is selected as both data from POLDER2 and GLAS are available at this period. The SAFNWC SEVIRI cloud top pressure, the POLDER Rayleigh cloud top pressure and the POLDER Oxygene cloud pressure distributions show the same global features and differences than those observed in a first SEVIRI/POLDER comparison for several days in June 2003. However, compared to the June 2003 results, for the October 2003 period, low cloud top pressure in the new version 1.2 of the SAFNWC SEVIRI products are closer to the POLDER Oxygene pressure. For high thick clouds, the SEVIRI and Rayleigh pressure are close. The more striking results of the preliminary comparison of the SEVIRI and space lidar GLAS cloud top pressure is that the cloud pressure distribution shapes are very similar over ocean as well as over land. As part of the A-train satellite constellation, PARASOL/POLDER has been launched in December 2004, the CALIPSO lidar and the CLOUDSAT radar have joined PARASOL and the A-Train in May 2006. Study of the relation between cloud properties observed from SEVIRI, POLDER and active measurements will be continued in this frame.

1. INTRODUCTION

Cloud amount and cloud properties are key parameters of the climate system. They need to be adequately monitored. Among the new generation of Earth-orbiting instruments designed for Earth’s observation, the POLDER radiometer onboard Meteosat-8 provides high quality data with 3 km spatial resolution, 15 min temporal sampling and 12 narrow spectral bands; the

POLDER radiometer launched on ADEOS-2 in December 2002 presents the particularity of having multispectral (8 solar spectral bands), multi-polarization and multi-directional (up to 14 different viewing angles) capabilities [1]. An overview of algorithms and products of the “Earth Radiation Budget, water vapor and clouds” line (hereafter “ERB & clouds”) applied to POLDER data is presented in [2], [3] and [4]. POLDER2 “ERB & clouds” products are available from April 2003 to October 2003, the end of service of the ADEOS-2 platform. Six days in June 2003 were selected for comparison to preliminary SEVIRI output data of the SAFNWC (Satellite Application Facility in support to NoWCasting) cloud algorithm [5],[6]. On the other hand, a cloud classification based on a dynamical clustering method [7] was applied as an alternative method to SEVIRI radiance data provided by the Centre de Météorologie Spatiale (CMS) in Lannion (France). POLDER and SEVIRI cloud amount were compared and SEVIRI cloud type and cloud top pressure were checked against cloud pressure and thermodynamic phase retrieved from POLDER. Results of these comparisons were presented in [8].

In the present study we focus on the validity of cloud pressures derived from SEVIRI by the SAFNWC team. The October 2003 period is selected as data from the GLAS space lidar are also available at this period [9],[10]. Cloud top height and cloud layer structures provided by GLAS are used to help understanding the differences observed between the SEVIRI cloud pressures and the POLDER ones [8]. Section 2 presents a short description of the cloud parameters (pressure and cloud type) compared in this study. In section 3, SEVIRI cloud top pressure are checked against cloud pressure and thermodynamic phase retrieved from POLDER; quantitative comparison with results discussed in [8] but for June 2003 is presented. GLAS measurements, available for October 2003 but not coincident with POLDER overpass times, are compared to the SEVIRI cloud top pressure and cloud type in section 4. Conclusions and perspectives are given in section 5.

2. BRIEF DESCRIPTION OF THE CLOUD PROPERTY RETRIEVALS.

2.1 The SAFWC SEVIRI cloud type and cloud top pressure retrievals

Proceedings of the 3rd MSG RAO Workshop, 15 June 2006, Helsinki, Finland
(ESA SP-619, August 2006)
Presently, the SAFNWC provides cloud mask, cloud type and cloud top temperature/pressure/height maps, by using the multi-spectral capabilities of the SEVIRI radiometer [11], [6]. In the future, cloud top phase maps will be added to the cloud products. The first stage in the SAFNWC cloud product derivation is the sorting between cloud free and cloud contaminated pixels. It is based on a series of sequential threshold tests. The process is stopped if one test is successful. The test that allows the cloud detection is stored and a quality flag is computed.

The main interest of the cloud type product developed within the SAFNWC framework is to provide a detailed cloud analysis to support nowcasting applications. Using spectral and textural features, cloudy pixels are classified first in two sets: (1) fractional and high semitransparent cloud, (2) low, medium and high thick. The separation between fractional, high semitransparent cloud and high semitransparent cloud over low or medium cloud is performed using spectral features. For thick cloud, the separation in very low cloud, low cloud, medium cloud, high cloud and very high cloud is performed using Numerical Weather Prediction (NWP) forecast temperature.

The cloud top pressure is retrieved from the 10.8 μm brightness temperature for low, medium and thick clouds. For high thick clouds, a correction for semitransparency is applied using two infrared channels, a window (10.8 μm) channel and a sounding (13.4 μm, 7.3 μm or 6.2 μm) one. For fractional clouds, the top pressure is not estimated.

The first set of data (June 2003) provided by the CMS and used in the first comparison of SEVIRI and POLDER [8] was from the product version 1.0 [11]. The product version of the data set coincident used in this study is 1.2 [12]. The major change between the two versions relates the estimation of the low cloud pressure in case of thermal inversion in the NWP forecast air temperature vertical profile at low level. This change tends to place the cloud top level under the low level inversion, e.g. at a lower pressure level. Results of a comparison of the cloud top pressure product version 1.2 with radio-sounding data and with ground based radar and lidar data are given in [13].

2.2 The POLDER cloud property retrievals

The POLDER cloud amount is determined by applying first a cloud detection algorithm to each full-resolution pixel (6.2 km x 6.2 km) and for every viewing direction. Then the cloud cover is computed at the super-pixel scale (3 x 3 pixels) and a quality index is defined from concurrent responses to the different tests. See [2],[3] for a complete description of this algorithm.

For cloudy super-pixels, an algorithm for remotely determining the cloud-top thermodynamic phase is applied. The algorithm utilizes near-infrared polarized reflectance over a large range of scattering angles in order to discriminate between ice and liquid water phases [4],[14]. Indeed, theoretical as well as experimental studies have shown that polarized signatures of water droplets and ice particles are quite different. The last version of the algorithm has been applied to the data used in this study. Compared to the version of the algorithm used for the June 2003 data set [8], this improved version uses more strict conditions in particular on the range of scattering angle required to estimate the phase. If these conditions are not met, a cloud phase is attributed from a rough estimation of the pressure. A quality index is attached to the cloud phase product.

For cloudy super pixels with optical thickness above 3, two different methods were developed to retrieve cloud pressure. The first one is derived from absorption measurements in the oxygen A-band and the second one is derived from spectral polarization measurements. The derivation of the “Oxygen pressure” $P_{oxy}$ is based on a differential absorption technique using the radiiances measured in the POLDER narrowband and wideband channels centred on the oxygen A-band. [15] have shown that $P_{oxy}$ is found to be close to the mean pressure of clouds when compared to ARM/MMCR cloud boundary pressures. Another retrieved cloud pressure is the so-called “Rayleigh cloud pressure”, $P_{ray}$ derived from polarization measurements at 443 nm [3]. At this wavelength, the polarized reflectance is mainly related to the atmospheric molecular optical thickness above the observed cloud, at least for scattering angles ranging from 80° to 120° and outside the sunglint direction. That pressure is thus expected to be close to the cloud top pressure.

2.3. The GLAS cloud layer retrieval

The spaceborne lidar measurements are made under the track of the satellite using two channels, one operating at 532nm and the other at 1064nm. The swath is very narrow. The laser pulse rate of 40Hz, yields vertical profiles at approximately 172m spacing along a given orbit track with a vertical resolution of 76.8m. A list of the GLAS data products is given in [10], [16]. The cloud layer boundaries (GLA09) are determined from the calibrated, attenuated backscatter cross sections (GLA07).

For the cloud to be detected, the attenuated backscatter cross section must be larger than a given threshold on the signal-to-noise ratio reachable for a given horizontal-vertical resolution. During the October 2003 period, the 532 nm channel was more sensitive and has been used to determine cloud layers.

Cloud top heights from 532 nm are determined at four different sampling rates (horizontal resolution) in the following order: 4 s, 1 s, 0.2 s, and 0.25 s [16]. If a cloud layer height is found at 4 s time interval, then a search is performed at 1 s and so on down to the smallest time interval. In the present study, results at 1 s time interval (about 7 km horizontal resolution) have been used.

Another useful parameter given in the GLA09 product is the presence or absence of a surface echo. This
parameter allows to separate scenes completely covered by opaque clouds from scenes covered by thin or broken cloud layers. In the GLA09 product, not only the heights but also the pressure levels at top and base of detected cloud layers are given.

2.4 Selected data set

POLDER2 "ERB & Clouds" products are available for the April to October 2003 period. The initial on-orbit full operation of the GLAS instrument began on September 28, 2003 until November 18, 2003. For 86 GLAS orbits and 65 POLDER orbits distributed over 17 days in September-October 2003, (although the SEVIRI calibration was not final) the SAFNWC provided the SEVIRI radiance fields and its cloud products coincident in time with the GLAS or the POLDER overpasses. For GLAS, the time of the descending/ascending node is 7:30/19:30 and for POLDER, the time of the descending node is 10:30. Thanks to the 15' repeat cycle of Meteosat-8/SEVIRI, the time-lag is at the most of 7.5' between the SEVIRI and GLAS or the SEVIRI and POLDER coincident data sets.

POLDER "ERB & Clouds" products (final product at 18.5 km x 18.5 km resolution) and the 1s. GLAS cloud layer product (7.5km horizontal resolution) have been projected on the SEVIRI grid (3.3 km x 3.3 km at sub-satellite point).

3. POLDER AND SEVIRI CLOUD PRESSURES IN OCTOBER 2003

Figure 1 displays the SAFNWC cloud top pressure (Fig. 1a), the POLDER Rayleigh cloud top pressure (Fig. 1b), the POLDER Oxygen cloud pressure (Fig. 1c) and the POLDER cloud phase (Fig. 1d) retrieved for the October 20, 2003. The three cloud pressure maps are in agreement with what has been presented in our previous paper on the comparison of SEVIRI and POLDER cloud properties [8]. The main characteristics of the two cloud top pressure maps (SEVIRI and POLDER Rayleigh pressure) are coherent with that found in the analysis of the SEVIRI cloud type maps (not shown) and POLDER cloud phase maps. As expected, the POLDER oxygen cloud pressure is on average higher than the cloud top pressures (see for example the stratocumulus cloud deck in the south part of the Atlantic ocean). If the main characteristics of the two cloud top pressure maps are coherent, some differences are however observed between them (see Fig 1a and Fig 1b). Pressure of low clouds is higher in the SEVIRI results than in the Rayleigh map. Some very low pressure values (high clouds) appear in the Rayleigh map.

The distributions and average values of the 3 cloud top pressures over ocean and over land are reported in Figure 2 and Table 1. The shapes of these distributions obtained for 15 days in October 2003 are similar to those obtained for the 6 days of June 2003 already discussed in [8]. However, over ocean, the high pressure peak of the SEVIRI distribution is shifted towards higher pressure value while the high pressure peak of the Rayleigh distribution is shifted towards lower pressure value. Both over ocean and over land, very low Rayleigh pressure values are observed in October; this is not the case in the SEVIRI cloud pressure distribution.
distributions between the June and October data set are coherent with the changes performed in the SAFNWC algorithm for the estimation of low cloud pressure (see section 2.1 and 2.2).

Table 1: SAFNWC, Rayleigh and Oxygen mean pressures in hPa for the October and June 2003 cases.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Oct.</td>
<td>638</td>
<td>572</td>
<td>775</td>
<td>492</td>
<td>432</td>
</tr>
<tr>
<td>June</td>
<td>594</td>
<td>616</td>
<td>751</td>
<td>502</td>
<td>500</td>
</tr>
</tbody>
</table>

Table 2: Average pressures in hPa for the October and June cases over ocean and land in function of POLDER cloud phase.

<table>
<thead>
<tr>
<th>Land</th>
<th>Liquid</th>
<th>Ice</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SEV. Ray.</td>
<td>SEV. Ray.</td>
</tr>
<tr>
<td>Oct.</td>
<td>685</td>
<td>593</td>
</tr>
<tr>
<td>June</td>
<td>635</td>
<td>640</td>
</tr>
</tbody>
</table>

4. GLAS AND SEVIRI

An example of simultaneous SEVIRI pressure fields and GLAS cloud layer profile is given in figure 3 for two cases on October 10, 2003. A high cloud system over west Africa is observed in the first case and a thick low cloud deck in the subsidence region offshore Namibia in the second profile.

4.1 GLAS and SEVIRI cloud types

The classification of GLAS cloudy column in cloud types is performed according to three criteria. The first criterion is the pressure of the highest layer. The atmospheric column is divided in ten levels of pressure. The second criterion discriminates thin/broken cloud scene from thick cloud scene using the surface echo flag. The third criterion classifies the cloudy columns in single layer and multi-layer cloud scene. The single layer case corresponds to cases for which clouds are gathered in only one of the ten pressure levels. The multi-layer case corresponds to the other cases. In this classification, high clouds correspond to cloudy column with a cloud top pressure below 400 hPa, medium correspond to cloudy column with a cloud top level between 400 hPa and 700 hPa and low clouds correspond to cloudy column with a cloud top pressure larger than 700 hPa.

In the SAFNWC SEVIRI cloud type classification 10 cloud classes are defined: partial, very low, low, middle, thick high, very thick high, very thin cirrus, thin cirrus, cirrus, cirrus over.

In a first step of the analysis, SEVIRI cloud types as well as GLAS ones are merged into 4 main types, clear and low, middle, high clouds. It is found that over ocean/land for the 86 GLAS studied orbits distributed over 17 days in September-October 2003, 74%/72% of pixels fall in the same class. The pixels corresponding to the SAFNWC partial cloud class have been excluded of the comparison (16%/4% of the total).

The distribution of the 4 GLAS main cloud types has been studied for each SEVIRI cloud class. To this respect, the 10 SEVIRI cloud types have been gathered in 6 cloud types, clear, partial cloud cover, low, middle and high cloud, cirrus over another layer (called “cirrus over”). Results are reported in Figure 4. Over ocean as well as over land, for the SEVIRI high cloud type, GLAS has effectively detected a high cloud layer in more than 85% of the cases; for the SEVIRI “cirrus over” class, this percentage reaches 70%.

If the SEVIRI low cloud type is consistent with the GLAS classification in 75% of the cases over ocean, over land the percentage drops to only 45% of the cases. Both over ocean and over land for the SEVIRI middle cloud class the percentage of agreement with GLAS classification is less than 60%. Pixels classified in the SEVIRI partial cloud class do not belong to a well defined GLAS cloud class.

4.2 GLAS and SEVIRI cloud pressure

In this section we define the parameter “GLAS cloud pressure” as the top pressure of the highest cloud layer detected by GLAS. For the 86 GLAS orbits distributed over 17 days in September and October 2003, the global shapes of the SEVIRI and GLAS cloud pressure distributions are “remarkably” similar (see Fig. 5). Over ocean the
distributions present two peaks with a strong decrease between 400 and 700hPa. Over land there is only one peak at low pressure values and a relatively uniform distribution between 500 and 850hPa over land. However, a bias towards higher pressure values appears in the SEVIRI curves compared to the GLAS ones.

The bidimensional distribution of the two cloud pressures (not shown) indicates a good correlation between the two set of pressures and confirms the bias observed in figure 5 especially for high clouds. The mean difference between the SEVIRI and GLAS pressures is 67hPa and the RMS is 180hPa.

Figure 5: GLAS and SEVIRI cloud pressure distributions over ocean (left) and over land (right).

Figure 6: GLAS (left) and SEVIRI (right) cloud top distributions for the four GLAS high cloud classes over ocean.

For GLAS the non opaque curve presents the largest percentage of very low pressure. For the opaque case, we find more pressure values close to the 400hPa boundary (defined as the boundary for the high cloud type in the GLAS algorithm).

This is also the case for the SEVIRI pressure (right) for the GLAS opaque cloud classes. A non negligible percentage of cloud top pressure above 400hPa is found in the SEVIRI distributions, excepted for the opaque single layer curve.

It is for middle level clouds that the largest differences are found between the GLAS and SEVIRI cloud pressure distributions (not shown). For GLAS non opaque middle cloud type the SEVIRI pressures values are almost equitably distributed between 200 and 1000hPa. “Surprisingly”, for opaque clouds, there are SEVIRI cloud top pressures below 400hPa.

A sub-classification of the GLAS low cloud depending on the cloud top pressure of the highest layer is performed. Over land and for the opaque GLAS single-layered low cloud class, the SEVIRI cloud pressures are split in three sub-classes (cloud top pressure (1) between 700 and 850hPa, (2) between 850 and 925hPa and (3) above 925hPa). The results are shown in figure 7.

The three distributions obtained for SEVIRI move in agreement with the increase in the values of cloud pressures retained for GLAS. The percentage of pressure values below 600hPa is very small. Over ocean (not shown) distribution shapes are more peaked and very low pressure values are almost absent.

Figure 7: SEVIRI cloud pressure distribution for GLAS opaque single layer low clouds over land.

Table 3 gives the mean differences between the SEVIRI and GLAS cloud top pressure and the RMS of the differences for the 3 main cloud types: high, middle and low clouds. Table 4 is equivalent to table 3 but for the single-layered opaque cloud case. A strong decrease in the mean and RMS differences is observed for high cloud when only the single-layered opaque cases are taken into account.

Table 3: SEVIRI minus GLAS cloud top differences for GLAS high, middle and low clouds.

<table>
<thead>
<tr>
<th>Ocean</th>
<th>Land</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>Rms</td>
</tr>
<tr>
<td>High</td>
<td>-7hPa</td>
</tr>
<tr>
<td>Middle</td>
<td>-2hPa</td>
</tr>
<tr>
<td>Low</td>
<td>3hPa</td>
</tr>
</tbody>
</table>

Table 4: SEVIRI minus GLAS cloud top differences for GLAS high, middle and low single layer opaque cloud

<table>
<thead>
<tr>
<th>Ocean</th>
<th>Land</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>Rms</td>
</tr>
<tr>
<td>High</td>
<td>50hPa</td>
</tr>
<tr>
<td>Middle</td>
<td>3hPa</td>
</tr>
<tr>
<td>Low</td>
<td>0.5hPa</td>
</tr>
</tbody>
</table>

For the low level cloud over land, there is a bias of 50hPa when only single-layered opaque case is taken into account.

5. CONCLUSION AND PERSPECTIVES

Cloud pressure distributions derived from SEVIRI by
the SAFNWC team have been compared with the POLDER Rayleigh cloud top pressure and the Oxygene cloud pressure for several days in October 2003. These distributions show the same global features and differences than those observed in the first SEVIRI/POLDER cloud pressure comparison operated for several days in June 2003 [4]. However, for low cloud over ocean when comparing June and October 2003 there is a decrease of the Rayleigh pressures and an increase of the SEVIRI pressures. The SEVIRI cloud pressures increase according to the change in algorithm version from 1.0 to 1.2. In October over ocean, the SEVIRI low cloud top pressure is very close to the Oxygene cloud pressure. However, at the present time the Rayleigh pressure increase is not well explained. For high thick clouds, the SEVIRI and Rayleigh cloud pressures are close and for high thin clouds the SEVIRI pressure is smaller than the Rayleigh one. In October 2003, some very low cloud pressure values are retrieved from the Rayleigh method whereas there were not present in June 2003.

For the same days in October 2003 SEVIRI cloud top pressure has been compared with the cloud top pressure of the highest layer observed with the space lidar GLAS. Unfortunately, accounting for the different overpass times, GLAS and POLDER data are not coincident. Both over ocean and over land the SEVIRI and GLAS pressure distribution shapes are very similar. There is a bias of 67hPa towards higher pressure values for the SEVIRI pressure compared to the GLAS pressure. 62% of the GLAS high clouds are classified high clouds by SEVIRI. For the GLAS single layer opaque high cloud, the bias between the SEVIRI and GLAS cloud top pressure is below 58hPa. The GLAS middle cloud class does not correspond to a well defined level pressure in the SEVIRI data set. A more precise comparison must be performed to understand this behaviour, in particular the non negligible percentage of low SEVIRI cloud pressure.

Over ocean, for the GLAS low clouds when SEVIRI detects also clouds, the mean difference between the SEVIRI and GLAS cloud top pressure is almost zero but the RMS is close from 95hPa. Over land. more than 55% of SEVIRI low clouds are equally distributed in the clear, middle and high cloud GLAS classes.

As part of the A-train satellite constellation, PARASOL/POLDER has been launched in December 2004, the CALIPSO lidar and the CLOUDSAT radar have joined PARASOL and the A-Train in May 2006. Study of the relation between cloud properties observed from SEVIRI, POLDER and active measurements will be continued in this frame.
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ABSTRACT

Clouds and their interaction with radiation are still one of the main uncertainties in our understanding of present and the prediction of future climate. Within the framework of the MSG RAO-project we have developed a new water and ice cloud detection and microphysical properties remote sensing algorithm, APICS (Algorithm for the Physical Interpretation of Clouds with SEVIRI). An MSG cirrus detection algorithm (MeCiDA) was developed with special emphasis on optically thin ice clouds. Finally, a fast method to derive top-of-atmosphere radiation fluxes from MSG was developed. With these tools we studied the impact of air traffic on cirrus cloud cover and on the Earth’s radiation budget. Our current work concentrates on the generation of artificial satellite images, combining our experience with remote sensing of inhomogeneous clouds and radiative transfer. This manuscript is an update of the paper produced for the 2nd RAO workshop and summarizes the final results.

Key words: radiative transfer, cloud, cirrus.

1. INTRODUCTION

According to [1] probably the greatest uncertainty in future projections of climate arises from clouds and their interaction with radiation. A better understanding of clouds and their microphysical and optical properties is therefore crucial for improving the accuracy of climate predictions. The new spectral channels and the absolute calibration of MSG/SEVIRI allow the quantitative determination of cloud optical and microphysical properties. In addition to snapshots, which can also be obtained from polar orbiting satellites with even higher spatial resolution, the high repetition rate of MSG/SEVIRI allows to study diurnal variation of clouds as well as their formation and dissipation and their average lifetime. This will certainly help to gain better insights into the relevant processes required to better represent clouds in general circulation models. Also, the improved detection capability of MSG/SEVIRI will allow a better validation of the parameterization of clouds and in particular their interaction with radiation in general circulation models. Long time series are required for this purpose and we plan to extend our 15 year European Cloud Climatology (ECC) [2] into the future using MSG/SEVIRI data. While the 15 year time series is subject to the orbital drift of the NOAA satellites which causes a slow shift in the overpass time, this is completely avoided when we make use of the data which are available every 15 Minutes.

In the following, the remote sensing methods developed by our group are described, including a brief outline of the libRadtran radiative transfer model, the cloud remote sensing package APICS, the cirrus detection algorithm MeCiDA, and the retrieval of shortwave and longwave top-of-atmosphere radiative fluxes. A brief summary of some results is given - for a more detailed description an ample list of references is provided where the results are already published or will be published soon.

2. MATERIALS AND METHODS

2.1 Radiative transfers simulations

libRadtran [3] is a flexible and user-friendly model package to calculate radiance, irradiance, and actinic flux for nearly arbitrary input conditions. The model has been jointly developed by one of us (Bernhard Mayer) and Arve Kylling (NILU, Norway) since more than 10 years. The model handles absorption and scattering by molecules and aerosols, as well as detailed water and ice clouds. The underlying surface may be described in terms of a Lambertian albedo or a bi-directional reflectance distribution function (BRDF). Angular models for vegetation [4, 5] and water surfaces including waves and whitecap [6, 7, 8] are implemented. libRadtran provides a choice of radiative transfer solvers, including the discrete ordinate code DISORT [9], a fast two-stream code [10], a polarization-dependent solver (polRadtran) [11], and a three-dimensional radiative transfer code, MYSTIC [12, 13] which is our benchmark tool for radiative transfer under cloudy conditions. To simulate satellite radiation, we usually employ the DISORT solver, version 2.0, which is ideally suited to accurately handle the highly detailed phase functions of water and ice clouds.

libRadtran allows different choices for spectral calculations, including a line-by-line option, different correlated-k distributions, as well as a pseudo-spectral...
option based on the LOWTRAN three-term exponential sum fit with a spectral resolution of 20cm\(^{-1}\), adopted from the SBDART code [14]. For the simulation of satellite radiance we currently use the latter, with 15 spectral grid points for each MSG/SEVIRI channel.

The optical properties of water clouds are calculated using Mie theory and tabulated as function of the effective droplet radius. For ice clouds, where the assumption of spherical particles is not applicable, a parameterization of the optical properties by [15, 16] is used. We extended these data (which covered only the solar spectral range), applying the procedure by [15] to a new set of ice particle optical properties kindly provided by Ping Yang to get a consistent parameterization for the complete spectral range covered by MSG/SEVIRI. A double-Henyey-Greenstein approximation of the phase function is used which has been shown to be a good approximation of theoretical and observed scattering phase functions of non-spherical ice particles [17], even for the calculation of radiance.

2.2 Retrieval of cloud optical properties

We have developed a cloud classification and microphysical property retrieval scheme, APICS (Algorithm for the Physical Interpretation of Clouds with SEVIRI). Cloud classification is based on a prototype of EUMETSAT’s scenes analysis software. For cloud detection we use a classical threshold method combining various channels. To retrieve the optical properties of water and ice clouds, a two-channel retrieval scheme has been developed, exploiting a channel without cloud absorption (0.6µm) and one with cloud absorption (1.6µm). The method follows the traditional approach by [18, 19], with the major difference that for the absorbing channel we selected the 1.6µm channel instead of the 3.9µm channel. Fig. 1 shows as an example some of the products retrieved from an MSG observation on September 4, 2005 at 12:00 UTC.

2.3 MSG cirrus detection algorithm-MeCiDA

A sophisticated cirrus retrieval scheme MeCiDa (Meteorat Second Generation Cirrus Detection Algorithm) has been developed for MSG/SEVIRI which is based exclusively on the thermal IR channels and therefore allows a consistent retrieval of cirrus cloud properties for day and night. The retrieval uses threshold tests based on radiative transfer calculations as well as structural tests. For the latter, the water vapor channels proved to be extremely useful: The water vapor absorption screens out the lower atmosphere, thus efficiently separating the high cirrus clouds from low- and mid-level clouds. Due to their characteristic spatial structure, cirrus clouds can easily be separated from water vapor. A reasonable agreement of the MeCiDa results with TERRA/MODIS (Moderate Resolution Imaging Spectroradiometer) data is found: As an example, Fig. 2 shows a comparison between the standard MODIS cirrus product and the MeCiDa output. The agreement is very good, except close to the edges where MeCiDa fails to detect the thin, broken cirrus clouds. On average, MeCiDa detects about 60% of the cirrus identified by MODIS. The lower detection rate is to be expected, due to the considerably lower spatial resolution of SEVIRI and the exclusive use of thermal infrared channels by MeCiDa. This slight disadvantage, however, is easily compensated by the 15-minute time resolution of the geostationary MSG which allowed us e.g. to study the correlation between air traffic and cirrus clouds, see below. Details of the retrieval and the validation is described by [20]. A publication is in preparation.

2.4 Shortwave and longwave fluxes from SEVIRI

To study the role of clouds in the radiation budget of the Earth, we have developed an algorithm to derive the reflected solar and the emitted thermal irradiance from MSG/SEVIRI observations. The method is based on a large number of forward simulations with libRadtran which have been used to train a neural network. The method is very fast and compares reasonably well to TERRA/CERES (Clouds and the Earth’s Radiation Energy System). The thermal irradiance shows no bias compared to the CERES data while in the solar range our results are higher by up to 10%. A detailed evaluation is in progress. A publication of the method and the validation is in preparation.

3. RESULTS

3.1 Impact of air traffic on climate

According to [21] and the update by [22], the generation of new or the modification of existing cirrus clouds by aircraft exhaust is the least known, but potentially most important effect of air traffic on climate. While the level of understanding of the effect of line-shaped contrails is “fair” according to [21], the so-called “contrail cirrus” is the only component with a “poor” scientific understanding. The reason for this poor understanding is that contrail cirrus cannot be simply distinguished from natural...
Figure 1. APICS products: (top right) false color composite from the 0.6 μm, 0.8μm, and 10.8μm channels; (bottom right) cloud optical thickness; (top left) droplet/particle effective radius; (bottom left) reflected shortwave radiation at top-of-atmosphere.
cirrus in satellite images. A quantitative characterization of contrail cirrus coverage and radiative forcing can only be done either by relating satellite observations to air traffic data, or by tracing each contrail cirrus starting from a time shortly after its generation where it still can be identified as aircraft contrail by its shape. Following the first strategy, [23] found a significant correlation between air traffic density and cirrus clouds, based on two months of data. Their results indicated that “the aircraft induced cirrus over Europe is about ten times larger than that of linear contrails and aviation induced CO2 increases.”

In an ESA DUE project “CONTRAIRS” where DLR/IPA was the main contractor, this question was studied in more detail. Fig. 3 shows as an example the correlation between air traffic and cirrus coverage over Europe, averaged over February - December 2004. For the calculation, all MSG/SEVIRI observations every 15 minutes for the complete 11 months have been taken into account. The figure shows a clear increase of cirrus coverage with air traffic. The correlation is statistically significant at 2σ, indicated by the error bars. Details of the analysis, in particular the statistical treatment of the data and the removal of the auto-correlation are described by [20]. A publication is in preparation. The shape of the curve has already been explained by [23]: Persistent contrails form only in regions super-saturated with respect to ice for which reason the cirrus coverage does not increase to 100% but quickly saturates at a much lower value of about 37% in this example. If it is assumed that the aircraft randomly fill the super-saturated areas, an exponential approach towards the saturation limit is expected. To determine the coverage by contrail-cirrus, the curve in Fig. 3 has to be weighted with the frequency of occurrence of air traffic density which results in 1.1% in this case. That is, air traffic over Europe increases the natural cirrus cover over Europe from 29% to 30% according to this study. The next step (which is work in process) is to determine the radiative forcing due to contrail cirrus. A first correlation of the solar and thermal top-of-atmosphere irradiance (derived from MSG/SEVIRI) with air traffic density indicates that air traffic could have a warming potential much higher than previously assumed, but the uncertainty of the preliminary results is rather large. Further studies are required.

3.2 MSG end-to-end simulations

Validation of cloud properties retrieved from space is complex, due to the three-dimensional structure of clouds and their rapid variations in space and time. Coincident observations of cloud microphysical properties in situ and from space are rare. Most cloud classification schemes are based on threshold tests which are not objective. Furthermore, three-dimensional radiative transfer effects can currently not be considered in retrievals: rather, it is assumed (i) that the cloud properties are constant within the field-of-view of the instrument; (ii) that individual satellite pixels may be considered independent of each other. Both assumptions are not true and cause uncertainties the magnitude of which depends on the resolution of the instrument. One of us (Tobias Zinner) has finished his PhD studies on this subject last year, the results are published in [24, 25].

To overcome these problems, we have started an effort to simulate satellite observations as realistically as possible. With such artifical satellite scenes where the cloud properties as well as the simulated radiation field are known, the performance and accuracy of satellite retrievals can be tested. E.g. the ability of detecting thin cirrus clouds can be tested, or the uncertainty of the retrieved optical thickness for inhomogeneous or broken clouds can be assessed. Fig. 4 shows an example of such a simulated satellite scene. The most critical part in such simulations, in addition to accurate radiative transfer simulations (see section 2.1 of this manuscript), are realistic water and ice clouds. In previous work we have gained experience with highly realistic small-scale clouds, e.g. [24, 25]. However, while these have very high spatial resolution, their size is far too small to simulate any significant part of a satellite scene. For the simulation in Fig. 4, output of the “Lokalmodell” (LM) of the German Weather Service (DWD) was used. The resolution of the operational version of this model is 7 km. The area covered by the image is about 2000 x 2000km². The radiation simulation...
was done in one-dimensional approximation, neglecting 3D effects, but considering multiple scattering in water and ice clouds in full detail, using the DISORT2 radiative transfer solver. In future studies, we plan to use

either the regional version of the Lokalmodell with enhanced resolution or to down-scale the cloud properties using knowledge about the statistical properties of water and ice clouds.

4. SUMMARY AND CONCLUSIONS

The MSG RAO project formed the framework for a variety of activities in our group where we made extensive use of MSG/SEVIRI data. Funding for this work was provided from a variety of sources, including ESA, EUMETSAT, the European Union, as well as basic funding of DLR.
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This paper presents the Satellite-based Operational Fog Observation Scheme (SOFOS) developed at the Laboratory for Climatology and Remote Sensing (LCRS), University of Marburg, Germany, based on Meteosat 8 SEVIRI data. The scheme currently consists of four components: Daytime very low stratus detection, daytime ground fog delineation, fog dissipation modelling and nighttime low stratus detection. Each of these is briefly introduced in the following.

1. MOTIVATION AND OBJECTIVES

Fog, which often occurs in Central European winter can lead to severe obstructions to air, road and sea traffic. It also impacts on air quality and acts as a modifier in the climate system. The spatially distinct nowcasting of fog using NWP (Numerical Weather Prediction) models, statistical procedures or point observations is still problematic [1].

The Meteosat 8 SEVIRI system with its advanced temporal, spectral and spatial resolutions is an excellent tool for the detection and very short range forecasting of fog, fog properties and fog dynamics.

The current study based on Meteosat 8 data has four main goals:

1. Introduce a technique for operational daytime low stratus detection
2. Offer a proper discrimination between ground fog and low stratus.
3. Predict the dissipation time for fog areas identified from satellite imagery.
4. Present a stable technique for nighttime low stratus detection.

The algorithms developed are based on satellite data alone, with the potential for unsupervised and operational application.

This paper presents results obtained in the development of the SOFOS fog detection and description scheme at the Laboratory for Climatology and Remote Sensing, University of Marburg, Germany.

2. DAYTIME LOW STRATUS DETECTION

The classification approach presented here relies on a combination of tests based on the spectral properties of individual pixels and a spatially oriented approach, focussing on the properties of a spatially coherent group of pixels in its individual context (see figure 1).

Initially, spectral tests serve to separate cloudy from clear pixels (10.8 µm, 3.9 µm), exclude snow pixels (0.6 µm, 0.8 µm, 1.6 µm, 10.8 µm), remove fog droplets (8.7 µm, 10.8 µm, 12.0 µm) and identify small droplet cloud areas (3.9 µm). This provides an initial orientation as to what pixels may potentially be covered by fog. These pixels are then taken as the basis for spatial testing.

In spatial testing, spatially coherent and discrete areas of these potential fog pixels are assigned individual IDs and henceforth treated as separate entities. Each of these entities then undergoes two simple tests:

a) Cloud altitude test
The purpose of this test is to identify whether or not a given cluster could be a low cloud. The 10.8 µm brightness temperature differences between each of the marginal pixels and any adjacent clear pixels are determined. The maximum difference is taken as the point of reference. At this point, the surface elevation of each of the two compared pixels is extracted from a digital elevation model (DEM). Using an assumed...
atmospheric temperature gradient and a predefined 'low cloud' threshold temperature, the cluster is now either classified as a potentially low cloud or taken out of the classification scheme.

b) Cloud top height homogeneity test

Based on the assumption that fog should have a fairly homogeneous surface height at the inversion, the second spatially oriented test probes for this property. Since no direct information about cloud to height is available and only relative information is needed, 10.8 µm brightness temperature is taken as a proxy.

The method is described in detail in [2].

3. DAYTIME GROUND FOG DELINEATION

In order to distinguish between low stratus without ground contact and genuine ground fog (i.e. cloud in touch with the ground), some information on cloud geometry is needed (see figure 2). Along the lines of this concept, a comparison between cloud base height and ground surface elevation can serve to decide whether or not ground fog is present in a given location.

![Fig. 2. The problem of fog / low stratus distinction from satellites](image)

Surface elevation is known from a digital elevation model (GTOPO30, [3]). Cloud base height is a function of cloud top height and cloud geometrical thickness. Cloud top height is retrieved using an entity-based spatial interpolation of margin-pixel elevations partly derived from the DEM and partly computed using atmospheric lapse rates, depending on the relief situation.

Cloud base height is retrieved using a subadiabatic model of cloud microphysics. Based on a range of cloud observations, this model approximates the development of cloud liquid water content with altitude above cloud base. The input fed into this model are:

- cloud liquid water path (LWP) retrieved from SEVIRI imagery following the method proposed by [4]
- cloud top temperature (with atmospheric corrections)

The model is then run several times for each given set of parameters until optimum agreement between model LWP and actual, satellite-retrieved LWP is reached. The corresponding cloud base height is then compared with the DEM surface elevation to compute a ground fog probability level. The method is described in full in [5].

4. FOG DISSIPATION MODEL

The very short range forecasting of fog clearance is of great importance especially for sea, air and road traffic management. Nowadays, numerical models are still too slow for the forecasting of fog clearance in space in the short temporal range [1]. For that reason, a straightforward thermodynamical model of fog clearance was developed and applied to NOAA AVHRR data. It uses in situ data of air temperature, lapse rate at model start, spatial interpolation techniques and a digital elevation model for the retrieval of fog geometrical thickness [6]. The model has recently been adapted to Meteosat 8 SEVIRI data with some slight modifications:

1. The radiation scheme was improved by using the model equations of [7].
2. The calculation of broadband albedo makes use of SEVIRI band 1 (0.635 µm).
3. Initial fog temperature is now calculated from SEVIRI band 9 (10.8 µm), with a correction for atmospheric transmission and fog optical depth [8, 9].
4. Fog optical and microphysical properties are retrieved by using the approach of [9].
5. Fog geometrical thickness is estimated by using fog optical depth and the empirical equation of [10].

Model performance was analysed in detail for 5 November 2003. Fog covers most river valleys in the lower mountain ranges of Germany and the pre-Alpine basins at 10 UTC. The binary fog mask shows that most fog layers have cleared until 12 UTC. Only the fog layer in the upper Rhine valley and some small patches on the Swiss plateau and in the Po Valley area persist. The model mask for 12 UTC reveals encouraging agreement with the real situation. However, some pixels clear too early or too late (e.g. Po Valley fog).

Sensitivity studies have shown that fog geometrical / optical thickness and LWP are the most crucial parameters for proper model results. The estimates of these values should therefore be as accurate as possible. Accurate retrievals are especially problematic in cases of mixed pixels as can be seen in the upper Rhine valley fog patch. Rim pixels and the pixel for the city of Freiburg clear too quickly because optical depth (and as a result geometrical thickness) and LWP are underestimated. A pilot study using MODIS showed that the Heidinger and Stephens formula underestimates fog thickness with increasing optical depth. Future activities will investigate the accuracy of the model. It will be used in an auto-adaptive scheme where fog clearance time is updated every 15 minutes in accordance with Meteosat 8's temporal resolution. A special treatment of mixed pixels using the HRV channel is under
5. NIGHTTIME LOW STRATUS DETECTION

The detection of low stratus layers from nighttime satellite imagery has a long tradition. Most studies rely on the 3.7 µm band of the AVHRR sensor aboard the NOAA satellite series [e.g. 12, 13]. The common technique utilizes differences in small-droplet emissivities at 11 µm and 3.9 µm [14]. On Meteosat SEVIRI however, this method cannot be applied with a fixed threshold due to instrument design: the 3.9 µm band is exceptionally wide and overlaps with the 4 µm CO₂ absorption band (see figure 3).

![Fig. 3. Overlap between the SEVIRI MIR channel and the CO₂ band.](image)

The effect of CO₂ absorption therefore reduces the SEVIRI 3.9 µm radiance signal. The strength of this effect varies with season and the length of the atmospheric path, i.e. satellite viewing angle. Therefore a new method was developed that dynamically determines a 10.8 µm-3.9 µm blackbody temperature difference threshold based on latitude-dependent histogram analysis. A description of this scheme and validation cases are found in [15].

6. CONCLUSIONS AND OUTLOOK

The fog detection scheme introduced in this paper has been tested in operational processing and is being further developed. Selected validation results can be found in [2, 3]. The combination of pixel-based and spatially oriented techniques provides for a fairly stable performance. A major issue to be tackled in the near future is that of nighttime ground contact. Also, the inclusion of the High Resolution Visible (HRV) channel information at daytime promises to provide access to further spatial information.

The fog clearance model also shows encouraging results in the initial static version implemented to date. Once included in operational processing as an auto-adaptive scheme, significant improvements are expected.
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ABSTRACT
Solar energy technologies such as photovoltaics, solar thermal power plants, passive solar heating/cooling systems and day lighting in buildings are expected to continue their very rapid growth. In this context the availability of reliable solar radiation data is of high economic value both for planning and operating these systems.

HELIOSAT-3 aims the quantification of surface solar irradiance in cloud free and cloudy situations and additional energy-specific parameters as direct normal and diffuse irradiance over Europe and Africa using the enhanced capabilities of MSG. Emphasis is laid on clouds, water vapor, aerosols and ozone and their influence on surface solar irradiance.

Several projects as e.g. the HELIOSAT-3 and PYSAT-2 European Commission FPS and the ENYISOLAR (ESA Earth Observation Market Development Program) projects made profit from the data access and additional MSG product information obtained through the RAO program. The paper focuses on results obtained during the RAO project based on funding in HELIOSAT-3, PYSAT-2 and ENVISOLAR projects.

INTRODUCTION
The Heliosat method [1, 2] was developed for Meteosat First Generation to calculate surface solar irradiance from measurements in the visible channel. It is supposed that the sunlight reflected by clouds is inversely related to the sunlight transmitted by them. The scheme takes the variability of the cloud field and its impact on hourly global and diffuse irradiance into account. Together with a sophisticated model of clear sky irradiance [3] this method gives reliable results for Europe for most of the year.

Potential for improvement is expected in winter time especially in snow covered areas, during morning and evening hours due to three-dimensional effects of clouds to be described with cloud physical parameters and in the clear sky case using more detailed input information on aerosols and water vapor. Therefore, a new scheme called Heliosat-3 was developed in the MSG-RAO and EU FPS programs (Fig. 1).

SNOW COVER
The old Heliosat method fails in wintertime, when snow is covering the surface under clear skies. Due to their high reflectances these cases are falsely classified as overcast, which leads to a remarkable error in the global irradiance values. Fig. 2 gives an example of an existing photovoltaic (PV) system showing high energy yield on 11th February 2006 while the satellite-based energy estimate reaches 1500

Figure 1. Heliosat-3 scheme [4]

Figure 2. Hourly effective energy production (solid line) and reference yields (yellow) of a PV plant (Source Eneclo SPYCE service).

Even the opposite effect is observed as e.g. in Fig. 3. In this case the PV system delivers an energy yield close to zero due to snow cover on the modules while the satellite-based energy production estimate reaches 1500
W as usual for a sunny situation in wintertime. In case the snow cover is known, the assumption of a total hardware failure can be denied and a false alarm to the system maintenance staff can be avoided.

The MSG channels give the opportunity to discriminate snow from clouds and to reduce this error source. A multi-temporal snow cover detection algorithm was developed [5, 6]. Snow maps are derived in 3x3 km² nadir SEVIRI pixel resolution and superimposed to cloud index maps derived from HRV reflectances (1x1 km²) by an adapted Heliosat method. Results are given in Fig. 4. While some falsely detected snow pixels lead to an overestimation of global irradiance, the remarkable underestimation of a method without snow detection vanishes.

MSG has another opportunity to gain a better quality in the derived surface irradiance, namely the higher resolution in space and time compared to MFG. When making full use of this high resolution data, a three dimensional consideration is optimal. A cloud in the sky has its largest effect on the irradiance measured at the ground when it is affecting the direct beam. For a given pixel the clouds between pixel and sun must be analyzed instead of the clouds between the pixel and the observer (MSG). For a geometric correction of this effect cloud top height is needed and can be provided by MSG SEVIRI. In a first approach a standard cloud of 1 km thickness and a seasonal variation of cloud top height was assumed. Fig. 5 gives validation results for global irradiances measured at the ground station Vaulx-en-Velin (France) for the period March – August 2004 and November 2004 – February 2005. Fig. 6 presents the same analysis but for Freiburg (Germany). A remarkable improvement in monthly root mean square errors (RMSE) can be noticed. The next step will be the use of MSG based cloud top height information.

VALIDATION OF THE HELIOSAT-3 METHOD
Taking the better spatial resolution of MSG-HRV in comparison to the old Meteosat satellite, the new capabilities for snow detection and a basic geometrical correction into account, an overall validation has been performed for 20 DWD ground stations measuring global irradiance for the full year of 2005 (Fig. 7). The overall bias for hourly values decreases from -1.2% for
METEOSAT-7 to 0.4% for METEOSAT-8 and the standard error decreases from 19.5% to 17.8%.

A significant improvement can be noticed in the winter months due to snow detection. During the summer months a slight improvement in standard error can also be noticed which is attributed to the increased spatial resolution of the HRV channel.

**NEED FOR AEROSOL INFORMATION**

It has been stated e.g. by [7] that accurate aerosol information is crucial for irradiance calculations in the clear sky case. Climatologies or model output data sets with a typical grid size of 3 to 5° are currently available. Fig. 8 shows the RMSE in aerosol optical thickness at 550 nm to be expected for hourly values if such climatologies are used.

This analysis was performed using AERONET ground measurements [8] for 30 European stations in 2003. Data from the year 2004 reveal similar results. From that analysis it can not be expected that new global data sets with a spatial resolution of several degrees can improve the situation remarkably. This is in line with the findings of the solar energy community that the use of different existing aerosol climatologies or recently made available model data sets did not increase the accuracy.

On the other hand, the new ENVISAT and the upcoming METOP satellites with the SCIAMACHY and GOME-2 instruments and a pixel size around 0.5° have the potential to deliver aerosol information in a spatial resolution more suitable for this user community. Yet, to account for the temporal and spatial variability of aerosols, an optimum retrieval scheme would deliver products in the same temporal and spatial resolution as MSG-SEVIRI.

**Figure 7. Improvement in monthly bias and standard error of hourly global irradiance for 20 DWD ground stations in 2005.**

**Figure 8. Variogram based on 30 European AERONET ground measurements of AOT at 550 nm in 2003.**

**Figure 9. Aerosol optical depth at 550nm derived from MSG SEVIRI on 1st August 2004 assuming fixed aerosol types.**
AEROSOL STUDY BASED ON MSG

Therefore, the SYNAER method was applied for SEVIRI. The SYNAER method (SYNergetic AErosol Retrieval, [Holzer-Popp]) delivers boundary layer aerosol optical depth (AOD) and type over both land and ocean. After cloud detection, AOD is calculated over automatically selected and characterized dark pixels and surface albedo correction for a set of 40 different pre-defined boundary layer aerosol mixtures is performed. A least square fit of a simulated spectrum based on the corrected surface albedo to the MSG SEVIRI channels delivers the AOD value. Unfortunately, MSG SEVIRI has no blue channels, which means that the spectrum is not covered complete. Therefore, accurate aerosol retrieval cannot be expected. Nevertheless, in the HELIOSAT-3 project a case study was made to quantify the dependence on aerosol type for an example case. Fig. 9 gives the SYNAER results for MSG-SEVIRI on 1st August 2004 assuming fixed aerosol types of pure sulfate and of a polluted continental aerosol. Large differences in quantitative values can be observed due to the missing aerosol type information as result of the missing spectral resolution of SEVIRI in the blue spectral region. This test trial reveals clearly, that aerosol type information has to be provided as auxiliary data set to a SEVIRI-based aerosol retrieval scheme. It is proposed to provide such information from polar satellites as e.g. ENVISAT and in future METOP as they have opportunities to separate major aerosol types. Therefore, the next section reports on recent results in retrieving aerosol type information from ENVISAT AATSR and SCIAMACHY using SYNAER in the PROMOTE project.

AEROSOLS FROM ENVISAT

For ENVISAT, the high spatial resolution of the AATSR instrument (Advanced Along Track Scanning Radiometer) permits accurate cloud detection, dark pixel selection and surface albedo correction. After spatial integration to the larger pixels of the spectrometer SCIAMACHY (Scanning Imaging Absorption spectroMeter for Atmospheric Cartography) these parameters are used to simulate SCIAMACHY spectra for the same set of different aerosol mixtures. SYNAER has been implemented for operational processing at the German Remote Sensing Data Center within the ESA GSE PROMOTE (Protocol Monitoring for the GMES Service Element; see also http://www.gse-promote.org) and delivers daily near-real time observations (within the same day) and an evolving archive of historic data.
CONCLUSIONS

Starting from the fact that large inconsistencies in existing irradiance data bases available for solar energy engineering, the Heliosat-3 RAO project aimed at using the enhanced temporal, spatial and spectral resolution of the Meteosat Second Generation SEVIRI instrument for an improved derivation of global and direct irradiance.

It was shown, that cloud top height is needed to account for basic three-dimensional effects of clouds in radiative transfer. In future, SEVIRI derived cloud top heights will be included in a modified cloud index scheme as part of the new Heliosat-3 method.

Additionally, snow detection allows avoiding errors due to misdetection of clouds as snow and vice versa. It helps to decide on a possible hardware failure in automatic failure detection routines for photovoltaic system monitoring.

A parameterization scheme (SOLIS, [3]) based on radiative transfer calculations was developed which allows to take actual information on aerosol optical depth, angstrom coefficient and water vapor concentration into account. There is an urgent need for improved aerosol optical depth information in a better spatial and temporal resolution than available nowadays from global models and climatologies. Therefore, SYNAER aerosol retrievals were analyzed both for a test trial with MSG SEVIRI and for ENVISAT. The trial for SEVIRI shows the clear need for aerosol type information as input for any aerosol optical depth retrieval scheme using SEVIRI.

ENVISAT based SYNAER results show first successful results on the discrimination of water soluble and soot results, while the large aerosol particles from mineral and sea salt sources are still a subject of further work. Follow-on activities will be performed in the virtual Institute of Energy Meteorology (vIEM), the ESA GSE PROMOTE and on the market development for solar energy services based on Earth observation within the ESA EOMD project ENVISOLAR.
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ABSTRACT

Using operational SEVIRI Level 1.5 production, a set of 50 full disk ozone images taken once per week at 12 UT between February 2004 and January 2005 was produced. The horizontal resolution was reduced near 1 degree to fit the resolution of TOMS and assimilated Sciamachy products that are available on public websites. A first comparison revealed systematic errors as large as 50 DU, dependent both on latitude and zenith distance of observation.

The error could be interpreted as the result of a biased learning profile data set that was used to calculate the regression equations providing approximate background and foreground temperatures. Using a new climatology built with profiles of ozone, temperature and water vapour extracted from the analyses of ECMWF and the RTTOV fast radiative transfer code provided by the SAF on Numerical Weather Prediction, the systematic errors could be limited in the range (5% to 15%) over the full disk in the latitude range 60S to 60N.

1. INTRODUCTION

With its unprecedented horizontal and temporal resolutions, the SEVIRI 9.7 micron channel provides a novel insight on the atmospheric ozone distribution. Earlier papers (see for instance [1]) have shown the potential interest of SEVIRI total ozone images for severe cyclogenesis prediction in operational weather forecasting. The aim of this paper is to assess the absolute accuracy of the SEVIRI total ozone product. Important applications like calculation of surface UV irradiation and derivation of cross tropopause ozone fluxes are directly dependent of the quantitative ozone measurements that can be obtained with SEVIRI. The work presented here is the start for further comparisons, mainly to be performed for the partial ozone column that is also derived from the 9.7 micron channel, and that will benefit from the comparison routines which have been prepared.

The second section describes the SEVIRI data and the external data that are used as references for the comparisons. The third section presents the results of the comparisons, for an initial a corrected version of the SEVIRI Total Ozone (STO) algorithm.

The steps of the correction process applied to the algorithm are presented in section 4.

Finally, Section 5 is a discussion of the results and a proposal for further validations and improvements of the STO algorithm.

2. DESCRIPTION OF THE DATA SETS

Since MSG-01 has been positioned at longitude 3.7 degree West and declared operational at the end of January 2004, high resolution total ozone columns can be derived with a temporal frequency of 15 minutes and a sub-satellite resolution of 3 km over more than half an hemisphere (called here the Meteosat disk). Other measurements are however not available at the same resolutions. Due to the high variability observed in [1] on MSG total ozone, we chose to compare the derived total ozone images with results of assimilation experiments now made available with the processing of results of the ENVISAT mission. The good simultaneity that is achieved in such comparing conditions is however subject to the quality of the motion field of the model that is used in the data assimilation process.

In order to validate the SEVIRI retrieval algorithm over the whole disk, we took the option to perform the comparison with global satellite observations and results of assimilation experiments, without any direct comparison with ground based observations. As no high horizontal resolution ozone data were available, we averaged the MSG columns over areas of 1 degree latitude and 1.5 degree longitude, thus degrading the resolution to that of the Sciamachy assimilation output and compared all data sets on a such grid over the Meteosat disk.

The variations in the diurnal cycle have not been investigated yet, since they would require comparative data at high temporal frequency, only available with results of assimilation experiments and that are not currently distributed. All retrieved ozone columns correspond to the universal time of 12 hours.
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The seasonal variations of MSG ozone systematic errors are analysed with a set of 50 images selected over a time interval spanning from February 2004 to January 2005 at the frequency of one image per week.

The MSG pixel ozone columns (also called SEVIRI Total Ozone or STO) are provided with indication of an uncertainty value that is a noise level, and that reflects the random error on each individual measurement due to the radiometric noise of the instrument and to local observing conditions (cloud type). It is called Small Scale Noise (SSN). As we want to cancel possible interferences with such errors and as we focus on clear sky and low cloud conditions, the noisiest STO observations, with a SSN value over 20 Dobson Units were discarded.

Finally, for the purpose of the comparisons, an individual STO original image shown in Fig. 1 is transformed into a longitude-latitude gridded STO image like the one shown in Fig. 2.

In addition, the STO algorithm has 2 versions: a first version dated November 2004 corresponding to the results shown in [1], and a second version of April 2006 modified after the first comparison experiment.

The Sciamachy observations are not used directly, since we preferred simultaneous data provided by the assimilation experiment performed at KNMI (The Netherlands Royal Meteorological Institute) with their TM3 Data Assimilation Model TM3DAM. The experiment is described in [2] and the data can be downloaded from the site referenced in [3]. TM3DAM is a chemistry and transport model that is driven by the meteorological analyses of the European Centre for Medium-Range Weather Forecasts (ECMWF). It has a resolution of 2° x 3° and assimilates near real time total ozone columns derived from the Sciamachy instrument on board ENVISAT. The accuracy of the assimilated Sciamachy data set is better than 3% on average.

Level 3 observations from the Total Ozone Mapping Spectrometer of NASA/Earth Probe satellite were also used for comparisons. These data are put on a grid of 1° x 1.25° and were interpolated onto the common grid used for all observations (1° x 1.5°). These data are not simultaneous with the STO data since the measurements are performed at constant local time close to 11 a.m.. The time difference with other data at 12 UT lays therefore in the interval (-6, 4) hours. Comparisons made for the 50 days selected over years 2004 and 2005 with assimilated Sciamachy data showed however a good agreement and confirm the accuracy of 3% announced for these data (see Figs. 3 and 4 for the average and standard deviations of the relative differences between the two data sets).

Ozone columns were also calculated from the “model level” ozone concentrations provided by the operational analysis of ECMWF. The daily operational forecast assimilates ozone partial columns provided by satellite observations of the instruments TOMS, GOME (Global Ozone Monitoring Experiment on ERS-2), and SBUV (Solar Backscattering of UV on NOAA Polar Orbiting Environmental Satellites). The model has high horizontal resolution (close to 0.5°) and has a linearised ozone chemistry. The ECMWF operational output provides a 3D ozone fields from which our partial column can be compared. This comparison was however not our first priority since the tropospheric
Figure 3: annual average of relative difference between Sciamachy and TOMS in %.

Figure 4: annual standard deviation of relative difference between Sciamachy and TOMS in %.

distributions are not taking into account the polluting emissions at the surface. Ozone total columns of ECMWF shows generally an increase with latitude in both hemisphere when compared to TOMS or assimilated Sciamachy data as can be seen in Figs. 5 and 6.

In the rest of this paper, we will only compare our STO product with the output of the Sciamachy assimilation that should be accurate within 3%, with the possible exception of the higher latitude regions.

Figure 5: annual average of relative difference between ECMWF and TOMS in %

Figure 6: annual standard deviation of relative difference between ECMWF and TOMS in %

3. COMPARISON OF THE SEVIRI PRODUCTS WITH THE SCIAMACHY ASSIMILATED DATA.

Fig. 7 shows a Sciamachy individual ozone map plotted in the same conditions of resolution and with the same ozone column scale as the STO version 2 product of Fig. 2. The relative difference between the 2 ozone maps is shown in Fig. 8 and exhibits a large variability at synoptic scale, rather uniformly distributed over the Meteosat disk. We feel that this variability stems mainly from the different ways these data are produced.

More information can be obtained through the comparisons of the annual average of the relative differences between STO and Sciamachy. The average relative differences of both STO versions with respect to Sciamachy are shown in Figs. 9 and 10.

Figure 7: Assimilated Sciamachy total ozone of Sept. 8, 2004, 12 UT plotted in the same conditions as STO in Fig. 2

For the STO version of November 2004 (see Fig. 9), large systematic differences were observed as function of zenith distance of observation, as a function of...
Figure 8: relative difference between ozone maps of STO vers. 2 and Sciamachy for Sept. 8, 2004, 12 UT

Figure 9: average relative difference between ozone of STO (vers. 1) and Sciamachy \((STO-SCI)/SCI\) in %

latitude, and as a function of the surface type. The first two dependences could be corrected rather well in version 2 of April 2006 (see Fig. 10). The decrease of STO when moving from the centre to the edge of the Meteosat disk could be removed properly as well as most of the latitudinal variation that was present in both hemispheres between latitudes 40° and 60°. At latitudes above 60N, a decrease still remains in version 2, but one has to keep in mind that:
- the SEVIRI zenith distance is close to, or higher than 70°;
- the Sciamachy observations are less accurate at high latitudes, and that
- the average difference is less than the standard deviation even at these latitudes as can be seen on Fig. 11.

Figure 10: average relative difference between ozone of STO (vers. 2) and Sciamachy \((STO-SCI)/SCI\) in %

Fig. 11 reveals also an overestimation of STO over land as compared to the sea, especially over the Mediterranean Sea, Africa and Brazil. The origin of the artefact is the land surface emissivity difference in channels 9.7 and 10.8 microns. This effect is not yet corrected in version 2. A correction is being designed on a pixel by pixel basis through an optimisation process that takes advantage of the constant observing zenith angle specific for geostationary satellites.

Figure 11: annual latitudinal variation of the relative difference of version 2 \((STO-SCI)/SCI\) computed in % for longitudes between 30W and 30E of the Meteosat disk (central line). The upper and lower curves represent the average \(\pm 1\) standard deviation

We can observe in Fig. 11 that the steepest latitudinal variations of the average difference occur most at those latitudes affected by the land sea difference. These differences are indeed at their maximum for our data set at noon, when the surfaces are close to their maximum temperature.
Figs. 12 and 13 show the seasonal variations of the relative differences \((STO-SCI)/SCI\) for versions 1 and 2 of the STO algorithm.

**Figure 12:** Relative difference (\%) of STO (vers. 1) and Sciamachy ozone as zonal averages represented as a function of the week of the year (from Feb. 2004 to Jan. 2005). The scale is the same as in Fig. 10.

**Figure 13:** same as Fig. 12 for STO vers. 2.

Fig. 13 shows that, in the latitude interval (-60, +60) degrees, most of the seasonal variations present in version 1 (Fig. 12) could be removed. Like in Figs 9 and 10, the land sea artefact is also included in this seasonal display and contributes slightly to enhance the STO product at tropical latitudes in spring and summer.

### 4. CHANGES OF THE STO ALGORITHM FOR VERSION 2

The physical principle of the STO algorithm, which consists in deriving the stratospheric transmittance \(\tau\) in channel 9.7 microns prior to the determination of ozone columns has not been changed from version 1 of November 2004 to version 2 of April 2006. Its calculation from Eq. 1:

\[
\tau = \frac{(R_{\theta} - B_{\delta}(T_{\tau}))}{(B_{\theta}(T_{\tau})-B_{\delta}(T_{\tau}))}
\]

was not changed, but the regression equations providing the foreground and background temperatures \(T_\theta\) and \(T_\delta\) were changed. Likewise, the regression equations providing the total ozone column and the partial ozone column from the transmittance \(\tau\) were also changed. The regression equations use mainly SEVIRI brightness temperatures (see [4]) as predictors and are determined from a learning data set of brightness temperatures, foreground and background temperatures, transmittances calculated with a radiative transfer code from a set of atmospheric profiles and surface conditions.

The atmospheric profile data set used earlier was gathered at 22 radiosonde stations, at various latitudes covering the whole latitude range. This process introduced a random bias with latitude because each station has its own climatology which is different from the climatology of the zonal average at the same latitude. For the new version, we used a set of profiles of temperature, water vapour and ozone extracted from the ECMWF operational analyses, covering the whole Meteosat disk, at 8 days of the year 2004, and at 4 times in each day in order to get a high variability in the atmospheric conditions at a given latitude together with a high consistency in the latitude dependences as well as for the 3 parameters of each profile: temperature, water vapour and ozone.

For the radiative transfer calculations, we used the RTTOV 8.7 code of the Satellite Application Facility for Numerical Weather Prediction. We checked that this code produced regression equations very similar to those of calculated earlier with FASCOD-3 (see details in [4]) when using the radiosonde profiles dataset.

For the zenith angle dependence, we corrected first an inappropriate sampling of the zenith distance in the synthetic radiance data set used for the calculation of the regressions. In the initial data set, the radiances for each profile were calculated for 6 discrete values at \(\zeta = 0, 14, 28, 42, 58, 80\) degree. In the new version, the set of model profiles extracted from the ECMWF archive was associated to its exact zenith distance on the Meteosat disk and the sampling of these profiles appears on Fig. 15. This method produces a much larger amount of different zenith angles ranging from 0 to 80 degrees. Secondly, the zenith angle dependence used in the regression equations was changed from a function of \(\zeta, \cos\zeta, \sin\zeta, \cos2\zeta\) to a function of \(\cos\zeta, \sin\zeta, \cos2\zeta, \sin2\zeta, \cos3\zeta, \sin3\zeta\) which introduces more high frequencies in the truncated Fourier series representation of this function. In order to test the validity of the zenith distance variations of each of the regressed quantities \(\tau, T_\theta\), and \(T_\delta\), a regression equation using the new type of function was calculated with a profile data set corresponding to a given disk study case (see Fig. 14 for a real distribution of foreground temperatures) and immediately applied on the same profile data set. We could observe the difference.
between true and regressed quantities (Fig. 15). As no major differences appear in any region of the disk, we can be confident that the zenith angle dependence is correctly fitted in the new version of the STO algorithm.

5. Discussion

A study on the systematic errors of the SEVIRI Total Ozone product has been conducted by the means of comparisons, over a complete year, with assimilated Sciamachy ozone columns. The quality of the reference data set has been controlled through comparisons with TOMS observations. The comparison has revealed systematic errors that are dependent with zenith angle of observation, with latitude and with surface type (land or sea). The first two dependences could be corrected by an improvement of the regression equations used to derive the foreground and background temperatures and the total ozone product. The dependence with surface type is being corrected with other methods not described in this paper.

The result of the evaluation of the corrected algorithm is that STO overestimates quite uniformly the total ozone column by 10% when compared to the assimilated Sciamachy data. This overestimate is roughly constant with latitude, zenith angle and with the season of the year. It reflects the overestimation of the ECMWF total ozone compared to the Sciamachy assimilation because ECMWF extracted ozone column were used for the learning process of the regression equation used to derive the ozone column from the transmittance in channel 9.7. The improvement performed on the SEVIRI Total Ozone algorithm opens the way for more accurate estimation of surface UV radiation and for the estimation of cross tropopause ozone fluxes. They will also help for a more accurate correction of surface emissivity effects.
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ABSTRACT

The method for mapping surface UV radiation using MSG follows the general scheme previously used with METEOSAT, with the additional use of the 1.6 \( \mu \)m band for a better snow/cloud discrimination. This adaptation and improvement of the algorithm allows the continuation of the climatological dataset of UV radiation over Europe, covering the period from 1984 to present. A near-real time version of the processor has also been devised to produce UV index maps within a few minutes of the MSG image reception via Eumetcast. MSG data are also used in a human UV exposure model that takes into account the actual activity schedule of a person. In this case, the surface radiance field is modelled in order to estimate the exposure of various parts of the body.

1. INTRODUCTION

Exposure to high levels of UV radiation is harmful to human health (skin cancer, cataract, immunosuppression), and influences many natural biological processes (marine life, plant physiology). Inversely, a sufficient exposure is necessary to avoid vitamin D deficiency. The awareness of these effects has been raised by ozone depletion, which leads to an increase in the intensity of UV radiation reaching the Earth surface in some regions of the world. It is now felt important to monitor the changes that occur in this environmental parameter. Although the ground radiometers will remain the reference in terms of accuracy, they are too few to offer a comprehensive geographical coverage. Hence the development of methods that aim at mapping the surface UV radiation intensity by combining modelling and satellite data.

The method presented here is using the full resolution images from EUMETSAT’s geostationary meteorological satellites. Over Europe, the spatial resolution is typically 5 km (degrading at high latitudes because of the increasing viewing angle). Both instantaneous dose rate and daily dose maps can be generated. The modelling has also been adapted in order to estimate the human exposure, taking into account behavioural data and the body geometry.

2. METHOD FOR MAPPING IRRADIANCE

It basically consists in using a standard radiative transfer code (UVspec) [1] and in exploiting various sources of information for assigning values to the parameters influencing the surface UV radiation. MVIRI/SEVIRI data are used to derive cloud optical thickness (COT) and to detect the presence of snow. The algorithm uses the visible and infrared bands of MVIRI or the 0.6 \( \mu \)m, 1.6 \( \mu \)m and 12 \( \mu \)m bands of SEVIRI. The NIR band of SEVIRI provides an additional discriminator between snow and clouds.

The mapping methodology is described in detail elsewhere [2, 3]. To summarize, UV radiation maps over Europe are generated with a spatial resolution of 0.05 deg. The surface UV dose rate is obtained by interpolation in a look up table (LUT) of modelled irradiance, the entries of which are solar zenith angle, total column ozone amount, cloud optical thickness (COT), near surface horizontal visibility, surface elevation and UV albedo. The LUT was computed with the UVspec code of the libRadtran package. Both satellite and non-satellite (synoptic observations, digital elevation model) data are exploited to assign values to the influencing factors. The total column ozone is extracted from the gridded TOMS data or other ozone sensors data (e.g. NNORSY-TOVS [4], GOME). The aerosol optical thickness is tentatively taken into account by gridding daily measurements of near surface horizontal visibility performed by about 1,000 ground stations. The digital elevation model is the GTOP030 data set from United States Geological Survey (USGS).

With the help of another LUT simulating the "at sensor radiance" (proportional to the image digital count in the visible band), METEOSAT data are processed to retrieve the cloud optical thickness. The entries of this second LUT are solar zenith angle, METEOSAT viewing zenith angle, relative azimuth between illumination and viewing vectors, effective surface albedo and cloud optical thickness. A preliminary step consists in generating an effective surface METEOSAT albedo map by finding cloud free pixels in a series of ten consecutive days. In most cases, the cloudless pixel is chosen as the one corresponding to the lowest signal in the visible band. However, if the surface reflectance is high, the surface may be snow covered and the
darkest visible signal does not necessarily indicate the absence of clouds. Therefore, if the effective surface reflectance is found to be above a certain threshold, the discrimination is refined by also using the thermal infrared band. The rationale for this second algorithm is that the pixel brightness temperature should be higher when cloud free than when cloud covered, even if snow is present. However, a threshold for discrimination can only be defined locally as the surface temperature varies considerably with geographical location. The land surface was therefore divided in zones according to latitude and geophysical characteristics. In particular, the main mountainous areas (the Alps, the Pyrenees, the Caledonian range in Scandinavia) constitute such zones. In mountain areas, the zone is further subdivided in altitude classes. For each class, the histogram of the infrared METEOSAT brightness temperature over ten days is fitted as a sum of Gaussian functions. The cloud free pixels are associated with the "warmest" Gaussian and a threshold is determined on this basis.

When using SEVIRI, an additional criterion for distinguishing snow from clouds was introduced, using the NIR band at 1.6 µm. In this band, snow and ice appear darker than water clouds. In order to reject ice clouds pixels (dark in NIR but cold) as candidates for snow, a discriminator was built, dividing the brightness temperature (in K) by the digital count in the NIR band. It was then assumed that snow corresponds to the highest values of this discriminator. The same algorithm as for the brightness temperature, based on a multi-Gaussian fit of the histogram, was used to determine a threshold.

Once the composite cloudless digital count image has been constructed, it is transformed in an effective albedo map by inversion, using the LUT reduced to the cloudless case. The effective albedo map is then used to estimate the cloud optical thickness for the day and time of interest, by inversion using the full LUT. The UV surface albedo is assigned uniform values for land (0.03) and sea/ocean (0.06), except in the presence of snow. In this case it is given a value proportional to the METEOSAT effective albedo. The rationale for proportionality between the albedos in the two spectral ranges is that partial snow cover should affect them in a similar way. The outputs of the METEOSAT processing are fed into the UV map processor to generate surface UV irradiance maps or dose rate maps when a spectral weight is applied.

The daily dose is constructed by numerical integration of the dose rate estimated at half-hourly intervals from and including the local solar noon (for each pixel). The COT time dependence is described with a stepwise function with as many time intervals as the number of images used per day.

3. CLIMATOLOGICAL UV DATA SET

With the method outlined above, it has been undertaken to build a European climatology of UV radiation. As of today it consists in daily dose maps from January 1st 1984 to present. For practical reasons (processing time and amount of data) one image per day only has initially been used. The data set is progressively upgraded to using 3 images per day; this is already the case for March and July from 1990. Although only erythemal doses are shown here, the model output is spectral and the dose corresponding to any desired action spectrum can be generated on request.

These data are available from JRC for scientific purpose (e.g. impact studies). Fig. 1 shows an example of how the data set documents the year-to-year variability of the surface UV radiation over Europe. Extracts of this data set have been used in the European project UVAC (UV and Arctic Cod), which studied the influence of the natural UV radiation variability on the annual population strength of the North East Atlantic cod. Data have also been provided to a number of external users, for ecological impact studies (e.g. on frogs in mountain lakes), for assessing the effect of UV on crop yield, for completing a data set on the UV exposure of schoolchildren, for supporting assessments of vitamin D deficiency and for local climate studies.

4. NEAR REAL TIME UV INDEX MAPS

The algorithm was slightly modified to generate the erythemal radiation maps within a few minutes of the SEVIRI data reception via Eumetcast. The main change was to substitute the daily data of visibility (aerosols) and total column ozone by climatological averages. The daily data for these two parameters are indeed not available in near-real time. Also the UV index scale was used, obtained by dividing the erythemal dose rate expressed in mW/m² by a factor 40. The UV index was defined by WMO as a mean of communicating the UV radiation strength to the public in a more readable way; over Europe the UV index takes values between 0 and ~10. Fig. 2 shows the comparison with measurements of the instantaneous UV index in Innsbruck. Fig. 3 shows an example of a daily UV index map over Europe (maximum value during the day).
Figure 1. Year-to-year variability of the monthly averaged erythemal daily dose in March.
A version of this near-real time processor has been installed at the Medical University of Innsbruck, where the UV index map of Austria is operationally produced and published on the web (http://www.uibk.ac.at/projects/uv-index). In this particular case, the software does not provide the UV index directly but a cloud attenuation factor that has been integrated in the previous processor at Innsbruck. This last one is using the measurements from the Austrian UV network [5] and takes better into account the altitude (with a higher spatial resolution than the MSG images). The result are UV index maps that show both the spatial details of the clouds and the mountains and that are anchored to measurements. Recently, the software has also been installed at the Aristoteles University of Thessaloniki in view of producing UV index maps for Greece.

5. HUMAN EXPOSURE MODEL

Modelling the “erythemal risk” of an individual or of a population requires much more than the intensity of the natural UV radiation. Such a model must take into account behavioural data, in particular activities, their schedule and location. Another very important variable is the un-equal sensitivity of individuals’ skins to the same exposure.

The first objective of the model is to estimate a realistic UV exposure of a person’s body starting from behavioural information, including location, activity and clothing. The first step is to compute the physical UV radiation field at the location of the person. This calculation takes into account the various physical factors influencing the UV radiation intensity (solar zenith angle, ozone column, cloudiness, aerosols, surface albedo and altitude). The output of this calculation is the erythemal UV radiance field (both direct and diffuse). The values attributed to the physical influencing parameters can be set according to a scenario, from local measurements and/or be extracted from MSG images, which allows taking into account the geographical variability of the radiation. As the radance calculation needs to be performed many times (e.g. every 15 minutes within the exposure time windows of the person) only a plane-parallel radiative transfer model is practicable (due to CPU time). Such a model cannot take into account the local environment (buildings, trees, local topography). In a later stage, it is conceivable to build a database of local environment corrections factors (to be applied to the radiance field) by using a 3-dimensional radiative transfer models. In the first version of the exposure model, the local environment corrections will be introduced as reduction factors directly on the exposure. A number of such reduction factors can be found in the literature, usually obtained from experimental work. Fig. 4 shows three different radiance fields as computed with the UVspec code.

Having the radiance field, the exposure of an arbitrarily oriented surface can be computed. A very simple example is to select three orientations: horizontal, vertical and 45 degrees. As a very first approximation, they may be representative of the shoulders, face and nose of a person in an upright position. Exposure of different parts of the body can then be estimated as weighed averages on the orientation, which are dependent on the activity (e.g. standing when walking or running, lying when sun tanning on a beach, etc.). At this stage reduction factors corresponding to clothing or the use of sun creams can be taken into account.
As an example, Fig. 5 shows the potential daily face exposure of a hypothetical office worker living in Düsseldorf. On working days, he is exposed on his way to and from the office and when he is jogging at lunchtime. He is more strongly exposed during the week-ends as a result of outdoor activities (sport, gardening). He is also spending a week skiing in Kitzbühel in March and having a two weeks holiday period on a Greek island (Rhodes) in August. The exposure is expressed in MEDs (Minimal Erythema Dose) for a skin type II (typical of a northern European). The MED is the dose, which if exceeded will produce an erythema. The main conclusion would be that the office worker in Düsseldorf has practically no risk of erythema in his daily life; the risk exists only during holidays. One can also notice that the holiday periods, even if short, account for about half of the total yearly exposure.

These results are very difficult to validate. Comparison with dosimetry measurements performed by positioning polysuphone films on mannequins (Fig. 6) for various periods and meteorological conditions have nevertheless shown that the model succeeds in catching the variability of the exposure of various parts of the body (Fig. 7).
6. CONCLUSION

MSG is allowing continuing the climatological dataset of UV radiation over Europe that had been undertaken with METEOSAT 2 to 7. These data have been and are used for impact studies in various fields. With the higher temporal frequency of the images and tanks to the near-real time reception via Eumetcast it has also enabled other practical applications such as near-real time UV index maps and human exposure modelling taking into account the activity schedule of a person.
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ABSTRACT

The objective of our work is to estimate the net heat exchange across the air-sea interface in the tropical and subtropical Atlantic Ocean using mainly satellite data. The net flux and the various terms will be used to study the processes in the upper ocean related to changes in sea surface temperature (SST). This variable influences atmospheric circulation and is indicative of upper ocean circulations in this area. We employ data from METEOSAT-7 and 8 and from the Special Sensor Microwave/Imager (SSMI) for the shortwave and longwave radiative fluxes and for estimates of SST. For turbulent flux calculations, we use the bulk aerodynamic method with satellite estimates for wind speed and atmospheric humidity and temperature. We expect our work to shed light on rainfall regimes in Africa and South America and on the changes and slope of the tropical thermocline structure in the Atlantic Ocean.

1. BACKGROUND

Climate variability associated with phenomena such as frequency of hurricanes, precipitation in western Africa and northeastern Brazil, results from interactions between the atmosphere and oceans. From the atmosphere's perspective, this exchange is reflected in varying SSTs. It is, therefore, important to look at the sources of the Tropical Atlantic Variability (TAV), as discussed in [1]. The relevance of TAV to climatic variability can be illustrated by considering the leading empirical mode of North Atlantic SST anomaly variability [2]. This mode shows large amplitudes over the tropical (and extra-tropical) North Atlantic and is dominated by multi-decadal time scales. On these long time scales, the North Atlantic mode is associated with changes in tropical Atlantic hurricane activity [3]. On shorter interannual-to-decadal time scales, the relevant factor behind TAV is the SST meridional gradient. In the west, it affects the West African Monsoon (WAM). In the east, the SST gradients influence atmospheric circulation, leading to increased wind speeds and a shift in the location of the Inter-Tropical Convergence Zone (ITCZ), thereby affecting precipitation in the Nordeste province of Brazil [4,5]. SST anomalies in this region appear to be very closely coupled to surface heat flux variations [6,7,8]. Since the key environmental variable for Atlantic climate is SST, understanding the surface heat fluxes which force the observed SST variability is at the heart of Atlantic climate research.

The Atlantic Ocean provides a very good test region for attempting to sum all the flux terms and arrive at a reasonable net flux, because there are surface buoys in the tropical region, research vessels, and many volunteer observing ships to provide in situ data for anchoring the satellite estimates. The separate terms and the net can be tested independently by using the satellite-derived fluxes with an upper ocean reanalysis model (e.g., the Simple Ocean Data Assimilation (SODA) model [9]) to compare with forcing provided by atmospheric reanalysis models. The satellite net flux estimates can be also evaluated by comparison with the net gain or loss of heat by the ocean in certain regions to altimetric estimates of the sea surface height change over time.

Our period of study overlaps the African Multidisciplinary Monsoon Analysis (AMMA), which has Special Observing Periods scheduled in 2006 with a research vessel, the Ronald H. Brown, stationed in a region west of Africa. Patterns of SST and their variability in time and space will be investigated in relationship to the West African Monsoon and its variability.

We aim to evaluate accurately all the following terms in the air-sea energy exchange for the period 1992-2006.

\[ H_{net} = SW_{up} + SW_{down} + LW_{up} + LW_{down} + LHF + SHF \] (1)

where \( H_{net} \) is the net energy budget, with a positive value indicating loss from the ocean, i.e., vertical coordinate positive upwards; \( SW \) refers to solar radiation at the air-sea interface directed up or down; \( LW \) is the surface longwave radiation, 3-50 μm, directed up or down; \( LHF \) is latent heat flux due to evaporation; and \( SHF \) is sensible heat flux.

In section 2 we describe the methods and data used for the radiative transfer calculations, which are central to the METEOSAT-8 work. In section 3 we briefly describe the
methods and data used for the turbulent fluxes of heat and water vapor [10]. Section 4 presents the evaluation of the accuracy of the fluxes, and section 5 presents examples of the fields we are producing with some discussion. Section 6 gives a short summary and presents the plans for completing the collection of all the variables needed to force an ocean circulation model independent of atmospheric numerical models.

2. METHODS FOR RADIATIVE FLUXES

A key role in the budget is played by the radiative fluxes. Under the International Satellite Cloud Climatology Project (ISCCP), e.g., [11], time series of cloud cover were produced, as well as surface radiative flux estimates at 2.5° resolution and 3-hourly time scale and are available for a period of about 20 years [12,13]. The temporal variability of clouds has a strong effect on the estimated surface fluxes, and the low spatial resolution of ISCCP, therefore, limits use of its data in smaller scale studies. The recent observations from METEOSAT-8 developed by the European Space Agency (ESA) and the European Organization for the Exploitation of Meteorological Satellites (EUMETSAT) [14,15] are well suited to improve estimates of radiative fluxes. Our strategy to obtain long term information on radiative fluxes is: evaluation of SW radiative fluxes as available for longer time periods from geostationary platforms against the improved METEOSAT-8 observations during periods of overlap, so the inaccuracies in the longer time series can be estimated; development of an approach to derive long-wave fluxes; and development of capabilities to account for the radiative effects of aerosols. The SW radiative fluxes to be evaluated against METEOSAT-8 are based both on the ISCCP DX data gridded at 0.5° resolution and the high resolution METEOSAT-7 (Fig. 1).

Observations from METEOSAT-8 are well suited to improve estimates of surface radiative fluxes and can serve as a calibrator of longer time series and as a precursor of the next generation of U.S. geostationary satellites, GOES-R. Only recently, large scale information on aerosol properties is becoming available [17,18]. Over oceans, aerosol information is available from several sources, e.g., the Goddard Institute for Space Studies (GISS), the Moderate Resolution Imaging Spectroradiometer (MODIS), from chemical transport models (COGART), and from amalgamation of satellite products, chemical transport models, and observations (e.g., AERONET). We have improved our surface radiative flux retrieval methodology by incorporating a representation of aerosol optical properties [19].

SST is an important factor in determining the net heat fluxes at the sea surface; it enters into the calculation of the net long wave radiation and the turbulent fluxes of both sensible and latent heat. Errors in satellite SST have been identified as major contributors to errors in the flux fields. Algorithms to estimate SST from Spinning Enhanced Visible and Infra-Red Imager (SEVIRI) observations have been developed [20], implemented, and partially evaluated. An example of SST over the Atlantic as derived from the SEVIRI four channel algorithm is shown in Fig. 3. Several methods have been implemented to derive downwelling LW. We used the approach of [21] implemented with the brightness temperatures of SSM/I microwave channels (as provided by R. Ferraro, private comm.). (See the lower channel and used to infer surface SW fluxes. A modified version of this algorithm allows for the use of independent information on clouds and aerosols. Such a version [16] was used to derive SW fluxes from METEOSAT-8. The cloud information was derived independently (R. Hollmann, private comm.). A preliminary comparison between METEOSAT-7 and 8 over part of the Atlantic is shown in Fig. 2.

Figure 2. Initial comparison of SW fluxes from METEOSAT-7 (upper panel) and 8 (lower panel) for Sept. 5, 12 UTC.

In the original version of the University of Maryland Surface Radiation Budget (UMD/SRB) algorithm [13], cloud information is derived from the relevant visible
3. METHODS AND DATA USED FOR TURBULENT FLUXES

The two energy budget terms, LHF and SHF, are obtained from the bulk aerodynamic formulas of [23]:

\[
LHF = -\rho \cdot L \cdot C_{E}(U_{s} - U_{0}) (q_s - q_a) \tag{2}
\]

where \( U_s \) is the mean wind speed at 10 m height and \( U_0 \) is the current speed at the sea surface, usually set to zero; \( q_s \) is the saturation vapor pressure at the sea surface, corrected for salt effects, and simply a function of SST; \( q_a \) is the atmospheric humidity at the reference height, 10 m; \( C_{E} \) is the exchange coefficient for water vapor; and \( L \) is latent heat of evaporation. \( C_{E} \) is the exchange coefficient calculated from [24].

SHF has a similar equation:

\[
SHF = -\rho C_{p} C_{H} (U_{s} - U_{0}) (T_{s} - T_{a}) \tag{3}
\]

where \( T_s \) is SST; \( T_a \) is the air temperature at 10 m height; \( C_{p} \) is the specific heat at constant pressure; \( \rho \) is air density; and \( C_{H} \) is the exchange coefficient for sensible heat.

Turbulent exchange coefficients are crucial for the calculations of the turbulent fluxes, namely the Dalton number, \( CE \), and the Stanton number, \( C_{H} \), which we set equal to \( C_{E} \). The most recent summary of work on \( C_{E} \) in the past 25 years is found in Fig. 4 after [25].

Estimates of the surface wind are a product of merged data of vector winds from scatterometers including those on European Remote Sensing satellites 1 and 2 (ERS 1 and 2), the NASA scatterometer (NSCAT), and Quikscat with wind speed estimates from microwave radiometers. Estimates of the humidity difference between the air-sea interface and the atmosphere are made using SSTs to obtain \( q_s \). The term \( q_a \) is proportional to the column integrated water vapor, obtained from the SSM/I in the U.S. Defense Meteorological Satellite Program [26,27,28]. The protocol for the flux calculations is the one developed by the satellite group at the Institut Francais de Recherche pour l'Exploitation de la Mer (IFREMER), [10].

Figure 4. Dalton number at high winds are recent results from [25] obtained from aircraft in the CBLAST program plotted together with the HEXOS program fit from [29]. The symbols represent various experiments (details are not repeated here).

The sensible heat flux calculation using Eq. 3 requires that one obtain the atmospheric air temperature \( T_{a} \) at a reference height of 10 m from space. As proposed by [30], \( T_{a} \) can be estimated using the Bowen ratio, which is defined by:

\[
\beta = \frac{C_{p} C_{H} (T_{s} - T_{a})}{L C_{E} (q_s - q_a)} \tag{4}
\]

where \( \beta \) is the Bowen ratio, the other variables are defined above. The method assumes a constant value for the Bowen ratio which is an approximation that is quite good in the tropics, where the value is close to the chosen value, 0.1. Eventually, some other method may be found for SHF, or atmospheric numerical models at high resolution and with data assimilation may increase in accuracy beyond what this method offers. (See work by [31], who attempt this idea.) Since SHF is typically a small term in the tropics, our approximate method is not a serious handicap for our objectives.
We plan to calculate a time series of all the energy flux terms for the period 1992 through 2006. However, the accuracy will be somewhat variable over that time span. In order to minimize uncertainties and still retain the interesting spatial and temporal variability, we focus on weekly averages and 0.5-1.0° resolution in the gridded flux fields. We expect this to be an adequate time resolution for the ongoing ocean modeling work. At the minimum, it will provide the required check for biases in flux products of the atmospheric reanalysis.

4. EVALUATION OF THE SURFACE FLUXES

Individual terms in the surface energy budget will be checked against fluxes calculated from mean meteorological measurements at buoy sites of the Pilot Research moored Array in the Tropical Atlantic (PIRATA), e.g., [32].

The net surface energy budget will be evaluated in three ways:

1. through estimation of the local storage and horizontal advection of heat based on simultaneous reanalysis of ocean temperature and currents. This will be a check on the net heat storage [33].

2. through comparison with the heat budget at fixed mooring sites in the tropics, which can be used to check on our integrated net flux, e.g., [4].

3. through comparison with changes in steric sea level estimates from satellite altimetry as a further check on net heat loss or gain.

5. SOME RESULTS

We have been able to follow wind bursts and the associated evaporation variations across the Atlantic Ocean and into the Caribbean [34]. We present here just one example of three individual terms in Eq. 1. Fig. 5 shows three-month averages over the months of January, February, and March in 1996 of latent heat flux, short wave downward radiation, and net longwave heat flux. We note the effects of the cloudiness associated with the ITCZ just north of the equator in the SW radiation and the maximum solar heating south of the equator at this time of year. The net longwave flux is close to zero in the deep tropics due to the humid atmosphere and cloudiness causing large values of downward longwave radiation. To the north and south, there are relatively large net longwave losses in the clearer, drier atmosphere of the subtropical high pressure regions. Latent heat flux is very small from the cold upwelling waters off Africa, both north and south of the equator. The role of the tradewinds in enhancing the evaporation is clearly seen with very large values just north of South America and along the Gulf Stream.

6. SUMMARY AND PLANS

We have methods and data to obtain all the terms in Eq. 1 using satellite techniques. We will analyze the net heat flux for the integrated values over months and years and study the relationship to known advection in the ocean, SST changes and climate signals, such as the drought in West Africa. We will then test whether these fluxes produce more realistic oceanic circulations when forcing the ocean reanalysis models (compared with atmospheric model fluxes).

For the complete oceanic model, we need in addition to the heat flux, the momentum flux and the net mass flux. The momentum flux for a daily gridded field is obtained already quite accurately. Net heat flux will be available as a weekly gridded field (due to the uncertainty in the latent heat flux), but the radiative fluxes can be had at finer temporal resolution.

To fully cover the forcing fields that drive the ocean circulations, one also needs the mass flux, i.e., the net salt flux as a difference between evaporation and precipitation. We plan to use the evaporation calculation together with existing precipitation estimates, such as produced by [35] from multiple satellites and spectral regions (microwave, IR, and visible measurements). From these sources we can then calculate the salt flux/salinity variation.

Future satellite systems will improve the coverage and accuracy of all the sensors employed today. However, in order to develop a long time series worthy of a climate record, we also must use the existing time series as soon as possible. This requires that we continuously test and refine our methods, as presented here, and work towards better measurements and increased sampling of the relevant variables. The existing data already allow analysis of the variability and trends in the tropical atmosphere and ocean structure, and their relationship to important human environments such as continental Africa, South America, and the North American storm track region.
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ABSTRACT

The Satellite Application Facility for Land Surface Analysis hosted by the Portuguese Meteorological Institute in Lisbon generates and distributes value added satellite products for numerical weather prediction and environmental applications in near-real time. Within the project consortium Météo-France is responsible for the land surface albedo and down-welling short-wave radiation flux products. Since the beginning of the year 2005 Meteosat Second Generation data are routinely processed by the Land-SAF operational system. In general the validation studies carried out so far show a good consistency with in-situ observations or equivalent products derived from other satellites. After one year of operations a summary of the product characteristics and performances is given.

Key words: Surface Albedo; Down-welling Radiation; Land-SAF.

1. INTRODUCTION

The land surface albedo and down-welling surface short-wave radiation flux (DSSF) products are both derived from the 0.611m, 0.8μm, and 1.6μm channels of the SEVIRI instrument. Albedo maps are provided once a day based on the most recent cloud-free observations available. Instantaneous estimates of the short-wave radiation flux are calculated with a temporal frequency of 30 minutes. The products are currently classified as "pre-operational" which signifies according to the relevant EUMETSAT terminology that they are "able to satisfy the majority of applicable requirements" and have been considered "suitable for early distribution to SAF users with documented limitations". Four continental windows (Europe, North of Africa, South of Africa, and South America) are separately processed in the Land-SAF system. The product files are disseminated in the native MSG/SEVIRI projection with a specified timeliness of three hours via the Land-SAF website (http://lansaf.meteo.pt/) and by the EUMETSAT broadcast system EUMETCast.

2. SURFACE ALBEDO

The surface albedo quantifies the fraction of incident solar radiation that is reflected by the Earth's surface. It constitutes an important element for characterising the surface energy balance. Since the albedo is "relatively close" to the physical measurements obtained by remote sensing one can expect to retrieve this quantity with a reasonable accuracy.

2.1. Methodology

The retrieval scheme comprises four successive steps: First the measured top-of-atmosphere radiances delivered by the satellite instrument are corrected for atmospheric effects in order to convert them into the corresponding top-of-canopy (TOC) reflectance factor values. The spectral TOC-reflectances then serve as the input quantities for the inversion of a linear model of the bi-directional reflectance distribution function (BRDF) which quantifies the dependence on the illumination and observation geometry. Spectral albedo values in the instrument channels are determined from the angular integrals of the model functions with the retrieved parameter values. Finally, a narrow- to broad-band conversion is performed with a linear regression formula.

Technically the processing chain comprises two distinct modules - one for atmospheric correction and one for model inversion and directional and spectral integration. The atmospheric correction module is applied separately on each image directly after acquisition. The inversion and albedo calculation module, on the other hand, operates on a set of TOC-reflectance images collected during one day. By using the previous inversion result as a priori information in a recursive scheme, a temporal composition of the information over a longer time period can be achieved in order to guarantee the coherence and completeness of the product while still preserving a rather high temporal resolution. The physical and mathematical background of the algorithm is explained in the Product User Manual [1] available on the project website. Relevant references are also listed in this document.


Figure 2. Left: Example for the uncertainty estimates (total broad-band directional-hemispherical). Right: The quality (or processing) flag for the 15th of February 2006. The processed areas appear in green, light blue (continental water), or grey (snow), and unprocessed areas in blue (ocean) and yellow.
The albedo product is generated on a daily basis. It comprises spectral albedo estimates corresponding to the three used SEVIRI channels as well as broad-band albedo estimates for the three used SEVIRI channels as well as broad-band albedo estimates for the visible [0.4μm, 0.7μm], near infrared [0.7μm, 4μm], and total short-wave [0.3μm, 4μm] intervals. Full disk example images generated by re-composing the four continental windows are shown in Fig. 1. The provided quantities include the directional-hemispherical (or 'black-sky') albedo at local solar noon and, for the spectral and total broad-band estimates, also the bi-hemispherical (or 'white-sky') albedo. The latter corresponds to the presence of direct illumination only.

For each of the albedo quantities an uncertainty estimate is calculated by propagating estimates for the non-correlated (random) part of the input data errors through the model inversion (see the Product User Manual for details). The resulting values therefore quantify the contribution to the uncertainty due to random error sources and depend mainly on the number of observations available, the estimated TOC-reflectance errors, and the respective angular configuration. Sources of systematic errors, e.g. instrument calibration, are not taken into account in these uncertainty estimates. An example is depicted in Fig. 2. The quality flag also shown in this figure contains information about the land/water mask, the processed regions and potential snow cover.

Finally, Fig. 3 shows the resulting time series for two example sites. The largest albedo changes are provoked by snowfall and snowmelt. The seasonal evolution of vegetation and changes of soil humidity also induce temporal variability of the surface albedo. The product time series may still contain high frequency noise caused by uncorrected atmospheric effects (e.g. due to variations of the aerosol concentration on small time scales) or by potential problems in the elimination of observations affected by clouds or cloud shadows. The rapidly increasing uncertainty estimates that can be seen for example at the end of December reflect the lack of information during periods without useful observations due to persistent cloudiness.

2.3. Validation

The albedo product has been (indirectly) validated by comparing it to the respective product derived from observations of the MODIS instrument [2], which is generally considered as being of good quality and suitable as a reference quantity. We re-projected the higher resolution MODIS product to the MSG/SEVIRI grid within the European continental window. For each original MODIS pixel the "closest" SEVIRI pixel was determined and afterwards the albedo estimates for all MODIS pixels assigned to a given SEVIRI pixel were averaged. The MODIS product is generated with a temporal composition window of 16 days. In order to reproduce the temporal characteristics as closely as possible with the MSG data, the internal TOC-reflectance files provided by the operational system were re-processed to generate daily albedo estimates, which were then averaged over the relevant MODIS period. For expressing the validation results in a quantitative way we determine the bias - defined as the average of the difference between the two estimates and the standard deviation of that difference. The temporal evolution of the validation statistics from June 2005 to March 2006 is visualised in Fig. 4. The position of the symbols in the graphs indicates the bias, and the length of the bars (from the centre to each end) corresponds to the standard deviation as defined above. The calculation of the statistics was restricted to those pixels for which the Land-SAF uncertainty estimate is below 0.10 and the MODIS quality flag indicates a high confidence.

Until the month of October, the biases between the Land-SAF and MODIS products are negligible for the near infrared and total short-wave ranges and in the order of +0.015 for the visible range. The standard deviation in absolute units ranges between 0.015 for the visible and up to 0.03 for the near-infrared and total short-wave ranges. However, owing to the lower level of the albedo values, the discrepancies in relative units are the largest for the visible broad-band estimates. The results tend to deteriorate during winter, which may be related to the unfavourable observation conditions (clouds, low solar elevation), the smaller number of data points entering the validation statistics, and the different treatment of snow cover in the Land-SAF and MODIS algorithms. The validation studies will be pursued in more detail by considering the spectral albedo quantities and by investigating the performance as a function of season, geographic position, surface type, snow cover, precipitation, or atmospheric composition.
3. DOWN-WELLING SURFACE SHORT-WAVE RADIATION

The down-welling surface short-wave radiation flux (DSSF) refers to the radiative energy in the wavelength interval [0.3μm, 4.0μm] reaching the Earth's surface per time and surface unit. It essentially depends on the solar zenith angle, on cloud coverage, and to a lesser extent on atmospheric absorption and surface albedo.

3.1. Methodology

The method for the retrieval of DSSF currently implemented in the Land-SAF system largely follows previous developments achieved at Météo-France in the framework of the SAF on Ocean & Sea-Ice [3]. Separate algorithms are applied for clear sky and cloudy sky situations. In the presence of clouds, the down-welling radiation reaching the ground is considerably reduced. The DSSF is strongly anti-correlated with the observable top-of-atmosphere reflectances: The brighter the clouds appear on the satellite images, the more radiation is reflected by them and the less radiation reaches the surface. In this case the top-of-atmosphere albedo is first calculated from the observed directional reflectance values by applying a broad-band conversion and an angular dependence model. The top-of-atmosphere albedo then serves as the most important input information for a simple physical model of the radiation transfer in the cloud-atmosphere-surface system. In the clear sky method the DSSF estimate is directly determined with a parameterisation for the effective transmittance of the atmosphere as a function of the concentration of atmospheric constituents. A more detailed description is given in the Product User Manual [4].

3.2. Product Characteristics

The DSSF estimates are currently calculated at intervals of thirty minutes based on every second slot of MSG/SEVIRI images. The values are derived for the instantaneous acquisition time of each image line. The SEVIRI scans are performed from South to North. At the Northern edge of the image the reference time therefore deviates from the nominal slot time by up to twelve minutes.

The DSSF product files comprise the physical estimate as well as a quality flag. An example is given in Fig. 5. In the visualisation of the quality information the green colour refers to the regions for which the clear sky method was applied, the yellow colour indicates the application of the cloudy sky method, and the blue colour marks the ocean for which no estimates are derived. The other colours appearing in the legend refer to particular cases which do not occur very frequently. The detailed signification of the bit codes is explained in the Product User Manual.

3.3. Validation

Up to now the validation studies have been based on the Baseline Surface Radiation Network [5] stations of Carpentras (France) and Toravere (Estonia) for which data concomitant with our product time series were already available. In addition we had access to in-situ data from ground measurement stations run by the Land-SAF project in Evora (Portugal) and by Météo-France in Roissy (France).

In general a good agreement between the satellite estimates and the in-situ data is observed when comparing the daily time series. A few examples are shown in Fig. 6. In the unfavourable case depicted for Roissy with a rather large dispersion, the discrepancies cannot entirely be attributed to deficiencies of the retrieval method. The example also illustrates the limitation of the validation approach when the conditions are highly variable in space and time. At least part of the dispersion is a consequence of comparing a local measurement with an estimate for a rather extended image pixel.

For validation purposes we also calculated daily averages of the Land-SAF DSSF product for the pixels corresponding to the validation sites. This is helpful for comparing the quantitative validation statistics to those
of other products which are not available as instantaneous estimates. The daily values are determined by averaging all available (day-time) Land-SAF DSSF estimates for a given day. For comparison only the in-situ measurements corresponding to the product time slots actually used for the determination of the “daily DSSF product” are then also averaged to obtain the corresponding “daily averaged in-situ measurement”. (Note that this prescription is useful only for our validation purposes, but not appropriate for generating a daily averaged DSSF product meant to be distributed and utilised. For this purpose the problems of temporal reference for the average and the treatment of missing data would have to be considered much more carefully.)

The temporal evolution of the statistical quantities - bias and standard deviation - for all four stations combined over the whole available validation period is shown in Fig. 7. Monthly sub-samples of the validation data points are considered in order to illustrate a possible temporal evolution of the product quality. From the top left to the bottom right the panels show the results for the data points processed with the clear sky method, for the cloudy sky method, for all processed day-time data points combined irrespective of the method applied, and for the daily averaged DSSF values which were calculated for validation purposes only as described above. The top left plot for clear sky also includes the bias values (but not the standard deviation) for morning and afternoon data points separately. Considering the whole validation period and all sites there is a small positive bias in the order of $5 \text{ Wm}^{-2}$ for both clear and cloudy sky situations. The standard deviation is in the order of $40 \text{ Wm}^{-2}$ for the clear sky and $115 \text{ Wm}^{-2}$ for the cloudy sky (instantaneous) estimates while it reduces to $30 \text{ Wm}^{-2}$ for the daily averaged values.

4. PERSPECTIVES

In general the validation results obtained so far show a good consistency with in-situ observations or equivalent products derived from other satellites. Nevertheless the present Initial Operational Phase still allows us to adjust the algorithms and implement some methodological improvements. In addition to continued validation studies we intend to test the application of the products in surface and NWP models in order to get a direct feedback for further development.

For the albedo algorithm minor adjustments of the narrow- to broad-band conversion relations may be required depending on the results of extended validation studies. In addition, the quality of the input information for the atmospheric correction scheme needs to be improved. In particular the presently employed climatology for the aerosol optical thickness should later be replaced by a dynamic aerosol product in order to remove from the surface albedo time series potential spurious fluctuations caused by unaccounted atmospheric variability.

The directional-hemispherical albedo is given for a reference angle corresponding to the local solar noon. We plan to provide a parameterisation which enables the user to calculate the diurnal albedo cycle. In addition to the currently available albedo product, which is suitable for near real time applications, we also envisage the implementation of a variant with different temporal characteristics based on the accumulation of the observations acquired within a “classical” temporal composition. Such an approach is appropriate for example for deriving a climatology of the variables characterising the surface properties.

After the launch of the first satellite of the MetOp series, the data acquired by the AVHRR instrument onboard will also be processed and exploited by the Land-SAF system. Owing to the complementary observation geometry resulting from the polar orbit, the additional information will be particularly beneficial for the albedo product - provided that technical problems such as geo-location and channel inter-calibration can be controlled with sufficient precision. It is planned to merge the data at the level of the TOC-reflectance factor by inverting the BRDF model with observations from both the SEVIRI and AVHRR instruments. Especially for high latitudes during winter this will significantly improve the constraints for model inversion and hence the quality of the result.

Concerning the DSSF estimates for cloudy sky conditions there is still some room for improvement by fine tuning and adapting some of the parameters used in the algorithm or by exploiting additional information such as the cloud type. For clear sky we envisage to re-formulate the currently applied parameterisation as a function of the aerosol optical thickness for which we expect that a dynamic estimate will be available in the near future in the framework of other projects.

In addition to the presently available instantaneous flux estimates it is planned to implement a daily averaged or integrated product during the forthcoming project phase. By taking into account the observations delivered by the polar-orbiting system this product could be improved and extended towards high latitudes beyond the region covered by the Meteosat disk.
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Figure 5. The DSSF estimate (left) and the corresponding quality (or processing) flag information (right) generated for the 15th of February 2006 at 12:00 UTC.

Figure 6. Examples for daily time series of DSSF estimates and in-situ measurements at the ground validation stations. The colour code of the dots is the same as for the quality flag in the previous figure.

Figure 7. Temporal evolution of bias and standard deviation between the Land-SAF DSSF estimates and ground measurements for all validation stations combined (Carpentras, Roissy, Evora, and Toravere).
MSG SEVIRI DATA FOR VEGETATION MONITORING AND LAND SURFACE PROCESS MODELING IN AFRICA

Inge Sandholt, Simon Stisen, Rasmus Fensholt, Mads O. Rasmussen, Anette Noergaard, Karl M. Iversen, Torsten Bondo and Synne H. Svendsen

Department of Geography, University of Copenhagen, Oester Voldgade 10, 1350 Copenhagen K (Denmark), Email: is@geogr.ku.dk

ABSTRACT
The processing of MSG-SEVIRI data at the Department of Geography, University of Copenhagen is presented. Spectral reflectances, vegetation index, surface and air temperature are being estimated for the African continent, and in this study compared to in situ measurements in West Africa. A potential application area is illustrated by applying the data as input to a regionalized SWAT model for the Okavango delta.

1. INTRODUCTION
Monitoring and modeling of dynamical systems requires a high temporal frequency of data. This can be achieved by using data from the SEVIRI sensor on board the Meteosat Second Generation satellite, with its improved capabilities for vegetation monitoring and higher accuracy in surface temperature in comparison to previous geostationary systems. SEVIRI scans the globe-disk centered over Africa with a temporal frequency of 15 minutes, which meets the requirements for input data from a range of models of land surface processes. The high temporal resolution also makes MSG-SEVIRI data a reliable data source for vegetation monitoring because of a higher chance to obtain cloud free image acquisitions. At the Department of Geography, an MSG-SEVIRI processor has been set up, with the aims of providing an improved product for vegetation monitoring as compared to data from Polar Orbiting Satellites, and to provide robust and consistent time series of input data for Land Surface Process and Distributed Hydrological Modeling. Special attention has been payed to the African continent, where access to suitable data has previously made these types of studies difficult. In this paper, the processor and the preprocessing steps will be described, including the correction of atmospheric effects of the visible, near infrared and thermal channels. Evaluation of the estimated variables are done by comparing to in situ measurements, and potential improvements of land surface modelling performance, is illustrated using an example from the Okavango Delta.

2. METHOD
A processing system has been set up using IDL routines partly based on the ‘SEVIRI Native format pre-processing toolbox’[1]. The processing steps include geo-rectification, calibration and atmospheric correction of the visible and near-infrared bands (1, 2 and 3) using the SMAC algorithm. Further Normalized Difference Vegetation Index (NDVI), Land Surface Temperature (LST) and air temperature are derived.

2.1 Preprocessing
The MSG-1 SEVIRI data is received as MSG level 1.5 data through the EUMETCast HRIT transmission service using Hotbird-6 and pre-processed using MSG Data Manager Pro by David Taylor [2]. Output from the data manager is in 16 bit pgm file format. Channels 1 to 11 are then imported into IDL and calibrated using the calibration coefficients provided with the data stream over EUMETCast.

2.2 Atmospheric correction of bands 1-3.
The atmospheric correction of the red, near-infrared and SWIR bands from Top Of Atmosphere (TOA) reflectances into surface values is done using the SMAC algorithm (a Simplified Method for the Atmospheric Correction of satellite measurements in the solar spectrum) [3], an approach used by the Land SAF as well [4]. SMAC is a simple and fast technique based on the SS code applicable to a range of satellite sensors and it accounts for atmospheric absorption and scattering due to gaseous constitutions and aerosol content of the atmosphere. We have used the coefficients developed by Beatrice Berthelot [5], for the three channels. The accuracy of the SMAC code decreases for solar zenith angles greater than 60°, for viewing angles greater than 50°, and for optical depths greater than 0.8 at 550 nm [3]. Thus, the algorithm is applicable for SEVIRI data for the major part of the African continent; viewing angles larger than 50° are found in the fringes of the continent only.
Daily values of atmospheric composition (water vapour, aerosols, and ozone) are derived from the Level-3 MODIS Terra and Aqua Atmosphere Daily Global Products, which are sorted into 1×1° cells on an equal-angle grid. Ideally water vapour, aerosols, and ozone should be derived directly from SEVIRI data enabling an accurate temporal correspondence between the scene to be corrected and atmospheric input data for correction. At present time the MODIS data are however the best solution even though diurnal variations in water vapour and aerosols occur; potentially introducing inaccuracies in the diurnal range of observed NDVI.
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The MSG SEVIRI processor as implemented at the Department of Geography, University of Copenhagen. Processing steps for Channels 1-3.

The estimate of errors in retrieving the total atmospheric water vapour and total ozone are both 10% [6] and the aerosol optical thickness (Ta) can be sensed with an estimated error of Ta = 0.05 to 0.1 for small optical thickness, increasing to 20-30% for high optical thickness [7]. Daily composites of the entire African continent are performed from the MODIS Terra morning and Aqua afternoon over pass by simple averaging. A standard distribution filter is applied to fill out data gaps generated by the orbital coverage of Terra or Aqua data and finally data are resampled by bilinear interpolation to match the MSG SEVIRI pixel size.

2.3 Normalized Difference Vegetation Index

NDVI is based on the difference in reflectance in the red and near infrared part of the electromagnetic spectrum [8]. In case of the MSG SEVIRI sensor, NDVI is calculated using bands 1 and 2:

\[
NDVI = \frac{\rho_{0.6} - \rho_{0.8}}{\rho_{0.6} + \rho_{0.8}}
\]

Where \( \rho_{0.6} \) and \( \rho_{0.8} \) are the surface reflectances of band 1 and 2 respectively (after atmospheric correction).

2.2.2 Land surface temperature

Land surface temperature (LST) is calculated using the simplified split window approach developed by [9] using MSG SEVIRI band 9 and 10 centred at 10.8 and 12.0 µm respectively:

\[
T_s = T_{10.8} + [3.17 - 0.64 \cos \theta] (T_{10.8} - T_{12.0}) + 0.05 - 0.157 (T_{10.8} - T_{12.0})^2 + 65 - \frac{4}{\cos^2 \theta} [1 - \varepsilon] + \frac{51}{\cos \theta} W(1 - \varepsilon) + 180 \frac{24}{\cos \theta} \Delta \varepsilon + \left[ -4 + 34 \cos \theta \right] W \Delta \varepsilon - 0.6
\]

Where \( T_s \) is the surface temperature, \( T_{10.8} \) and \( T_{12.0} \) are the calibrated radiances measured by the sensor in bands 9 and 10 respectively, \( \varepsilon \) is the effective mean emissivity of the ground, \( \Delta \varepsilon \) is the difference between the emissivity of the ground for bands 9 and 10 respectively [9], \( W \) is the total atmospheric water vapour (in g/cm²), \( \theta \) is the view zenith angle. The method requires information on the band specific emissivity of each MSG pixel which is found using the Vegetation Cover Method proposed by [10] which expresses the emissivity as a linear combination of the ground and vegetation emissivity weighted according to the fractional vegetation cover (FVC) (see eq. 3).

The land cover map and band specific emissivities for each class were obtained from [11].

\[
e_i_{pixel} = e_i_{av} \cdot FVC + e_i_{bg} (1 - FVC)
\]

Currently NDVI from the GIMMS data set [Tucker, 2005] is applied for the estimation of FVC, as it provides a more realistic evolution of FVC compared to the MSG-derived NDVI values which contain noise due to angular effects (described later).

2.3 Air temperature

Air temperature, Ta, is obtained through investigation of the Ts-NDVI correlation, also referred to as the temperature-vegetation index (TVX), under the assumption that vegetation canopy temperature equals near surface air temperature. See [13] and [14] for details on the method. This method is very sensitive to the seasonal bias introduced by solar zenith angle variations in both Ts and NDVI, especially since these have same effect (overestimation of Ts and underestimation of NDVI). Further, this method requires a certain amount of vegetation and is thus only applicable during the growing season and only work between approximately 9:00 and 14:00 local sun time. These are important limitations when considering that the air temperature is needed as input for hydrological modelling, as the hydrological model need input data for every timestep, not only for parts of the day and parts of the year.

2.4 Validation data

Validation of the derived products is partly done by comparison with in situ measurements from a test site located in Dahra, Senegal (coordinates 15.436°W 15.410°N). Here, surface reflectances and radiances are measured using light and thermal infrared sensors.
mounted 10 meters above ground at nadir. The measured wavelengths matches the MSG SEVIRI sensor in the visible and near infrared bands. The site located in an area dominated by annual grasses and shrubs. Vegetation growth is mainly limited by water, thus making rainfall the main determinant on the amount of vegetation. Rainfall is highly variable from year to year, leading to large differences in biomass production between years. Comparing point measurements representing less than 50 m² with a single MSG-pixel representing somewhere between 25 and 40 km² requires that the area is very homogenous and that the variable in question scale linearly, both assumptions that do not hold in practice. On the other hand will such a comparison give an indication of the performance of the MSG-derived values as the surface conditions only vary slowly over the region.

The air temperatures are validated against synoptic data for 18 stations throughout and around the Senegal River Basin.

3. RESULTS AND DISCUSSION

3.1 Normalized Difference Vegetation Index

The NDVI was calculated from the MSG bands 1 and 2. Due to the changing sun–sensor geometry, NDVI is not static throughout the day [15]. Therefore, the NDVI values at solar noon ±2 hours have been averaged (after cloudmasking). Further a certain number of daily NDVI values have to be available before the average value is calculated. This is done to avoid outliers due to inaccuracies in the cloud mask which might allow for a few daily samples which are in fact influenced by unmasked clouds. This is not an optimal solution, but it does minimize some of the directional effects (though not taking influences of the view zenith angle into account). A proper description of the BRDF and a correction/normalization scheme of the reflectances are currently being investigated. Fig. 2 show the MSG-NDVI compared to in situ measurements from the Dahra test site from June 2004 until December 2005 (in situ measurements are only available during the growing season). The MSG NDVI values generally show higher variability than the in situ measured values, and in certain periods there are a large difference between the two NDVI estimates. During the 2004 growing season the MSG NDVI values are generally lower than the in situ measured values, and seem to peak later as well. During the 2005 growing season on the other hand, the MSG NDVI are generally higher than the in situ measurements, but perform better on the timing. Further the MSG NDVI seems to catch the two NDVI maxima caused by an early rain-event followed by a dry spell. For both 2004 and 2005 the MSG NDVI values are lower than the in situ measurements at the end of the growing season, especially in 2005.

![Figure 2. MSG derived NDVI and in situ measured NDVI at the test site in Dahra, Senegal.](image)

In order to overcome some of the angular effects in the derived MSG NDVI values, the BRDF corrected Land SAF albedo DH product was tested [16]. Using the spectral albedos for band 1 and 2, the NDVI was calculated for the growing season of 2005. Fig. 3 shows the Land SAF NDVI along with the “raw” NDVI (averaged values between 10:00 and 14:00 local sun time) and the in situ measured values. The Land SAF NDVI values show much higher variability than the averaged raw NDVI values, especially at the beginning of the growing season. The double peak discernable in the averaged raw NDVI values and in the in situ measurements can not be identified in the Land SAF NDVI time series. The maximum values in the Land SAF NDVI values are also considerably lower than the averaged raw NDVI values, but closer to the in situ measured values.

![Figure 3. MSG, LAND SAF and in situ measured NDVI for the Dahra test site for the growing season 2005](image)

3.2 Land surface temperature

The MSG derived land surface temperatures where compared with in situ measurements from the test site in Dhara, Senegal. Fig. 4 and 5 show the measured and MSG derived LST for the years 2004 and 2005. In situ measurements are only available during the growing season, and slightly longer for 2005 than for 2004. The
statistics for the two years show slightly better performance during 2005 with an $r^2$ value of 0.829 compared to 0.774 for 2004. The root mean square error (RMSE) is also slightly smaller for 2005 at 3.49 degrees Celsius compared to 3.96 degrees Celsius for 2004.

In 2005 the MSG seems to overestimate for high temperatures for a certain period, which is apparent in the scatterplot as a small cloud of points above the 1:1 line in the upper part of the plot. Further investigation into the reasons for this overestimation, reveal that it is caused by scaling effects between the MSG resolution and the ground measurements. On November 11th 2005 approximately 2/3 of the MSG pixel burned of during a large bushfire. But the area around the measuring site is left untouched by the fire. Due to the dark colour of the ground within the burned area, this part of the MSG pixel must be expected to get much warmer than the unburned area, resulting in much higher temperatures being recorded by MSG compared to the in situ measured temperatures. The apparent overestimation by MSG is thus not actually an overestimation but a scaling issue due to the fact that very different conditions exist between the area measured by MSG and by the thermal infrared sensors.

### 3.3 Air temperature

Air temperatures have been calculated using the TVX method [13], [14] and an example is shown in fig. 6 for the Senegal River Basin. The algorithm only works for cloudfree pixels and under certain ground conditions, and do thus not provide air temperatures for all pixels. The general pattern of the estimated air temperatures are as expected: Higher temperatures (bright colours in fig. 6) prevail in the northern regions where vegetation cover is sparse than to the south where more vegetation is present. There are though, a few areas in the north where much lower temperatures are found. Further analysis showed that some of these low temperatures are due to residual clouds not picked up by the MSG cloudmask. Other are located close to areas with open water surfaces which causes problems for the algorithm.

![Figure 5. MSG LST and in situ measured LST for 2005 (growing season only)](image)

As also mentioned in section 2.3, the algorithm only work under certain ground conditions and at certain times of day. In our study this limits the applicability of the algorithm to between 9:00 and 14:00 and only for the growing season (from approximately July 1st until the end of October). Geographically the method also seems to be limited in applicability to an area
stretching East-West across the Sahel region, and can thus not be applied successfully in either the dryer area to the north or to the more densely vegetated area to the south. Further the method is very sensitive to errors in LST and NDVI, which stresses the need for adequate correction for angular effects, atmospheric correction and for realistically varying time series (both in terms of diurnal and seasonal variations) of these variables.

4. IMPROVED MODEL RESULTS
One application of MSG data that benefit from the high temporal resolution of the MSG sensors, are distributed hydrological modeling. Further the presence of both a red, a near-infrared and thermal bands allow for assimilation of variables like LST and air temperature using the methods described above into these models. The data can be used either as input, as calibration parameters or for validation. In most cases, having spatially distributed estimates of LST and air temperature every third, or even every hour, will be a major step, compared to standard input which in many cases consist of synoptic data for one or a few meteorological stations located within or in the vicinity of the study area. Theoretically, data are available from MSG every 15 minutes, but less is in most cases sufficient to capture the diurnal variations sufficiently.

Fig. 7 shows a comparison between evapotranspiration simulated by two model runs of the MIKE SHE SVAT model which have been set up for the Okavango Delta in Botswana [17]. The difference between the two panels is the source of the air temperatures and global radiation. In the top panel the simulation is based on air temperature (3 hour resolution) and global radiation (hourly) derived from MSG compared to a daily mean air temperature and an estimate of global radiation based on daily sun-hours both from a synoptic station in the lower panel. At the time depicted in the figure, the north-western part of the delta is covered by clouds yielding much lower evapotranspiration rates in the model run using MSG data in this part of the delta. Contrary, the evapotranspiration rates in the south-eastern part of the delta are similar for both model runs. This example demonstrates the potential of using MSG-derived input in distributed hydrological models, though difficulties relating to clouds and missing data needs to be addressed.

5. CONCLUSIONS AND PERSPECTIVES
Based on SEVIRI data we are able to derive NDVI, Surface temperature and air temperature, with a temporal and spatial resolution sufficiently high so that the data can be used for input to a regionalized SVAT model. We are currently testing a method for estimation the water vapour content in the atmosphere from the split window channels based on the method developed by [18], allowing us to use MSG data only for the atmospheric correction. BRDF corrections have not been solved, and preliminary results based on a
comparison with LAND SAF data show that further work is needed, and work is in progress in that direction. We are also currently investigating the possibility of using the TIMESAT software [19] for creating a smoothed NOVI curve based on the MSG derived NDVI values.
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Abstract

The detection of forest fires and the determination of their parameters has been a task usually carried out by polar-orbit sensors, AVHRR (A)ATSR, BIRD and MODIS mainly. However, their time resolution prevents them from operating in real time. On the other hand, the new geostationary sensors have very appropriate capacities for the observation of the Earth and for the monitoring of forest fires, as is being proved. GOES, MSG and MTSAT are already operative with time resolutions less than 30 minutes, 15 minutes for MSG, objective of this paper, and they have led the international community to think that the global observation network in real time may become a reality. The implementation of this network is the aim of the Global Observations of Forest Cover and Land Cover Dynamics (GOFC/GOLD) FIRE Mapping and Monitoring program, focused internationally on taking decisions concerning the research of the Global Change. In this paper, the operation in real time by the MSG-SEVIRI sensor over the Iberian Peninsula is carried out. Its capacity to detect hot forest fires smaller than 0.3 ha in Mediterranean latitudes has been analysed. Concerning fire parameterization two topics are analysed too: the possibility to use SWIR spectral channel in order to replace MIR in saturation situations and dependence of fire parameters versus the problem of resampling pixels.

1. Introduction

The information provided by the polar satellites has been of great help in the establishment of a global system of observation and in the creation of fire occurrence maps. In spite of the fact that the detection results provided by the sensors in polar platforms are not valid for providing early alarms, the fire product created by these sensors has been identified by IGBP as a very important input for the Global Change Analysis (Malingreau, 1990). In any case, the international community has continued working on a system which is able to generate early alarms from spatial platforms. In this sense, the analysis carried out in the European FUEGO programme (Living Planet Programme, ESA) by the European Space Agency has an special interest, with the aim of establishing the observation structure that fulfils the main requirements demanded by the users so that the observation system can later be used to carry out fire extinction tasks. The main conclusions reached were that the most effective system would be formed by 12 satellites, placed in 3 orbital planes, with inclination angles close to 45° to carry out, with as much frequency as possible, the observation of the geographical latitudes situated between 36° and 45° in both hemispheres. Although the system has never been a reality, it had a very important task by establishing the requirements that a spatial mission should have from the users and administrations involved in the fire extinction. Within the project line previously mentioned, the best prototype the mission could have had is without doubt the experimental satellite Bi-spectral Infrared Detection Satellite (BIRD) developed and operated by the German Institute of Space Sensor Technology and Planetary Exploration (DLR) (Bries et al., 2003). This satellite appeared faced with the necessities demanded by society of having a sensor dedicated to the observation of High Temperature Events (HTE), with a high spatial resolution in the thermal spectrum for the local/regional management of forest fires. BIRD was launched in October 2001 and placed in a low heliosynchrnic orbit with two WAOSS-B sensors with the VIS and N!R bands. and the Hot Spot Recognition Sensor (HSRS) with two spectral bands MIR and TIR that provide certain improvements with respect to former sensors based on a good spatial resolution in the 4 μm spectral region, a high saturation level close to 1000K and a dynamic range of radiometric calibration of the MIR band, which makes the quantitative estimation of HTE parameters possible. This experimental mission stopped being operative in 2004 but it has established an unquestionable reference for the sensors aimed at fighting forest fires. Other polar sensors have carried out observations dedicated to the HTE observation, such as the Defence Meteorological Satellite Program (DMSP), Operational Linescan System (OLS) and the Advanced Earth Observing Satellite (ADEOS). However, although the radiometric necessities of detection have been fulfilled, the main obstacle has been the time resolution.

The detection of HTE through geostationary satellites has been taken into account with the different perspective adopted for these platforms. The improvements introduced in the sensors have allowed us to use geostationary satellites beyond their meteorological operativiness adapting them to the observation of the Earth. This has been the response to
The minimum fire sizes that these geostationary satellites, GOES, MSG and MTSAT, are able to detect operating with time resolutions less than 30 minutes has led the international community to think that the global observation net in real time may become a reality. The implementation of this network is the aim of the Global Observations of Forest Cover and Land Cover Dynamics (GOFC/GOLD) FIRE Mapping and Monitoring program, internationally focused on taking decisions concerning the research of the Global Change. The GOFC/GOLD FIRE program and the Committee on Earth Observation Satellites (CEOS) Land Product validation held a workshop dedicated to the applications of the geostationary satellites for the monitoring of forest fires. This workshop was hosted by the European Organization for the Exploitation of Meteorological Satellites (EUMETSAT), whose most relevant conclusions can be seen in Prins et al. (2004).

The European MSG satellite, also called Meteosat-8, is the first of the second generation of geostationary satellites operated by the ESA since the launching of the first one took place in 1997. MSG was put into orbit in August 2002 and it's a spin-stabilized satellite. The main sensor, and the most important one for the purpose of this paper is the Spinning Enhanced Visible and Infrared Imager (SEVIRI), formed by 11 spectral bands and a visible broadband (HRV) with a spatial resolution of 1 km in the nadir point. The spatial resolution of the rest of the bands is 3 km in the nadir. The scan of the full disk is completed every 15 minutes. SEVIRI has three visible bands (broadband centred at 0.75 μm and 0.63 and 0.81 μm), one near-infrared (1.6 μm) and 8 infrared bands (3.9, 6.2, 7.3, 8.7, 9.7, 10.8, 12.0 and 13.4 μm); the spectral resolution of all bands is 10 bits. Without doubt, the main band used in fire detection is the 3.9 μm, with a saturation level of 335 K. The improvements introduced in the new Meteosat generation are the ones that have expanded their lines of work to the observation of the Earth (Schmetz et al., 2003).

This paper shows the capacity of the SEVIRI sensor to carry out the monitoring of forest fires working in real time. Some analyses are shown in the particular case of the geographical latitude of the Iberian Peninsula where, during the last three years, detection campaigns and spreading of results in real time have been carried out. The theoretical analysis about the minimum detectable size, including atmospheric effects and saturation conditions, are especially important to delimit the operation range of this sensor in the Mediterranean latitudes, where the effects of the forest fires are more and more important each year both in economic damages and human losses. Especially important are the considerations carried out around the FRI magnitude to continue the methodology of the MODIS sensor. On the other hand, the quantification of this magnitude is essential to establish the means that must be used to put out the fire and to analyse the fire's severity in the view of a future regeneration.

### 2. Objectives

In order to approach the fire detection and parameterization, three different topics are covered in this paper. First is to develop a methodology to detect the start or fire and to support detection; second topic is to analyze the possibility to use SWIR spectral channel to obtain fire temperature, flaming area and FRI in cases where MIR shows saturated behaviour. Finally, a methodology to resampling pixels is proposed in order to estimate fire parameters according with MODIS results.
3. Fire Detection

The establishment of the minimum fire size detectable by the sensor needs the previous specification of the detection argument; or if that is the case, of the algorithm applied to a geostationary sensor; either establishing a radiometric analysis between the bands of a concrete image or carrying out a comparison between the radiometric signal of the same band in two consecutive scenes if the time difference between them is short. Most of the detection algorithms applied to almost all the sensors use the difference between bands 3.9 µm and 10.8 µm to discriminate HTE. This criterion can be applied perfectly, especially to night scenes, in which the signal received in the region of 3.9 µm comes from the surface emission. This criterion is also valid for sensors in polar satellites whose time resolution does not make it possible to establish comparisons between the successive scenes of the same land cover. However, it is difficult to establish a fixed value for this difference without taking into account the additional temperature provided by the solar contribution reflected in the 3.9 µm band, as has been seen above. Being a geostationary sensor with a time resolution of 15 minutes, the comparison between successive scenes provides reliable results once the difference temperature threshold is established for such an interval. Thus, if a time thermal gradient very superior to the one considered as normal is detected, we have a HTE. In order to carry out an estimation, let's consider a day's thermal evolution as a sinusoidal curve responding to the form:

\[
\text{MIR Temp} = A \sin(wt - \delta) + B; \quad w = \frac{2\pi}{T};
\]

where \(T\) is the day's period in units of 15 minutes (\(T=96\)), \(A\) is half of the day's thermal oscillation and \(B\) an adjustment parameter of the curve irrelevant for the obtaining of differences. According to this model, the maximum difference in the MIR standard temperature between two consecutive SEVIRI scenes is ±1.5K for a thermal oscillation of around 30K, which is typical of summer days in middle latitudes.

This estimation agrees with the experimental values found in the analysis of the series of MIR temperature evolution curves selected for different places in the Iberian Peninsula during summer days with high values of thermal oscillation, a condition that guarantees the finding of the highest differences between consecutive SEVIRI images adopting a conservative criterion that tends to eliminate false alarms. With respect to the maximum temperature difference found, in absolute values, 98.2% was lower than 2K. Only two values higher than 2.5K (3.2 and 3.7k) were found, probably due to strong anomalies in the atmospheric conditions since they were very hot days with the presence of vertical turbulent effects. The mean value of the differences found, only considering the most enhanced gradient stretch, intervals [05:00-11:00 GMT] and [14:00-20:00 GMT], was 1.2K, with a standard deviation of 0.5 K. Taking all this into account, we have considered appropriate to establish a threshold of 4K as the temperature increase value to detect the beginning of a fire without providing false alarms.

In any case, it must be pointed out that there are two periods very well defined throughout the day: from dawn to midday, in which the temperature is increasing and where the estimation of 4K is appropriate, and the second one between midday and sunset, for which a value of 2-4K would be enough, being a negative gradient. The thermal changes corresponding to night periods are not so stressed and so they are subject to the former considerations. According to these comments, we have carried out the estimation of the minimum fire size detectable by the SEVIRI sensor when establishing the beginning of a fire. For this purpose, simulations have been done through the MODTRAN code (Berk et al., 1994) by introducing different surface and fire temperatures according to different time thermal gradient values. For the obtaining of results, the calculation of the radiance observed by the sensor was carried out according to:

\[
L_{\text{sensor}} = pL_{\text{fire}} + (1 - p)L_{\text{surface}}
\]

where \(p\) is the surface fraction affected by the fire and where two homogeneous phases have been considered: fire and surface; \(L_{\text{fire}}\) and \(L_{\text{surface}}\) are the radiances that coming from the fire and the surface respectively reach the sensor. All the calculations were carried out through the integration of the spectral radiance with a resolution of 20 cm⁻¹, applying the spectral response function of the 3.9µm band and considering different situations of atmospheric attenuation. The results are shown in figure 1, where the results corresponding to a typical atmosphere of middle summer latitudes and aerosol content with 23 km of visibility are represented. The axis of abscissa shows the hypothetical fire temperature and the axis of the ordinate, the minimum detectable area expressed in ha.

For the analysis of figure 1, the different magnitudes of influence must be seen separately. The most important of these magnitudes are the threshold of the time thermal gradient considered, \(\frac{\partial T}{\partial t}\), and the geographic latitude of observation. The figure contains the results for three different values of the gradient: 4, 6 and 2K/15_minutes and for two enclaves type at 20° and 50° latitude that define the geographic limits of the occurrence of fire as considered in this study. With respect to the latitude, it must be taken into account that although the pixels' area in the nadir point is 9 km², at latitude of 20° it is 10 km² and at 50° it has increased up to 18 km², mainly because of the variation of the vertical resolution, which is almost 6km. That’s why remote sensing is much more limited in high latitudes.
Figure 1. Minimum size of fire (in ha.) to be detected by SEVIRI, for different fire temperature and latitudes, taking into account atmospheric attenuation.

Thus, for a required gradient of 4K/15_min. and a fire of 600K, the detectable area at 20° latitude is 0.5 ha, whereas at 50° latitude it would be 1 ha. The geographic longitude has not been analysed since it has a very low distortion in the pixels’ area. With respect to the thermal gradient, the value 4K/15_min is the reference for the analysis carried out in previous paragraphs. The figure shows the same results for a value 2K/15_min that can be applied in the descendant period of the day’s thermal evolution [14:00-20:00]. During this period \( \frac{dT}{dt} \) is expected and the value 2K/15_min could be enough. This means that during the evening, fires are more easily detected through this methodology and the starting of the fire can be established at 600K with 0.24 ha at 20° latitude and 0.48 ha at 50° latitude. As can be seen, the detectable sizes during the day at 20° latitude are similar to the ones in the evening at 50° latitude. These results give a minimum detectable area considerably inferior to the ones presented by Prins & Schmetz, 1999, who did not include the atmospheric attenuation. These results are also slightly lower, although comparable, than the ones presented by Prins et al., (2001), who stated that MSG could detect a fire of approximately 0.2 ha. at 759K in the Equator and a fire of 0.5 ha at 50° latitude.

A possible problem when dealing with very small fires or fires with not very high temperatures is that the increase of temperature in the MIR band is less noticeable. This could mean that a sharp change between two consecutive scenes wouldn’t be detected, although it would in successive scenes once the fire has acquired a larger size. For this case, we have included a comparison with the third scene for a value of 6K that can be applied to skies with very mild cloud coverage. The figure mentioned shows the new detectable fire conditions in this situation, which will be checked more thoroughly when the comparison between consecutive scenes is negative.

The methodology proposed to detect the beginning of the fire is no longer valid as the fire keeps developing since the temperature differences between the different scenes experiment strong variations. Even the frequent appearance of saturated pixels cause sharp changes that cannot be analysed. On the other hand, for the subsequent monitoring of the fire, as will be seen later, it is necessary to have a methodology that provides the detection of hot spots. Fire detection using remote sensing techniques is not a particularly difficult task except for, as it is logical, the possibilities of the sensor used in relation with the minimum size detected and according to the fire’s effective temperature. The detection methods used on other sensors that have been the reference are sometimes based on physical models. However, the experimental statistical models have shown better results and are easier to apply. Thus, the algorithms based on thresholds have worked on the AVHRR sensor and the contextual models have been operating on AVHRR and MODIS (Lee et al., 1999; Lee and Tag, 1990; Kaufman and Justice, 1998; Giglio et al., 2003; Justice et al., 2002). However, the difficulty of the validity of the detection results lies in the quality of the data, that is, the appropriate filtering of false alarms since the errors occurred in almost every model are errors of commission. In the case of the SEVIRI sensor, our laboratory has started to get results in real time through the application of a method based on the contextual analysis modified through the time conditions of permanence of the fire. The aim is to spread this information via the Internet with added information concerning the toponymy added value in the events. The methodology followed for the present study is based on the use of two thermal spectral bands situated in the region of 3.9 and 10.8 µm respectively.

A contextual analysis is carried out on them through a spatial matrix of N×N pixels, establishing the required statistical parameters, mean value and standard deviation. According our results, obtained from the analysis of a data base of fires validated by MODIS, the best size of window is N=9. The detection test consists, finally, of assigning as affected pixel the one that fulfills the following:

\[
T_{39} - T_{108} > \mu_{39} + f \sigma_{39}
\]

where \( \mu \) and \( \sigma \) are the mean value and the standard deviation in each channel respectively. Although the contextual algorithm has been widely used for other sensors, there still aren’t any established values for the size of the matrix of analysis applicable to SEVIRI and the statistical factor \( f \). A large interval of values for fires of different sizes have been studied throughout the summer of 2004 and 2005 with the aim of obtaining the detection without the inclusion of a large number of false alarms near the clouds.
Finally, our system is working with three different values, in the interval $f=[2.9, 3.0, 3.1]$ which show three different levels of probability in the detected fire. With respect to the filtering of points of analysis with a cloudy cover, the band of $10.8 \, \mu m$ has been used in order to get rid of low temperature points. It must be said that a contextual detection algorithm applied to MSG images, as it has been applied to images from other polar sensors, would be absolutely inadequate to obtain satisfactory results. The detection of the true HTE is easy to obtain but the unceasing appearances of false alarms makes this methodology unfeasible. For this reason, our aim was not to present an effective detection algorithm, but rather to present a method to support the detection of HTE once they have started. The experience has proved that this linked process has good results in the initial detection of HTE and reduces drastically the appearance of false alarms since the contextual process is applied very punctually on the points that are already candidates.

Figure 2 shows results obtained from the last summer campaign over the Iberian Peninsula. Detection results for period August-November, 2005, and time of permanency of fires.

4. Fire parameterisation and use of SWIR spectrum

The real usefulness of remote-sensing in the early detection of fires will take place when the time resolution of the sensors implied is around 15 minutes or less. At present, this characteristic is only available in the geostationary satellites, but they have the problem of their low spatial resolution. After the detection, the problem of the analysis of the fire parameters such as the fire temperature, the area affected by it and the intensity radiative, is brought up. The fire detection work has been widely documented for most sensors. In the case of MODIS (Kaufman & Justice, 1998; Ichoku et al., 2003), for the BIRD case (Briess et al., 2003; Wooster et al., 2003) and for the SEVIRI case as an extension of the algorithms for GOES (Prins & Menzel, 1992). The next process to be applied after the detection of HTE is that leading to the fixing of the fire's parameters, that is, the fire's temperature, the area taken up by the burning flame and finally the energy intensity. Two levels of analysis have been distinguished to fix these parameters. First, the analysis at pixel level, where all the pixels affected will be studied and characterised and, on the other hand, the analysis at cluster level. By cluster it is understood a group of pixels affected by the fire and in contact with each other. In the clusters case, the parameters are the cluster's flame area, the cluster's pondered temperature and the total intensity provided by all the pixels affected. In order to carry out this analysis, we have applied a technique based on Dozier methodology (Dozier, 1981; Matson & Dozier, 1981), based on the solving of the following system of equations proposed for bands MIR and TIR. The problem in the application of the Dozier equations lies in the introduction of the appropriate surface temperature value. This value is not known and it must be calculated through the mean of the surrounding non-affected pixels. On the other hand, small errors committed when fixing this variable imply strong variations in the establishment of the fire's temperature. Simulations on a real, programmed and controlled fire have been carried out in order to reach some conclusions. For the reasons mentioned above, we have applied the methodology suggested by Giglio & Kendall, 2001. They suggest introducing the surrounding pixels' radiance so that the atmospheric effects and emissivity influence can be taken into account as well as the small surface's solar reflective contribution in day images. This is summarized in the following system of equations:

$$L = \tau \cdot pB(\lambda, T_{fire}) + (1 - p)L_{background} + pL_{atmos}, \quad \tau = 3.9 \cdot 10^{8} \text{m}$$

Where $\tau$ is the atmospheric transmittance for each channel, $\lambda$ is the wavelength, $T_{fire}$ is the fire temperature, $L_{background}$ is the radiance coming from surface at level of sensor and $L_{atmos}$ is the radiance coming from atmosphere and it can be neglected. The subsequent fixing of the fire's energy intensity has been carried out through the application of Stefan-
Boltzmann’s equation using the fire's area and temperature resulting from the former system of equations.

In order to know the errors and the calculation sensitivity of this methodology, we have chosen the MODTRAN code carrying out simulations of fires of different sizes and temperatures and reproducing next the radiance that would reach the SEVIRI sensor through the filters of the response functions of each band. Then the bi-spectral methodology has been applied on those data in order to establish the fire parameters, that is, the reverse process to the former one. Finally, the comparison between the data coming from the bi-spectral equations system and the hypothetical simulated fires will give us the errors and sensitivity of this process and its performance in the case of this sensor. In order to carry out the simulations above mentioned, a standard atmospheric profile 1976US-Standard and a profile of middle summer latitudes have been used since they are similar to the conditions in which the fires in the Iberian Peninsula will be detected. The aerosols content has varied between visibility values of 50, 23 and 5 km. With respect to the simulated fires, fire temperatures of [350,1100K] with 10K-intervals have been used. The sizes of the fire area have comprised what is considered between small and large fires with fractions of affected pixel in the interval [1e-5, 1e-2], which corresponds to a mean land area at the level of the Iberian Peninsula of [140 m2, 14 ha. aprox]. All the calculations have been carried out for the particular case of the 3.9 µm and 10.8 µm bands through their spectral equations system and the hypothetical simulated fire temperature obtained in the reverse process applied to the bi-spectral equations system and the theoretical fire temperature used in the simulation of the radiance at the sensor's level through the MODTRAN code.

The operative range of the SEVIRI sensor reaches up to 335K. This value is similar to the AVHRR (Robinson, 1991) and even superior to (A)ATSR with 312K, which has also been used for fire detection (Arino, 2000) although inferior to MODIS (Kaufman & Justice, 1998) and of course inferior to other sensors with a higher spatial thermal resolution such as BIRD (Lorentz & Skrbe, 2001). This might seem high enough to observe any type of fire and establish their parameters since the SEVIRI pixels area is an order of magnitude superior to the ones mentioned. However, the 3.9 µm band [3.48-4.36µm] appears saturated relatively frequently in several types of fires observed. This situation has advantages since the saturation assures the detection without the possibility of false alarms. However, the radiometric information has been lost and with it the possibility of obtaining fire parameters. The analysis of the factors that cause the sensor’s saturation implies, for a geostationary sensor, considering the latitude, given the variability of the area of each pixel. In order to establish the saturation conditions, we have simulated the radiance that the SEVIRI sensor receives for different fire temperatures and different affected areas by limiting these conditions for an apparent temperature value of 335K. Figure 4 shows the fire area, expressed in ha, that would cause the sensor’s saturation according to the fire temperature. The figure shows different geographical locations at 20°, 30°, 40° and 50°. The atmospheric conditions with which the results have been obtained correspond to a profile characteristic of the middle summer latitudes and with an aerosol content of 23 km of visibility

In this epigraph, we will analyse the possibility of

---

**Figure 3.** Analysis of errors in the fire parameters. The left scale shows error in the fire temperature and the right scale shows the error in the percentage of fire area.

**Figure 4.** FIRE flaming area, in hectares, that produce saturation on the 3.9µm band, versus fire temperature. Graphic shows these results for
using band 1.6μm for fire parameterization in those cases in which band MIR is saturated. First, we have carried out a theoretical analysis in order to calculate the different errors caused by using different spectral combinations in the resolution of Dozier’s system of fires, with different FIRE temperatures and flaming areas. The MODTRAN code and spectral response functions have been used in these fires in order to evaluate the radiances at the top of atmosphere, that is, at level of sensor. Later, the parameters of the fires entered were calculated again by solving the bi-spectral equation system with different SWIR-MIR, SWIR-TIR and MIR-TIR combinations. Figure 5 represents the parameterization errors using the possible spectral combinations MIR-TIR, SWIR-TIR and SWIR-MIR, part a) FIRE temperature and part b) flaming area. The conclusion reached from this theoretical analysis is that the combinations that include band SWIR present the best behaviour.

The solar component has not been considered in this analysis, which is only valid, consequently, for night images. In case of sun presence, it is necessary to know the emissivity in the SWIR region to break down the components and work exclusively with the emissivity component. The impossibility of knowing the exact value of the emissivity adds errors to this methodology, but it can provide valuable information on the fire parameters when band MIR is not available. Thus, in an attempt to apply this technique to daytime images, images provided by the Data Base of Spectrum from Johns Hopkins Library under direction of John W. (Jack) Salisbury, U.S Geological Survey in Reston, VA. These radiance values were compared with the ones provided by MODIS images on the same dates as the SEVIRI images analysed. Summarising, the validation results provided errors of 7% in the case of conifers, 15% in the case of dry grass, 1% for the deciduous classes and 3% for sand.

Although this theory should be able to establish the parameters of real fires, its application on SEVIRI images has not succeeded due to different factors. Figure 6 shows a typical case of a fire’s evolution which can be considered general and representative. The x-axis represents the hour of the day in which the fire started. The two thin continuous curves show the evolution of equations. Several authors have proposed the use of short wavelength bands (Giglio & Justice, 2003) although there has not been an estimation of compared errors nor has it been applied on real images.

![Figure 5](image1.png)

**Figure 5.** a) Error in fire temperature vs. Fire temperature. b) Error in fire fraction vs. Fire temperature. If color is not available, combinations MIR-TIR, SWIR-TIR and SWIR-MIR are placed from top to bottom. In both cases fire fraction is fixed to 1e-3 and background temp. 300 K are considered.

![Figure 6](image2.png)

**Figure 6:** Time evolution (by hour) of a fire. SWIR radiance (in square line) and MIR temperature (in triangle line). SWIR is not sensitive to fire and increasing radiance of fire with 3 W/m2/μm/str only can explained with fire temperature around of 1200 K.
the SWIR radiance in two neighbouring pixels to the one containing the fire and escalated in the first y-axis. Their evolution is as expected with the peaks typically characteristic of the “terminator effect” at dawn and sunset. The line with triangles shows the evolution of the brightness temperature corresponding to the pixel on fire. It can be clearly observed how the beginning of the fire occurs around 14:00 hours; see the peaks corresponding to the pixel saturation. The line with squares represents the evolution of the SWIR radiance in the same pixel that contains the fire. The conclusions are clear: in the first place, the detection of the fire by the SWIR band takes place three hours after the fire started, in the hours close to sunset. Thus, it can be stated that SWIR is not sensitive to the outbreak of the fire. On the other hand, the radiance increase peak in SWIR, close to 3W/m²/µm/str can only be explained with fire temperatures higher than 1200K, which is not realistic.

On the other hand, the visual inspection of the images confirms that the fire is only visible from sun zenith angles close to 77°, around sunset. In these cases, the calculation of the temperature does not involve the solar error. However, while parameterization through MIR-TIR provides fire temperatures in the interval [450K–650K], the parameterization by means of SWIR-TIR provides temperatures of [1000K–1800K].

Finally, the band SWIR has arbitrary values that cannot be used quantitatively. Thus, we can state that although the theoretical analyses were very promising for the application of this methodology, the real application is, however, not satisfactory. In future works, two factors should be revised: 1. The calibration of SWIR in the value interval of the fires is correct. 2. Rigorous application of the atmospheric correction, especially of the spherical albedo term, in conditions close to the terminator: dawn and sunset.

5. Correction of resampling method to estimate FIRE temperature.

The SEVIRI sensor has an important limitation when it comes to obtaining the fire temperature in radiometric analyses. In spite of the fact that the resampling step of the sensor is 3 km at nadir, in reality, there is a spatial resolution of 4.8 km with an overlapping of 1.6 km. A consequence of this effect is that the radiance coming from a pixel is at times present in several neighbouring pixels. Although this fact may not imply any problems in other applications, it is of the highest importance in the case of fire detection since fires present confusing geometric structures which make the discrimination of the real affected pixel very difficult. In figure 7, we can observe the typical cross structure and another confusing structure. These two patterns, obtained in real images, appear quite frequently.

![Figure 7: Pattern of sampling of pixels affected by fire](image)

Other important consequence is the inability to compare parameters of fire obtained by other sensors of higher spatial resolution, which is the MODIS case. It must be pointed out that the comparison of results between different spatial resolution sensors is not appropriate from the quantitative point of view although it could be so from the qualitative perspective. This is mainly due to the effect of the sensor’s Point Spread Function (PSF), which carries out a smooth over the radiometric signal and, consequently, over the fire temperature and the FRE calculated for the fire. This comparison effect has already been shown by other authors who have carried out comparisons between results of sensors dedicated to the monitoring of forest fires. As an important example, it must be pointed out the comparison between the sensor of the BIRD and MODIS satellites. BIRD was designed with a spatial resolution of 370 metres in the MIR and TIR bands (staggered sensor with 185 meters of spatial resolution in the resampling process) (Briess et al, 2003). The lower spatial resolution of MODIS appears to prevent many of the less intensity radiating fire pixels being detected as such, meaning MODIS underestimates FRE by up to 46%, in several cases, in comparison to BIRD (Wooster et al., 2003). Our laboratory has found similar results when comparing fires by MODIS and SEVIRI, which is stated in the DEMOBIRD (Definition of the End-to-End Demonstration of the use of Space techniques for forest fires management. ESA project. Contract ESTEC 17192/03/NL/GS).

In order to improve the detection and discrimination of the pixel affected by the fire as well as the calculation of the fire temperature so that it can be compared with other sensors, we have proposed the use of a filter that usually provides “purer” signals of each pixel in the image. Thus, we suggest a filter with the structure of a 3x3 matrix typical of contour enhancement, but adapted to the geometric conditions of the SEVIRI sensor. The filter matrix suggested is as follows:

$$
\begin{pmatrix}
0 & -0.5A_{\text{over}} & 0 \\
-0.5A_{\text{over}} & -A_{\text{over}} & 0.5A_{\text{over}} \\
0 & 0.5A_{\text{over}} & 0
\end{pmatrix}
$$

normalized as:

$$
\sum_{i=1}^{3} a_{ii} = 1
$$

where Aover is the overlapping between the central pixel and the neighbouring pixel, which depends on the
geographic latitude and longitude, and Apixel is the total area from which the radiance in the central pixel comes. Let's bear in mind that the area overlapped is practically the same for all the pixels to the right and left but different for the pixels above and below. In the concrete case of a wide zone in the Iberian Peninsula corresponding to lat=42° y long=0°, an example of mean, normalised filter matrix would be:

\[
\begin{pmatrix}
0 & -0.309 & 0 \\
-0.14 & 1.898 & -0.14 \\
0 & -0.309 & 0
\end{pmatrix}
\]

However, it must be taken into account that the matrix varies for each longitude-latitude position.

To check the effect caused by the application of this filter, figure 8 shows the radiometric profile of a cross structure corresponding to a detected fire. The most important effect is the correct discrimination of the pixel affected by the fire, whose radiometric value increases considerably with respect to the original profile. The detection of weaker fires can be more effective. Besides, the pixels which are not affected by a sharp change in temperature remain completely unaltered after the application of the filter. That is, this effect only takes place on fires, thus improving their detection.

The most frequent cases are those in which the most intense radiometric signal corresponds to the same pixel before and after the application of the filter. However, we have detected cases in which the radiometric signals of two neighbouring pixels were very similar, but the position of the most intense one changed after the filter was applied. This used to happen in large fires in which several SEVIRI pixels were actually affected. The problem here was not only to improve the detection but also to distinguish which of these pixels contained the most intense fire. In order to validate the technique presented in these "confusing" cases, we have analysed simultaneous MODIS images, which have a resolution of 1 km², so as to establish in them the position of the most active fire pixel.

An interesting example is that of figure 9: before applying the filter, two adjacent SEVIRI pixels show the same brightness temperature in the 3.9 µm band, but after applying the filter, the hottest pixel appears on the right side. The figure shows the overlapping of these two SEVIRI pixels on the simultaneous image from MODIS 3.9 µm channel, in which the position of the pixels affected by the fire can be seen. As can be observed, the fire activity appears on the right side.

Finally, we have used different large fires detected in MSG and MODIS simultaneously in order to carry out the fire parameterization. As was said at the beginning of this epigraph, the fire temperature estimated by solving the bi-spectral equation system is lower in the SEVIRI case than in the MODIS case due to different spatial resolutions. Figure 10 shows the comparison results between the fire temperature estimated on SEVIRI and MODIS images. The figure presents the results obtained before and after the application of the filter. In the cases where several pixels were affected, the temperature was obtained on the hottest pixel of MODIS and the hottest pixel of SEVIRI.

The most relevant conclusion is that before applying our methodology, the estimated fire temperatures were lower with differences of up to 100 K with respect to the ones obtained with MODIS (square signals in the

Figure 8: X-profile and Y-profile of FIRE pixel before and after filtering application, in the 3.9 microns channel. The most important effect is the enlargement of main pixel.

Figure 10: A comparison between FIRE temperature
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figure). The application of the filter provides comparable results in both sensors (triangles in the figure).

6. Conclusions

Three conclusions are obtained for each objective:

Concerning fire detection, the use of temporal thermal gradient, in the 3.9 µm, provides the start of the fire with high accuracy. A contextual algorithm is used for supporting the fire detection.

Concerning use of SWIR, a very sensitive atmospheric correction is required, especially in order to evaluate atmospheric spherical albedo in sun set conditions. No concluding results are founded.

Concerning sampling pixels problem, the filtering matrix proposed improves strongly the detection process. The fire parameterization provided is comparable to MODIS results.
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